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Preface

Education is probably the largest single area of
study of applied psychology. A tremendous
amount is known about educational psychology
which is useful to people involved with teaching
and learning. Condensing and selecting from this
vast body of knowledge has therefore meant that I
have had to cover some areas rapidly in order to
reach key ideas and conclusions. This means, I
hope, that you will not have to wade through a
lot of information to reach something interesting.
If you want to go into more detail, there are
plenty of recent references and further reading to
follow up.

If you are working or training as a teacher, you
should find that this book gives focused and up-to-
date coverage of the research findings about many
of the areas in which you are involved. If you are
simply interested in education, the book describes
various findings with implications for what we can
expect from schooling and the ways in which it
might be organised.

Perhaps the biggest problem with the educa-
tional field is that it is heavily politicised, and ill-
informed and subjective interpretations abound.
Politicians themselves seem particularly prone to
making simplistic pronouncements and general
meddling! Moreover, many people seem to have

Xi

something of a chip on their shoulder about educa-
tion and are very happy to read ‘knocking copy’ in
the newspapers. This is typically very biased in or-
der to make sensational reading and usually dis-
torts the issues and what is known about them.
There has also been a general trend over the past
few years to see education as being largely respon-
sible for many of society’s ills, failing to regenerate
the economy, or to overcome what is seen as in-
creasing moral degeneracy. In fact, although
schools can have an effect on social problems such
as crime rates, the evidence indicates that such out-
comes are much more strongly related to home
background and social context. Also, interna-
tional comparisons indicate that above a certain
basic level of general competence, educational at-
tainments probably do not have much of an effect
on countries’ economic performance.

Such blaming can be seen as a form of
scapegoating, which shifts the responsibility for so-
ciety’s problems, and diverts attention from other
causes. As part of this process, there has been some-
thing of a general reaction against the radical
views of the 1960s, that social problems come from
general structural aspects of society such as class di-
visions. Beliefs about the relative importance of
education have taken root in the ‘school improve-
ment’ movement and the political push for value
for money in education, which has been supported
by all political parties. There is little real evidence
for such beliefs, however, and the situation is more
complex than most of these perspectives propose.

Foster et al. (1996) describe the way in which a
great deal of educational research appears to be
largely governed by the socio-political context of
its time, and is used to support whatever ideology is
most current. Unfortunately, [ have to say that the
history of educational psychology is scarcely blem-
ish-free itself—as witness, for example, the support
for widespread ability assessment after Britain’s
1944 Education Act, in the form of the ‘eleven-
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plus’. This was a form of IQ test (advocated by edu-
cation psychologists) and was used to allocate chil-
dren to unequal forms of education. Despite this,
psychological knowledge and research has at least
the potential to provide rational and useful infor-
mation that can guide educational decision mak-
ing and actual teaching practice. Without such
information, one can rely only on limited personal
experiences and ill-informed guesswork.

One further difficulty is that a particular finding
can still be interpreted in a number of different
ways, according to the bias of whoever is reporting
it. In the 1960s, for instance, various research stud-
ies into the effects of the teaching of grammar were
widely taken to mean that this inhibited children’s
writing abilities. In fact, as a review of these studies
by the Qualifications and Curriculum Authority
(QCA, 1998) found, most of them indicated that
guided written work involving the use of structure
was superior to learning formal grammar in isola-
tion. A more accurate interpretation might there-
fore be that it is best to teach children about
different aspects of grammar in meaningful con-
texts, rather than doing away with any form of
learning about language structure.

To avoid such misinterpretations, it might
therefore be a good idea to be aware of the general
nature and principal findings of actual research
studies. Although it would be impossible to give
details of all the studies in this book, I have given
some of the main features which illustrate the de-
sign of key research studies, to enable you to assess
what credibility can be given to the different inter-
pretations.

This book concentrates on evidence, as opposed
to opinion. As far as possible, the information I de-
scribe comes from direct applications of psycho-
logical knowledge or from the use of psychological

techniques in educational research. However,
there are inevitably biases, which come from the
evidence which I have selected, and these are the
result of attempts to reflect the balance of likely
explanations in each area. [ freely admit, for in-
stance, that [ am in general rather sceptical of some
deterministic views, which tend to look for simple
causes. These include beliefs about the importance
of general cognitive abilities or ideas about certain
inherited characteristics being important for chil-
dren’s educational progress. I am well aware that
there are many people who believe otherwise and
have also therefore tried to represent evidence
which supports the other side of things.

Despite this, there are certain areas where I feel
strongly that the general weight of findings points
in a certain direction. For instance, there is evi-
dence that within certain wide limits, class size
does not have a great effect on children’s progress.
Although I am sure that most teachers do not be-
lieve this, I consider that it would be dishonest of
me if I did not point out such conclusions. If you
disagree with my interpretations, then I hope that
this book will spur you on to look for opposing
evidence and develop your ideas about the area
further.

[ have also tried to write this book with a theo-
retical grounding, in order to make knowledge
more flexible. This can, however, sometimes ob-
scure any practical implications, so I have put in
some additional sections with key implications
and a practical scenario as a prompt for some ques-
tions. Some approaches to answering these are in-
cluded in a final appendix.

If you have anything at all to do with educa-
tion, you should therefore find this book factual,
useful and, I hope, interesting.



Acknowledgements

I would first like to thank John Head, who encour-
aged the development of this book from its early
stages. Without his positive comments and advice,
this enterprise would never have got very far.

[ would also like to acknowledge the support of
Keith Melton, who was generous in reading an ini-
tial draft and giving me detailed and expert feed-
back. This certainly made this book better than it

xiii

would have been, although the remaining faults
are entirely my own responsibility.

I must finally mention the many dedicated
teachers with whom I have worked, who have, I
hope kept me aware of the practical realities
of what education is all about. If they disagree
with what I’ve written, I’'m sure they’ll let me
know!



Acknowledgements of copyright material

My thanks to Nigel Paige, Bill Stott and Nick
Newman for permission to use their cartoons. All
of these originally appeared in the Times Educa-
tional Supplement.

Chapter 2

Figure 2.16 Relationship between short-term
memory and speed of talking. From Nicolson, R.
(1981) The relationship between memory span
and processing speed. In M.Friedman, ].Das and
N.O’Connor (eds) Intelligence and Learning. New
York: Plenum Press. Reproduced by permission of
the publisher and the author.

Chapter 3

Figure 3.10 Flanders’ interaction analysis catego-
ries. From Flanders, N. (1970) Analyzing Teacher
Behavior. Reading, MA: Addison Wesley. Repro-

duced by permission of the author.

Figure 3.11 Sequence of pupil achievement of lev-
els, between ages 7 and 16. From TGAT (1988)
National Curriculum Task Group on Assessment and
Testing: A Report. HMSQO: DES. Crown copyright is
reproduced with the permission of the Controller
of Her Majesty’s Stationery Office.

Chapter 4

Figure 4.2 Abilities of children in different sized
families. From Storfer, M. (1990) Intelligence and
Giftedness. San Francisco: Jossey-Bass. Reproduced
by permission of the publisher. Recalculated from
original data in Breland, H. (1974) Birth order,
family configuration, and verbal achievement.
Child Dewvelopment, 45, 1011-1019. Reproduced
by permission of the Society for Research in Child
Development.

Xiv

Figure 4.3 Changes in mean birth order over time,
and eventual A level pass rate. From Zajonc, R.
and Mullally, P. (1997) Birth order: reconciling
conflicting effects. American Psychologist, 52 (7),
685-699. Reproduced by permission of the pub-
lisher and the author.

Figure 4.4 Relationship between parenting index
and 1Q scores at age 3 years. From Hart, B. and
Risley, T. (1995) Meaningful Differences in Everyday
Parenting and Intellectual Development in Young
American Children. Baltimore: Brookes. Repro-
duced by permission of Brookes Publishing Co., PO
Box 10624, Baltimore, Maryland, and the author.

Figure 4.6 The Rialto, Venice. Copyright Stephen
Wiltshire, from Floating Cities. London: Michael
Joseph, 1991. Reproduced by permission of John
Johnson (author’s agent).

Figure 4.12 GCSE science results, 1996, in relation
to school intake. From Shayer, M. (1996) The Long-
Term Effects of Cognitive Acceleration on Pupils’
School Achievement, November 1996. London:
King’s College, Centre for the Advancement of
Thinking. Reproduced by permission of the author.

Figure 4.15 Achievements of different subjects ac-
cording to their cognitive style. From Riding, R.
and Pearson, E (1994) The relationship between
cognitive style and intelligence. Educational Psy-
chology, 14 (4), 413-425. Reproduced by permis-
sion of Carfax Publishing, PO Box 25, Abingdon,
Oxfordshire.

Figure 4.16 Overall recall scores of verbalisers and
imagers. From Riding, R. and Douglas, G. (1993)
The effect of cognitive style and mode of presenta-
tion on learning performance. British Journal of
Educational Psychology, 63, 297-307. © The Brit-
ish Psychological Society. Reproduced by permis-
sion of the publisher and the author.



Checklist from the National Association for
Gifted Children (NAGC, 1989). Reproduced by
permission of the National Association of Gifted

Children.

Chapter 6

Figure 6.6 GCSE performance, 1997, in relation to
numbers of pupils on roll. From Funding Agency
for Schools (1998) Cost and Performance Compari-
sons for Grant-Maintained Schools. York: FAS. Re-
produced by permission of the Funding Agency for
Schools.

Figure 6.8 Effects of individual teaching. From
Bloom, B. (1984) The 2 sigma problem: the search
for methods of group instruction as effective as
one-to-one tutoring. Educational Researcher, June/
July, 4-16. Copyright 1984 by the American Edu-
cational Research Association; reproduced with
permission from the publisher.

Figure 6.12 Standardised gain scores for 41 teach-
ers in Years 1 and 2. From Gray, J. (1979) Reading
progress in English infant schools: some problems
emerging from a study of teacher effectiveness.
British Educational Research Journal, 5, 141-157.
Reproduced by permission of the publisher.

Chapter 7

Figure 7.3 Comparison of GCSE achievements of
boys and girls over time. From Social Trends (1997)
London: The Stationery Office. Reproduced by
permission of the Office for National Statistics. ©
Crown copyright 1997.

Figure 7.5 Educational attainments of ethnic
groups, 1981-2. From DES (1985) Education for
All: Report of the Committee of Inquiry into the Edu-
cation of Children from Ethnic Minority Groups.
Cmnd 9453. London: HMSO (‘The Swann Re-
port’). Crown copyright is reproduced with the per-
mission of the Controller of Her Majesty’s
Stationery Office.

Figure 7.6 Average GCSE exam scores by ethnic
origin, gender and social class. From Drew, D. and

ACKNOWLEDGEMENTS OF COPYRIGHT MATERIAL

Gray, J. (1990) The fifth year examination
achievements of Black young people in England
and Wales. Educational Research, 32 (3), 107-117.
Reproduced by permission of the National Foun-
dation for Educational Research.

Chapter 9

Figure 9.3 Three-route model of word identifica-
tion. Adapted from Buchanan, L. and Besner, D.
(1995) Reading aloud: evidence for the use of a
whole word nonsemantic pathway. In J.Henderson,
M.Murray Singer and EFerreira (eds) Reading and
Language Processing. Hillsdale, NJ: Lawrence
Erlbaum. Reproduced by permission of the pub-
lisher and the author.

Figure 9.5 Fry’s readability graph. From Fry, E.
(1977) Elementary Reading Instruction. New York:
McGraw-Hill, 1977, p. 217. Reproduced with per-

mission from McGraw-Hill.

Figure 9.7 Distributions of under- and overa-
chievement with reading. From Rodgers, B. (1983)
The identification and prevalence of specific
reading retardation. British Journal of Educational
Psychology, 53, 369-373. Reproduced by permis-
sion of the publisher and the author.

Chapter 10

Figure 10.1 Number of permanent exclusions from
schools, 1990-1 to 1997-8. From Parsons, C. and
Howlett, K. (1996) Permanent exclusions from
school: a case where society is failing its children.
Support for Learning, 11 (3), 109-112. Repro-
duced by permission of the publisher.

Figure 10.2 Levels of emotional and behavioural
difficulties (EBD) in relation to social class of in-
take in 13 Aberdeen schools. From Maxwell, W.
(1994) Figure 1, page 31, Special educational
needs and social disadvantage in Aberdeen city
school catchment zones. Educational Research, 36
(1), 25-37. Reproduced by permission of the pub-
lisher.

XV



XVi

ACKNOWLEDGEMENTS OF COPYRIGHT MATERIAL

Chapter 11

Extract from Education Act (1997) London:
HMSO. Part I1, 4, 550A, Crown copyright.

Figure 11.3 Diagnostic criteria for attention-defi-
cit/hyperactivity disorder (AD/HD). Reprinted
with permission from the Diagnostic and Statistical
Manual of Mental Disorders, 4th edition. Copyright
1994 American Psychiatric Association.

Chapter 12

Figure 12.1 Distributions of behavioural and lit-
eracy attainments. First graph based on Stott, D.
(1971) Manual of the Bristol Social-Adjustment
Guides. London: University of London Press. It was
not possible to contact the author despite efforts to
do so. Second graph based on Elliott, C., Smith, P.
and McCulloch, K. (1996) British Ability Scales 11,
Windsor: NFER-Nelson, with permission of the
publisher.

Figure 12.10 Percentage of 5- to 15-year-olds in
special schools in England. From Norwich, B.
(1997) A Trend towards Inclusion. Redland, Bristol:
Centre for Studies on Inclusive Education. Repro-
duced by permission of the publisher.



] Introduction

Why do we need psychology?

What is educational psychology?
Psychology

Ways of investigating

Quantitive and qualitative approach
Applying psychology

Chapter structure

Differing perspectives
Developmental psychology
The importance of theory
Shifting paradigms

The evidence from psychology

Why do we need psychology?

Everybody seems to think that they know a lot
about psychology and about how education
should be run. After all, most of us have had a lot
of experience with other people, and virtually all
of us have been to school.

The majority of our ideas about what makes things
happen are built up from personal experience, and
these beliefs work well in our everyday lives. How-
ever, they are not necessarily very effective when they
are applied to the particular process of educating
groups of children. Here, general rules of thumb and
common-sense simplifications can sometimes result
in very contradictory perspectives when applied by
different people. It can be impossible to prove which
of two such opposing views is the more valid.

Take these sets of opposing statements, for in-
stance. Which do you agree with?

‘Formal teaching is too restrictive and puts chil-
dren off learning’

versus
‘Progressive teaching fails to give children dis-
cipline and doesn’t teach the harder subjects
well’

‘Firm discipline and punishment are important
in controlling problem behaviour’

versus
‘Positive behaviour comes from the examples of
others; punishment is ineffective and simply
brutalises children’

‘Dyslexics are simply middle-class children who
can’t read’

versus
‘Dyslexia is a genuine, important problem that
is due to underlying difficulties with cognitive
processes’

‘Children’s speech and language develops natu-
rally and should be largely left alone’

versus
‘When children use the wrong speech and lan-
guage, it is important to correct them so that
they don’t get into bad habits’

‘Reducing class sizes would obviously result in
improved learning’

versus
‘Class sizes are not important; what matters most

‘Children’s teachers are the most important fac-
tor in their education’

versus
‘Teachers aren’t really important—the key things
are a child’s own knowledge and motivation’

is the quality of the teaching’

[t is likely that you have some existing ideas about
each of these pairs of propositions. However, with-
out getting additional information it is impossible
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to say which of these opposed views is going to be
the most useful to us in understanding the educa-
tional process. This can be done by carrying out
some form of investigation in a particular area, or
by seeing what other people have found out. Each
of the areas in these [boxes]is considered within
this book, and an indication of the key findings is
given later in this chapter.

What is educational psychology?

Psychology

Psychological knowledge and the techniques of
psychological study can help us understand these
problems since psychology involves the logical investi-
gation of what people think and what they do. Psy-
chology includes a wide range of topics and can be
applied to many different areas such as education,
where human thinking and behaviour are impor-
tant.

Ways of investigating

A key part of psychology involves the scientific
technique of developing theories and carrying out
investigations to test and modify them. A theory is
a way of trying to explain as simply as possible
what we know (or think we know) about a particu-
lar area. For example, a theory that most people
have about class size and achievement is that
‘smaller classes are better for children and lead to
improved achievements’. Other techniques, de-
scribed later in this chapter, avoid the initial use of
theories, instead allowing them to arise from the
investigation itself.

An experimental investigation of class size could
look at what happens when we change only the
particular thing that we are interested in, in this
case how many children are being taught together.
For instance, we could investigate the effects of
class size on achievement by setting up different-
sized groups and measuring children’s progress with
their school work. For us to know that class size was
the only thing having an effect, we would have to
make sure that other things did not alter.

A good experimental investigation would set

up different-sized classes with matched groups of
pupils, to cancel out or ‘control for’ the effects of
student ability. This has actually been done in a fa-
mous US study described in Chapter 6, called the
‘STAR’ investigation. This did in fact find that
those pupils who were in smaller classes made bet-
ter academic progress.

There is a lot to be said for directly setting up
different educational experiences for children,
since the outcomes may then be assumed to be
closely related to what was done. However, doing
so can be very difficult in practice—the STAR
investigation was a massive study and cost $12
million. Interfering with children’s education in
this way can also be ethically questionable, since
children in some of the groups are likely to learn
less well. Many educational investigations there-
fore avoid these problems by using techniques
where the investigator uses only information that
is already available, or looks at situations which
already exist.

Such non-experimental investigations are typi-
cally based on observational techniques. These
can involve an investigator directly, perhaps
watching children in a class, or be based on indi-
rect data such as school records. Such approaches
can sometimes be quasi-experimental (‘quasi’
meaning ‘as if’), when it is possible to assume that a
change in one thing is related to a change in some-
thing else. ‘Natural experiments’ can make this
more likely. For instance, if a new form of educa-
tional practice (such as the literacy hour) is intro-
duced, we can compare children’s educational
progress before and after the change.

One very common form of observational in-
vestigation—perhaps the least experimental—is
to evaluate the extent to which one thing natu-
rally varies along with, or correlates with, some-
thing else. Such investigations are often easy to
carry out and can be fertile ground for developing
new ideas or hypotheses about the way things
work.

The main difficulty with such non-experimen-
tal approaches is that any outcomes might not nec-
essarily be the result of any change in some other
particular measure. For instance, if we looked only
at existing classes of different sizes, we could be



fooled by the fact that many schools use small
classes for pupils of below-average ability. We
might then conclude that small classes have the ef-
fect of reducing attainments!

However, since such investigations do not in-
volve interference or control by an investigator, it
can be argued that they are more likely to be
valid, in the sense that they are more naturalistic,
or show what normally goes on. They can also
lend themselves to personal involvement, and
possibly more meaningful interpretation, by an
investigator. This happens in participant research,
where the investigator might for instance become
part of a teaching team. Observational ap-
proaches also fit well with the use of qualitative
information (see below), with an emphasis on the
direct experiences and interpretations of those
who are involved.

Quantitative and qualitative approaches

A great deal of educational research involves
measuring things. Although such quantitative ap-
proaches allow us to use powerful statistical tech-
niques, they can often have the effect of
simplifying and distorting what is really happen-
ing, because things have to be put into categories
of some kind. Children, teachers and the processes
and outcomes of education are much more than
just sets of numbers. A good example is early
reading skills, which emphasise decoding using
sounds and letters. These are very different from
more advanced skills, which involve comprehen-
sion and the use of context. It could be very mis-
leading to compare different reading levels along
a single scale, as though higher attainments were
just more of the same thing.

Qualitative approaches attempt to get closer to
reality by looking at information that differs in
kind rather than in amount. They may involve us-
ing more direct and richer information, such as
the recording of complete observations, or de-
scriptions by teachers or pupils about what they
are doing or how they feel. Mac an Ghaill
(1988), for example, used interviews with Afri-
can Caribbean boys to discover their characteris-
tic ways of explaining and establishing their
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social identity through exaggerated cultural
groupings. This information is close to the way
things are, and Glaser and Strauss (1967) argue
that it enables researchers to develop a grounded
theory, one which arises from the information
gathered, rather than just depending on modify-
ing existing theories.

In reality, qualitative and quantitative ap-
proaches are closely related. Most quantitative re-
search involves qualitative decisions about
which variables to study and about what are ap-
propriate techniques to analyse the data. An ini-
tial qualitative approach can also develop into a
subsequent quantitative analysis; for example,
once individuals’ responses have been placed
into meaningful groupings, these can then be cal-
culated as percentages or analysed for significant
differences.

Describing and analysing findings

With quantitative data, psychological and educa-
tional research often use statistics to describe and
analyse what has been found. It is useful to have a
basic idea of some key statistical concepts so that
you can understand and be critical of how the in-
formation from investigations has been inter-
preted. Appendix 1 explains some of the terms and
techniques which are referred to throughout this
book.

One of the greatest errors, but a typical one, is to
assume that because the results of a statistical test
are significant, this automatically means that the
results are psychologically or educationally mean-
ingful. If you understand something about the ba-
sic ideas of statistics, you are much less likely to be
misled about findings which are marginal or mis-
leading.

Qualitative analysis

Qualitative information typically takes the form of
direct recordings of events and their meanings, or
of people’s own descriptions, often referred to as
‘narratives’. Interpreting such diverse information
can involve selecting key themes and reporting on
them by reproducing parts of transcripts. In one ex-
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ample, Walker (1998) carried out an analysis of
the functions of secondary school parents’ eve-
nings, using parts of her interviews with parents to
demonstrate that such meetings were almost invari-
ably perceived as frustrating and distressing.

Qualitative analyses often involve setting up
possible categories into which the information can
be placed. One advantage of having access to the
entire range of original information is that such
categories can be modified if alternative groupings
subsequently appear to be more meaningful. Al-
though this may make conclusions appear rather
fluid and unreliable, they can be confirmed by
comparing the views found by different types of in-
vestigations (‘triangulation’), or by repeating the
cycle of gathering and analysing information. In
any case, it can be argued that such approaches are
more likely to result in findings that have some real
meaning for a particular area. As discussed later in
this chapter (see ‘Shifting paradigms’), any catego-
ries that we use can be seen as social constructs and
are therefore bound to be somewhat arbitrary.

Applying psychology

‘Pure’ psychology tries to arrive at general theories
that can help us understand basic areas such as
learning, memory, motivation, etc. However, prac-
tical education is a complex situation in which to
apply psychological theories, and there are often
many factors which interact or combine to give rise
to a number of different effects. For example,
Chapter 4 describes some evidence about the way
in which academic achievement can be the out-
come of the interaction between home- and school-
based factors, with initial home-based advantages
being consolidated by early educational success.

[t is therefore always important to evaluate real-
life applications of psychological ideas, rather
than rely on ideas that are derived purely from the
original abstract theories; these are often based on
work that was originally far removed from the re-
alities of real-life teaching. Some of the early psy-
chological theories about learning, for instance,
were derived largely from studying the responses of
rats and pigeons in mazes and cages!

Table 1.1 Five key perspectives in the psychology of education

Perspective Overview

Psychodynamic

An approach developed in the early twentieth century from the work of Freud. Mainly

considers emotional development, and is applied in therapeutic approaches for children with
problems (Chapters 10 and 11), and for deriving general educational objectives (e.g. Coren,

1997).

Behavioural

Learning theory, based on observable behaviour and developed by the psychologists Pavlov,

Watson and Skinner (see Chapter 2). Although rather less popular these days, it does
generate powerful techniques for analysing and modifying behaviours in school.

Humanistic

Emphasises the uniqueness and potential for self-development of individuals. Developed by

Maslow (see Chapter 5) to counter the mechanistic perspectives of psychodynamic and
behavioural psychology, it underlies child-centred approaches in education.

Psychobiological

Considers that basic biological structures and processes determine higher-level thought and

action. A key concept in issues of nature/nurture such as the basis of intelligence (see Chapter
4), and the processes which underlie arousal and motivation (see Chapter 5).

Cognitive

Sees the individual as a processor of information, setting up an internal model of the world and

developing plans and strategies to guide ways of interacting with it to achieve goals. The most
recent and productive of all the different approaches, it can account for many of the findings and
ideas in the other perspectives and applies to virtually every topic of educational study.

Source: Medcof and Roth (1979)



Table 1.2 Psychological perspectives and the theories of
motivation they generate

Perspective Motivational theories

The id, defence mechanisms
(primitive drives and their
management to protect
conscious awareness)

Psychodynamic

Behavioural Operant conditioning (basic
learning theory, based on
associating a voluntary response

with a stimulus)

Humanistic ‘Self-actualisation’ (development
to achieve a person’s complete

potential)

Psychobiological Arousal and stress (levels of
activation involving interactions
between the mind and body and

biochemical changes)

Cognitive Attribution theory (the way in
which people attempt to

understand the causes for things
happening)

Differing perspectives

Applying psychology to education also often in-
volves viewing areas from a number of different
psychological perspectives. Medcof and Roth
(1979) consider that there are five such key ap-
proaches (Table 1.1), based upon very different
beliefs and ways of analysing information.

Applying these perspectives to educational top-
ics can generate alternative ways of approaching
problems. Each of the perspectives generates a very
different way of understanding the motivation for
children to do things in school (Table 1.2), as we
shall see in Chapter 5.

The various approaches are often complemen-
tary. For instance, achieving optimum arousal lev-
els by using a dynamic teaching style will facilitate
general involvement with learning tasks. When
pupils are more alert, they are then also more likely

WHAT IS EDUCATIONAL PSYCHOLOGY?

to respond to other strategies which will focus
them on their work, such as the use of praise in
operant conditioning (associating a voluntary re-
sponse with a stimulus).

On the other hand, some perspectives can give
rise to contradictory approaches. Behaviourism,
for instance, can appear rather simplistic and may
encourage an approach based on rote learning.
Cognitive approaches, however, emphasise the
use of meaning and understanding, and seem
closer to what we personally experience in learn-
ing situations. Despite this, behavioural ap-
proaches can still be very useful in analysing and
managing problem behaviours, as will be de-
scribed in Chapters 10 and 11. Recent develop-
ments to be reviewed in Chapter 2 consider that
behavioural conditioning is the result of devel-
oping expectancies about what will happen in
certain situations, and that behaviourism can
therefore be seen as a particular subset of cogni-
tive processes.

Developmental psychology

Psychology also tries to account for the ways in
which children establish basic abilities such as
thinking and language use. General developmental
theories which cover these can be applied to edu-
cation to help us understand learning situations.
This can be seen in Chapter 2, which considers
the role of theories of cognitive development
such as Piaget’s approach, and Chapter 8, which
looks at the way in which language abilities are
developed. Other areas, such as the development
of social roles and identity, in Chapter 7, and the
establishment of basic academic attainments such
as reading, in Chapter 9, also depend to some ex-
tent on progress with other, underlying skills and
abilities.

The importance of theory

There is a famous remark by Allport (1947) that
the aims of science are ‘understanding, prediction
and control, above the levels achieved by un-
aided common sense’. This perspective is very
useful in guiding psychological investigations,
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and emphasises that we should be able to use
theoretical knowledge to help us with applied ar-
eas and to go beyond everyday experience and
understanding.

Developments in education often lack this
theoretical foundation and are frequently in-
spired by social processes or ideological beliefs, a
fact can lead to cycles of change as the general so-
cial climate alters. For instance, in the 1940s it
was commonly believed that the most efficient
way of educating children was to select them for
different types of schooling using the ‘eleven-
plus’ and also to ‘stream’ them into different gen-
eral ability groups. A later ideological emphasis
on equality of opportunity subsequently led to
the development of comprehensive schools and
mixed-ability teaching. However, there are now
signs that there is a shift backwards in this per-
spective, with many schools reverting to in-
creased selection and ability grouping of pupils,
even at the primary level.

A psychological perspective could help us to
limit such swings of fashion by providing theories
and knowledge about the realistic advantages and
disadvantages of such developments. For instance,
it has been shown that selection of pupils on the
basis of the eleven-plus (an intelligence test) is not
a very accurate or useful process. Research also in-
dicates that streaming of children into different
ability groups within schools leads to only limited
improvements with the higher groups. It can also
lead to pupils in lower groups receiving inferior
education, partly because of teacher expectations,
and the negative social groupings that can happen
in such classes.

Shifting paradigms

Paradigms are general ways of looking at or under-
standing an area. Although it can often seem that
there is only one way to understand a particular do-
main of knowledge, writers such as Kuhn (1962)
have emphasised that paradigms often change radi-
cally over time. In the particular fields of psychol-
ogy and education, earlier paradigms of learning
saw the child as relatively passive, simply absorb-
ing information transmitted by a didactic teacher.

These perspectives fitted well with the then cur-
rent stress on principles of conditioning, which
took a very mechanistic approach to the managing
of learning. According to this, the emphasis for the
teacher was to deliver a standard curriculum and to
evaluate stable underlying differences between
children.

The most popular general paradigm at present
is undoubtedly the cognitive one. This empha-
sises that the developing child in school is ac-
tive in constructing new knowledge, skills and
ways of understanding. This perspective is
largely derived from the original ideas of Piaget,
although there have been many substantial revi-
sions of his approach. In particular, writers such
as Wood (1998) have emphasised the social na-
ture of this learning process, with knowledge de-
veloping as a ‘“joint construction” of
understanding by the child and more expert
members of his (or her) culture’ (p. 17). The role
of the teacher can be seen as that of a facilitator
of learning, by generating appropriate experi-
ences and closely monitoring a child’s changing
attainments and needs.

However, a number of alternative perspectives
now question the fundamental underlying
premises of psychological and educational
knowledge. Based on postmodernistic ideas, they
propose that the classical scientific (‘modernis-
tic’) approach of logical investigation using evi-
dence, often referred to as ‘positivism’, is deeply
flawed and outdated. The rationale for this is
based on arguments generated by philosophers
such as Foucault (1978) that knowledge and un-
derstanding are essentially arbitrary and socially
constructed. From this perspective, scientific con-
cepts such as ‘intelligence’ can be seen as func-
tioning to legitimise the status and power of
psychology within society. Language concepts
and the ways in which they are used (referred to as
‘discourses’) also demonstrate the way in which
such processes operate. For example, an investiga-
tion by Davies (1989) describes the characteristic
linguistic images and metaphors in fairy stories,
for example with knights rescuing damsels in dis-
tress. Davies argues that it is through such experi-
ences that young children learn the key, socially



defined constructs about what it is to be male or
female in society.

The conventional social role of researchers in
relation to those being studied (often referred to as
‘subjects’) can be seen as part of the general domi-
nation of classical scientific investigation. It is ar-
gued that the balance can be redressed by placing
an emphasis on the natural experiences and reports
of participants in the educational process. Such
‘narratives’ are of course close to the approaches of
grounded theory and share their naturalistic valid-
ity.

A further perspective is that the study of educa-
tion has inherent difficulties, since education takes
place in a highly complex social system. Such
structures may be chaotic, with processes and out-
comes that are unpredictable and therefore
unknowable. However, although this may be true
of large-scale, open-ended systems, the educational
process is arguably relatively limited and pre-
scribed. Although single cause-effect relationships
are unlikely to be meaningful, it is still possible
that more complex explanations will enable us to
generate useful advice. For instance, the evidence
from class size effects indicates that an effective
model should take account of variables such as the
age range covered and school effects, as well as the
type of teaching that is going on.

Some critiques can also appear rather nihilis-
tic, undermining any attempt to arrive at expla-
nations or prescriptions. In a review of
developmental psychology, Morss (1996) argues
that the very process of considering develop-
ment is meaningless, and that by doing so we im-
pose expectations and control. Despite this, it
can be argued that within a given system, how-
ever ultimately arbitrary it may be, we can still
arrive at knowledge and understanding that is
useful for us. What postmodernism does in a
more positive way, though, is to caution us as to
the relatively local and specific nature of
knowledge. Part of this is understanding that
what might work in one situation may not trans-
fer readily to others. It also guides us towards an
emphasis on the direct experiences and interpre-
tations of those most closely involved in the
process of education itself.

THE EVIDENCE FROM PSYCHOLOGY

With their emphasis on cultural determinants
of knowledge and identity, these approaches are
confirmed by and also have a particular relevance
to issues in feminist and ethnic minority studies,
and socio-economic perspectives of class. Given
some caveats, a great deal of research can there-
fore still guide and inform debates and planning
in education. As I hope that parts of this book
show, it can also often lead us to reconsider the
meaning and utility of some concepts and beliefs
which are the foundations of educational
thought.

The evidence from psychology

When psychology is applied to a number of differ-
ent areas in education, it has the potential to help
us to understand what is happening, and to make
more logical, informed decisions about the best
way to organise the educational process. Quite of-
ten, however, the findings of research or the appli-
cations of psychological theories do not give a
simple answer, but qualify and extend the original
debate. When the findings of educational psychol-
ogy are applied to the issues that were identified at
the start of the chapter, for instance, the findings
summarised in this book appear to show the fol-
lowing.

Formal versus progressive teaching

Research indicates that these types of teaching
do not lead to significant differences in attain-
ments. Other, underlying features such as class-
room organisation or the learing process
encouraged seem to be much more important

(Chapter 6).

Class sizes

Controlled experimental investigations have
shown that reducing class sizes does improve at-
tainments, but that the effect of doing so is
rather limited within the realistic range of possi-
ble class sizes. Other factors such as altering the
teaching approach used may have a much
greater effect (Chapter 6).
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Punishment

Punishment can be shown to have many nega-
tive effects such as failing to teach appropriate
behaviours and leading children to regress.
However, it can sometimes be justified in the
context of a positive, secure relationship and
when children know what it is that they should
do (Chapter 11).

Dyslexia

Generally speaking, attempts to identify dys-
lexia as a specific form of relative undera-
chievement have not been successful. Children
whose literacy skills are significantly below
their general verbal abilities may need support,
but effective teaching seems to be the same for

all children (Chapter 9).

Language development

Children who have difficulties with language
can be helped, but simply correcting errors is
likely to reverse their progress. Language mainly
develops from an intent to communicate; be-
cause of this, one of the most effective ap-
proaches seems to be for adults to interact with
children in an intensive but natural way and to
respond mainly to the meaning behind what
they say (Chapter 8).

Teacher effectiveness

Individual teachers probably do differ in their
effectiveness but the differences are surprisingly
small, being greatest for younger children and
relatively specific to particular academic sub-
jects. The variations in achievement due to
home background appear to be much larger,
and generally overwhelm any other processes

(Chapter 6).

It might seem from this that using psychology and
educational research is generally a good thing and
that all that is needed is to go ahead and apply the
approaches described here as much as possible in

education.

We BELIEVE
IN THE 3RS~
RESEARCH ,RESEARCH
AND RESEARCH

On the other hand, there are arguments from
writers such as Mclntyre and Brown (1978) that
psychology is not relevant, and that education
should be based mainly on subject knowledge and
expertise that is specific to the educational process.
In a similar way, Schon (1983) has also argued per-
suasively that teachers primarily need to become
‘reflective practitioners’ and base their teaching
largely on their own experiences and personal in-
terpretations. These approaches have a certain ‘no-
nonsense’ attraction and avoid what can
sometimes seem to be domination and over-com-
plication by psychological perspectives. When
academic psychologists isolate an area within edu-
cation for study, their lack of general knowledge of
the field can also lead them to make incorrect as-
sumptions about the validity of certain concepts.
Stanovich (1994), for instance, argues that many
psychologists concerned with ‘dyslexia’ have
merely investigated its causes without questioning
whether it means anything in the first place.

One answer to such criticisms is that not using
general psychology and psychological techniques
is likely to lead to even greater problems, since
people will then apply their own crude theories
which can only be based on, and limited by, their
own experiences and ideas. Despite this, it is prob-



ably a good idea to have some healthy scepticism
when applying psychology and to ensure that we
‘ground’ ourselves in a general appreciation of the
real issues and processes of education.

Summary

Many commonly held ideas and beliefs about edu-
cation are the result of limited knowledge or ideo-
logical perspectives. These can lead to fruitless
arguments which can only be resolved by looking
for direct evidence or other forms of relevant
knowledge.

Psychology can help with the search for evi-
dence because it involves the use of logical inves-
tigations, and theories about what people think
and what they do. These can be based on the use of
direct experiments, which look for effects when
something is changed, as well as observation and
interpretations of naturally occurring processes.

Statistics helps us to make sense of what we find
in such investigations by describing and analysing
numerical information. It enables us to look for
differences and relationships between sets of data
and to see whether they can support our theories.
Observational information too can be analysed to
look for meaningful relationships and trends.

Psychology includes a number of different ap-
proaches which can help us to understand what
happens in education. These have changed over
time, from early behavioural perspectives, to mod-
ern beliefs which emphasise that children actively
construct their knowledge within a social context.
When psychological understanding is applied to
areas of real-life educational debate, it can help us
to decide between opposing plausible explana-
tions or to change the way in which we view those
areas.

Key implications

e We cannot simply trust in common sense when
making decisions about education.

e Psychology is useful in this since it is based on
logical approaches using evidence.

e [t is best to use a range of perspectives when
considering particular areas of education.

FURTHER READING

e These can be guided by contemporary critiques
which emphasise the local and constructed na-
ture of knowledge.

Further reading

Rita Atkinson, Richard Atkinson, Edward Smith,
Daryl Bem and Susan Hoeksema (1996) Hilgard’s
Introduction to Psychology. New York: Harcourt
Brace.
This is a really good introduction to general
psychology. It is readable and interesting, al-
though somewhat biased towards US research
and culture.

Louis Cohen, Lawrence Manion and
Keith Morrison (2000) Research Methods
in Education, 5th edition, London: Rout-
ledgeFalmer.
This updated text covers the range of ways of
carrying out studies and analysing findings. It
uses lots of examples and would enable you to
become an informed ‘consumer of research’, as
well as design and implement your own investi-
gations if you wished to.

Practical scenario

Mrs Smith has been recently appointed as the headteacher
of Anytown Junior School. This has a solid middle-class in-
take and has done well in its Ofsted (Office for Standards
in Education) inspections and with recent Standard Assess-
ment Tests and Tasks (SATs) scores. However, she is con-
cerned that the curriculum has become rather narrow, and
is keen to foster children’s wider educational and social de-
velopment. Although Mrs Smith has support from most of
the staff in this, the governors and many parents have very
traditional views of education. They mainly want an empha-
sis on skill achievements, with a curriculum-centred and di-
dactic approach to teaching.

* How could Mrs Smith try to convince them that there are
other ways of approaching education? Would academic or
practical examples be more persuasive?

* Do you think it would be effective for her to suggest some
form of action-based research in the school? How could this
be set up?

e What would constitute proof that one approach is better
than another?

e Who sets the agenda for educational targets and strate
gies? Is rational evidence part of this?
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2 Learning

Basic principles of learning
The importance of learning
What is learning?
Catagories of learning?

Theories of learning
Types of learning

Cognitive processes and learning
Mental representations and the basis of
knowledge

Memory

Short-term memory

Long-term memory

Managing learning and improving memory
Massed versus distributed practice

Reviews

Chapter structure

Previews
Integrated views of learning

Cognitive development and learning

Piagetian theory

Social constructivism

Implications of developmental theories for
teaching

Optimising learning
Match

Cognitive dissonance
Connectionism

The promise of information and
communications technology

Basic principles of learning

Importance of learning

Learning has a central role in education, as the
whole of this book makes clear, in one way or an-
other. In England and Wales the National Curricu-
lum now defines the content of what is taught, and
the teaching of literacy and of numeracy in par-
ticular are somewhat prescribed, but most of the
process of how teaching happens is still largely left
up to the individual teacher. Even with this, how-
ever, there are signs of increasing direction, with
the implementation of the Green Paper proposals
(DfEE, 1998f) which introduce evaluation for per-
formance-related pay and professional develop-
ment. Psychological research about what goes on
during learning has established a number of differ-
ent findings which have important practical impli-
cations for teaching, and some of the key aspects of
these will be described in this chapter.

10

What is learning?

Psychologists such as Kimble (1961) have defined
learning in general as an experience which produces a
relatively permanent change in behaviour, or potential
behaviour. The definition therefore excludes
changes which are simply due to maturation in the
form of biological growth or development, or tem-
porary changes due to fatigue or the effects of drugs.

As Howe (1980) has pointed out, learning has
the important function of enabling us to benefit
from experience. It enables us to build up a pro-
gressively more sophisticated internal model or
representation of our environment, and then to op-
erate on this, rather than on the world itself. Be-
cause of this we are able to think about things, to
develop strategies, and use abstract concepts such
as causation when we ask ourselves what makes
things happen. These abilities enable us to predict
and therefore to control events which are of impor-
tance for us, giving humans an enormous evolu-
tionary advantage over other animals.



Figure 2.1 Relative brain sizes of humans and
chimpanzees
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The human brain is extremely complex, with
many billions of nerve cells and probably quadril-
lions of interconnections between them. The way
in which these operate must be largely developed
by experience since inheritance through our genes
could encode only a tiny fraction of this number.
As shown in Figure 2.1, when the human brain is
compared with the brain of our nearest animal
relative, the chimpanzee, the most striking differ-
ences are in terms of the overall size of the human
brain and its large folded outer layer, known as the
cortex. This is mostly involved with complex
processes of making links between different forms
of information. The more basic underlying brain
structures which control the behaviour of animals
are concerned with emotions and instincts.

Although we do not completely understand the
biological basis of learning, our mental abilities
must ultimately be based on the structure and func-
tions of the human brain, which evidently has a
huge capacity for storing and using information. A
recent approach to understanding learning (con-
sidered later in this chapter) is based on systems
which have similarities to the vast parallel process-
ing capacity of the central nervous system. Imple-
mented as ‘neural networks’ with computer
hardware or software, these show properties such as
probabilistic ‘learning’ and ‘forgetting’, as well as
the derivation of complex rules which are tantalis-
ingly similar to many of the features of natural
learning.

BASIC PRINCIPLES OF LEARNING

Categories of learning

‘Learning’ is a relatively broad concept, and in
education it can happen in many different ways,
with a number of different outcomes. As Howe
(1984, p. 8) describes, these include formal attain-
ments such as new verbal concepts and early aca-
demic skills, but can also involve children
developing new skills involving independence
and self-help, or ways to behave and interact with
other people.

In an attempt to simplify this wide range of di-
versity, Bloom (1956) established a well-known
taxonomy of learning objectives, covering the
three major domains of cognitive, affective and psy-
chomotor development. (Cognitive development
is concerned with memory, perception, pattern
recognition and language use; affective develop-
ment relates to the emotions; and psychomotor de-
velopment relates to movement or muscular
activity associated with mental processes.)
Schools have an effect on all these, but the formal
curriculum focuses on the cognitive domain,
which Bloom subdivided into knowledge, compre-
hension, application, analysis, synthesis and evalua-
tion. Although this has been the most popular way
of categorising learning, there have been other,
more recent schemes such as Gagné et al.’s (1988)
approach, which uses the areas of intellectual
skills, cognitive strategies, verbal information, at-
titudes and motor skills. There is evidently some
overlap between these approaches, but the catego-
ries which are used in such schemes must be largely
arbitrary and there does not seem to be any abso-
lute reason why one particular approach should be
preferred over another.

In practice, using the full range of such cat-
egory systems can also be somewhat unwieldy and
teachers will probably not be able to take them
all into account when covering curriculum tar-
gets. A common approach is to simplify these us-
ing three headings, usually retaining ‘knowledge’,
and forming two levels from the remaining cat-
egories. These often combine together Bloom’s
categories of ‘comprehension’ and ‘application’,
and with a further heading which includes prob-
lem solving and the ability to use and transfer
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learning to new situations. This is similar to
schemes used by the Department for Education
and Employment (DfEE) and many exam sylla-
buses, which involve:

e knowledge (recall or recognition of specific in-
formation);

e skills (the ability to carry out meaningful, inte-
grated tasks such as reading); and

e understanding (problem solving and the use
and transfer of knowledge).

Again, however, it should be remembered that
these distinctions are essentially arbitrary and
that there is considerable overlap and difference
in the use of many of these terms. Although
‘knowledge’, for instance, is often thought of as
facts which can be memorised, learning of con-
cepts depends to a great extent on understanding
their meaning; in practice it is also difficult to
separate out ‘understanding’ and the ‘skills’
which are involved in this. However, research
and theories about the functions of memory dis-
cussed later in this chapter give some support for
a meaningful distinction between ‘knowledge’
and ‘skills’ and also make the links between
them more explicit.

Theories of learning
Types of learning

Psychologists have attempted to derive general
principles of learning which apply to a range of
tasks and situations. Simpler forms of learning in-
clude habituation and the two forms of condition-
ing, classical and operant conditioning. These
emphasise behaviours and the situations in which
they happen, and in their original form expressly
ignore any mentalistic explanations based on
thought processes.

Cognitive approaches, however, include more
complex types of learning, and involve various
forms of internal representation of information,
and operations on these. The study of memory is
important since it is the storage-retrieval element
of learning. Cognitive approaches are applied in

theories of cognitive development which look at
qualitative changes in children’s abilities.

Habituation

Habituation involves learning to ignore a stimulus
(something happening) which has no importance.
For instance, pupils might simply habituate to a
teacher who keeps nagging them about homework
if the teacher never takes any further action. This
means that they will eventually learn to ignore
what the teacher does in the future.

Habituation is a process that goes on all the
time and is associated with attention and con-
centration. If we were unable to ignore most of
the background features in our environment, we
would not be able to focus on important tasks or
events. Some children appear to have particular
problems ‘tuning out’ unnecessary information
and can have significant attention deficits and
learning difficulties. Helping them may involve
programmes to develop their ability to remain
oriented to a specific task (see Chapter 11).
Sometimes faulty or inappropriate learning
means that we attend to features that are not
meaningful. This happens when children de-
velop a phobia or an irrational anxiety about
something to do with school. Helping a child
with such problems may therefore mean habitu-
ating or ‘desensitising’ them to the general
school environment. However, although habitu-
ation is important, most school learning that is
under the control of the teacher involves more
complex and active processes.

Conditioning

Two other important forms of basic learning are
called conditioning. Both of these involve form-
ing associations between stimuli and responses.
(Responses are what people do as a result of a
stimulus.) These were once believed to underlie
all types of learning, but, as discussed below, they
are nowadays seen as specific forms which are part
of a general cognitive approach. Conditioning
does have a particular relevance to emotional and



behavioural difficulties, owing to the structure
which it gives to behaviour management ap-
proaches.

CLASSICAL CONDITIONING

In classical conditioning, an association is formed
between a stimulus and an involuntary response—
something that one does not have direct control
over, such as heart rate. This is based on the origi-
nal work by Pavlov (1927), who discovered that
dogs would learn to salivate at a signal, such as a
bell, which indicated that some food was about to
arrive. Watson (1925) extended these ideas to hu-
mans, arguing that psychologists should confine
their explanations solely to such observed behav-
iour—a perspective known as behaviourism. In a fa-
mous experiment on a little boy called Albert,
Watson paired a frightening loud noise with the
appearance of a white rat (which Albert did not
originally fear). Albert eventually became very
anxious whenever the rat appeared and had be-
come classically conditioned to show a fear re-
sponse to the stimulus of the rat.

An example of school-based classical condi-
tioning would be a pupil’s having become anx-
ious when at school, possibly as a result of a
stressful experience such as bullying. As shown in
Figure 2.2, he or she might then come to associate
the involuntary reactions involved in anxiety
(dry mouth, racing heart, upset stomach, etc.) with
the stimulus of school attendance. If the symptoms
were severe enough, the case would be one of
school phobia.

The original theories of classical conditioning
thought of it as merely a strengthening of the men-

Figure 2.2 Classical conditioning of school phobia
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tal association between the stimulus and the re-
sponse. Recent cognitive theories, however, em-
phasise that what we are learning is to predict what
follows the stimulus; for example, that the experi-
ence of school will follow being told to get ready
for school in the morning. This expectancy (think-
ing of attending school and the things that are
feared about it) appears to be what triggers off the
involuntary response (of anxiety).

Involuntary responses are certainly an impor-
tant part of the way in which we relate to our envi-
ronment. Again, however, most school learning
involves more active participation by the learner,
which can be controlled and directed by the
teacher.

OPERANT CONDITIONING

Operant conditioning is a more important form of
associative learning and involves voluntary re-
sponses. These are under conscious control and
could involve a pupil working on a learning task,
or alternatively a non-work activity such as calling
out to his or her friends.

Skinner (1938) said that the concepts and prin-
ciples involved in such learning apply when an in-
dividual acts (operates) on his or her environment
to achieve a desired outcome. Three key aspects of
a situation are important in such learning:

— the behaviour — and the consequences
(what the child

actually does)

the antecedents
{what the results are

for the child)

(what happens before

an incident)

An example of this would be a child working in
class to get praise from the teacher:

praise from
teacher

pupils get on
with work

interesting
work set

Consequences like this, which strengthen (rein-
force) the association between the situation and a
response, are called reinforcers. An outcome which
weakens the association is called a punisher and is
typically something that is aversive (unpleasant to
the individual). An example would be if a pupil
was reprimanded for not doing his or her work.
Positive reinforcers strengthen the association
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Figure 2.3 Effects of different behavioural consequences

REINFORCERS PUNISHERS
Positive Reinforcement e
GIVEN TO THE
(reward) Made to do lines during break
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//—-i during break
Punishment Negative reinforcement
TAKEN AWAY (denial) (release)
FROM CHILD Football is taken away Allowed out early from doing lines

and are called rewards. For example, receiving
praise for doing well in a test might encourage fu-
ture studying. Negative reinforcers occur when
something aversive is stopped, and these also
strengthen an association. An example of a nega-
tive reinforcer would be making children pick up
the litter around school, and then allowing them to
stop doing so if their behaviour at other times has
improved. As shown in Figure 2.3, giving or taking
away such outcomes produces a situation which is
either positively or negatively motivating for pu-
pils.

Punishments Although the four categories shown in
Figure 2.3 appear to be equally likely to be effec-
tive, there are practical reasons why both types of
punishment are generally considered to be less de-
sirable.

e They do not emphasise new, positive behav-
iours, and children might simply learn to avoid
getting caught. Moreover, punishment has also
been shown to lead to regression: if a pupil’s
present behaviour no longer succeeds in getting
what the pupil wants, then he or she may return
to earlier forms of behaviour. These may previ-
ously have been effective for the pupil but
could nevertheless be undesirable in class.

e The person who administers the punishment
also comes to be seen in a negative way. Al-

though this means that children will be anx-
ious and cautious about that person in the fu-
ture, it also means that he or she is unlikely to
generate any spontaneous co-operative behav-
iour; the child will just not like the teacher
very much. Children who are reprimanded by
teachers in front of the class are very unlikely
to want to cooperate with them in the future,
although they may be careful to avoid a repeat
of the punishment. They may do so in a
number of negative ways such as blaming
others.

¢ Punishment also acts as a negative social model
for children. Clegg and Megson (1968), for in-
stance, found that schools which used physical
punishment at that time to control pupils had
much higher levels of fights and physical aggres-
sion in the playground. The use of negative
control by authority figures is likely to set this
up as a legitimate process for pupils as well as

staff.

Rewards Positive reinforcements (rewards) can be a
very powerful way of managing children’s behav-
iour. They avoid most of the problems with pun-
ishments, since their use involves an emphasis on
developing new and positive work habits; they es-
tablish a pleasant relationship between the teacher
and the pupil; and they give positive social roles
for pupils. In some situations, however, positive re-



inforcements may seem inappropriate and can ap-
pear to be rather like ‘bribing a child to work’, with
the danger that the child rather than the teacher
comes to be in control. This means that pupils can
then use the situation to threaten non-cooperation
to get what they want.

Also, it often seems wrong to reward a child
who is on a programme because of his or her lack of
effort. Other children may find it unjust if a diffi-
cult child gets extra treats and privileges, whereas
they are ‘behaving themselves’ normally and get
nothing. Ways of managing this might involve en-
suring that all children are rewarded for positive
behaviours, and by the use of negative reinforce-
ment, where the reward is simply what the other
children in the class are already getting for normal
behaviour.

Learning principles Skinner established various prin-
ciples for generating effective learning by the ap-
propriate use of outcomes which are contingent on
some form of behaviour. A key principle is that re-
inforcements or punishers appear to be most effec-
tive when they happen soon after the behaviour.
According to this, waiting until the end of the les-
son to praise students’ work or to reprimand them
should not be as effective as praise given just after
they have completed a particular section, or verbal
comments immediately after the problem behav-
iour.

Outcomes can also vary in frequency and tim-
ing. A very frequent, predictable reward is ini-
tially good at training for certain responses. A
problem, however, is that such responses are very
dependent on the reinforcer: if a pupil is working
merely for frequent teacher praise and the praise
suddenly stops, then the pupil will probably also
stop working. If rewards are less frequent and less
predictable, pupils will be more likely to con-
tinue their responses when rewards are stopped.
Presumably they are less aware when rewards are
finally phased out, and, one may hope, they may
then develop intrinsic motivation (involvement
for its own sake).

When working with a new class or a difficult
child, teachers should therefore use a high level of
meaningful rewards, alongside firm control. This

THEORIES OF LEARNING

would be aimed at establishing involvement with
class tasks and routines, and at developing positive
perceptions of the teacher. After a while, however,
the rewards should become more intermittent and
attention focused on the performance of tasks and
pupils’ achievements.

Uses of operant conditioning in school learning As will
be described in Chapter 11, operant conditioning
can be applied in the form of ‘behaviour modifica-
tion’ to manage problem classroom behaviour and
increase work involvement. However, Skinner
(1954) considered that it could also be effectively
used to directly alter academic progress by a proc-
ess he called programmed learning.

At first, as shown in Figure 2.4, this often in-
volved children initially being given some infor-
mation. They were then tested on some part of the
information they had been given, and a correct
response was rewarded in some way (typically
with praise); an incorrect response would lead to
their being given either a repeat of the original
information, or an alternative (simpler) presenta-
tion. Programmed learning was often imple-
mented in expensive ‘teaching machines’ which
presented the materials in the appropriate se-
quence.

The advantages claimed for such early pro-
grammed learning systems were that they empha-

Figure 2.4 Programmed learning sequence

The Battle of Hastings was
fought by King Harold
against the Normans in 1066
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When was the Battle of
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repeat
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sised success, that the learning was sequential and
structured, and that the learning was closely
matched to the individual learner’s pace. Unfor-
tunately, an approach of this type is difficult to
develop properly, owing to the detail involved in
the programme design. Also, students often found
the experience of working on such machines so-
cially isolating and rather boring. Despite this, a
review of research findings by Jamison et al.
(1974) found that programmed learning achieved
results faster than conventional, class-based learn-
ing. In a sense, such early approaches can be seen
as the basis of more recent computer-based learn-
ing systems, although these are becoming increas-
ingly based on sophisticated models of the
learner’s knowledge base and approach to learn-
ing.

The principles of operant conditioning have
also been implemented in the direct instruction
model of teaching, the best known of which is the
DISTAR (Direct Instructional Systems for Teach-
ing And Remediation) programme. Applied
largely to basic skills work in literacy and nu-
meracy, this approach carefully directs the teach-
ing process by using a script for the teacher, and
also specifically incorporates the use of reinforce-
ment—mainly as verbal praise. Although
DISTAR can appear over-prescriptive and possi-
bly rather limiting, an evaluation by Kennedy
(1978) found it to be the most effective of a wide
range of remedial teaching techniques used at the
time.

The use of operant conditioning to motivate
children’s work at school has been strongly criti-
cised by Lepper and Greene (1978) as being likely
to damage natural, intrinsic motivation. They ar-
gue that children have a natural curiosity and de-
sire to find out about things; however if they
perceive themselves as working only for rewards,
their work becomes superficial and geared solely
towards the reward, rather than for the sake of
learning. Constant insistence on praising pupils
can also sometimes be very disruptive to the flow
of work when pupils are getting on well. The prin-
ciples of intrinsic motivation imply that a better
approach would be for teachers to give attention
by taking an interest in the content of what pupils

are doing and through this to lead them into fur-
ther activities.

Skinner believed that operant conditioning
ruled out mentalistic explanations based on
thought processes and preferred to limit himself
to describing the conditions under which learning
occurred. However, it seems that individuals who
have been operantly conditioned have in fact
learned to predict what will happen in a given
situation if they engage in certain behaviour,
much as in classical conditioning. This learning
process is a cognitive one, and Bandura et al.
(1963) demonstrated that observational learning
(which is the basis of social learning theory) de-
pends on predictions and expectations about the
consequences of behaviour, rather than direct as-
sociations. Whether or not children engaged in a
particular behaviour depended on what outcomes
(praise or a reprimand) they observed for other
people and consequently expected for them-
selves.

Despite this, conditioning can still be an effec-
tive way to describe and understand basic learning
situations where there is a direct and predictable
link between behaviour and consequences. In
many situations, however, behaviour involves
more than a simple response, and can comprise a
sequence of flexible and skilled activities. Such
complex learning can be explained in behaviourism
by the linking together of a number of conditioned
responses, called ‘chaining’. According to this
view, pupils might therefore learn to enter a class-
room, get out their books and start a particular ac-
tivity, as a sequence which will gain the approval
of their teacher.

However, early research on learning situations
by Tolman (1932) demonstrated that rather than
simple links, individuals often learn sophisti-
cated internal representations, which do not
show up in their immediate actions but can be
used to generate different behaviours when situ-
ations alter. Tolman’s original investigations
were with rats, which were made to run through
a maze to reach a goal of some food. When the
maze was subsequently altered, they were able to
take short cuts without further learning, showing
that they had learned an overall ‘plan’ or an in-



ternal visual representation of the maze, rather
than just routes.

Humans appear to do much the same thing.
When first exposed to a new situation they may
merely link together simple learning experiences, a
process that conditioning can explain quite well.
In contrast, later learning involves an overall per-
spective and the ability to relate parts together to
derive new ways of seeing things. This approach
emphasises that learning is a more active process
than conditioning implies and is determined by a
range of underlying mental representations and
abilities.

Cognitive processes and learning

The cognitive approach in psychology sees the in-
dividual as a processor of information, in much the
same way that a computer takes in information and
follows a program to produce an output. But hu-
mans are much more complex and self-directing
than present-day computers, and are able to de-
velop plans and strategies to guide ways of inter-
acting with their environment. To do this, humans
also generate and test out internal models of the
world, which can act as a guide for future behav-
iour.

Mental representations and the basis of
knowledge

Such cognitive processes involve developing men-
tal representations of events, things or ideas which
can act as the basis for thought. Some of these take
the form of direct experiences, such as sensations
and physical movements, or visual representations
which involve imagery. As discussed later in this
chapter, these are particularly important at early
developmental stages, or with initial learning in a
new area of knowledge. ‘Higher’ levels of thought
which develop as children become older are based
on symbolic representations such as words, which
stand for something else without necessarily hav-
ing any direct similarity to it. Words can therefore
represent concrete and abstract categories and can

COGNITIVE PROCESSES AND LEARNING

also express relationships between other symbolic
representations.

All these categories and relationships typically
take the form of concepts, which involve group-
ings of items that include the same key features or
attributes. A conceptual grouping can involve
living things, such as ‘dogs’, which share the at-
tributes of ‘four legs, barks, chases cats, can bite’,
and actions such as ‘running’, which share the at-
tributes of ‘moving fast, all legs off ground at same
time’. The use of concepts is a powerful and nec-
essary way of achieving cognitive economy and
means that we do not become overloaded by the
mass of information which we experience. Con-
cepts also enable us to deal with the world rapidly
and to infer attributes that we do not directly ob-
serve—in Bruner’s (1957) phrase, to go ‘beyond
the information given’. When we meet an animal
that we classify as a ‘dog’, we are then aware
that it can bite, and will be able to treat it accord-
ingly.

Propositions involve links or relationships be-
tween concepts. They are the smallest unit of infor-
mation which can be judged either true or false, for
example that ‘the dog is running’ (either it is or it
isn’t). Such propositions can make up or be assem-
bled into facts, which incorporate information that
is generally believed to be valid, for example that
‘Hydrogen is a flammable gas’, or that ‘King Henry
VIII had six wives’. This last fact incorporates a
number of propositions: that Henry was a king, that
he was the eighth king called Henry, as well as that
he had six wives.

Knowledge is made up from a body of such
propositions and the further relationships be-
tween them, which constitute the subject matter
of domains of academic study. Propositions can
also form the basis for thinking and reasoning,
enabling people to make logical inferences by a
process of deriving new propositional relation-
ships.

Mental processes can be represented by
‘connectionist’ models, with ‘learning’ happening
through changes in the strengths of the links be-
tween low-level units. Since these models (to be
described later in this chapter) are based on the
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general way in which the brain is believed to func-
tion, it seems possible that similar mechanisms may
represent the underlying basis of concept forma-
tion. It has also been argued that some form of
‘spreading activation’ links together areas in the
brain and that associating concepts and proposi-
tions in this way is the basis of thought.

Such concept-based, factual information is of-
ten referred to as declarative knowledge, and can be
contrasted with procedural knowledge, which refers
to information about how we can do things. Pro-
cedural knowledge covers skills such as reading
and writing, or fluent calculations in mathemat-
ics. Procedural memories appear to be represented
as ‘condition-action’ rules, which are referred to
as productions. These specify what to do under cer-
tain conditions, and involve the form of ‘IF X,
THEN Y’. As an example of this, most experi-
enced teachers implicitly use the rule ‘IF a stu-
dent is starting to misbehave, THEN move closer
to them’. A large number of such rules linked
together must underlie skilled or expert behav-
iour.

Procedural knowledge often starts off as de-
clarative knowledge but with practice becomes
more automated, meaning that we become less
conscious of the processes involved in what we are
doing. When children first learn to form letters, for
instance, they often learn a verbal description and
rehearsal of the appropriate movements: writing an
‘a’ involving the three movement sequences of
‘round, up and down’. Fluent writing, however, is a
relatively automatic skill, and mature writers are
usually aware only of the content of what they are
writing. Experienced teachers similarly would
probably find it difficult to describe the many
skilled elements involved in monitoring and con-
trolling a class, which they normally achieve at the
same time as organising and delivering curriculum
content. Once established, such procedural knowl-
edge is much less likely to be forgotten than de-
clarative knowledge and, like the ability to ride a
bike, skills can often be retained for years with lit-
tle if any deterioration even if they are not prac-
tised.

Memory

Memory is the storage component of learning such
forms of information. A great deal of education is
concerned with ways of ensuring that information
is input to memory (registered), for it to be subse-
quently reproduced or used (retrieved). The proc-
ess can go wrong at any of these stages since
information can fail to register or be initially proc-
essed, or there can be a failure to retrieve informa-
tion (which is then available somewhere, but is not
accessible). The study of memory is important to
education since its models allow us to understand
the processes of such losses of information, nor-
mally referred to as ‘forgetting’. If we understand
how forgetting occurs, we may be able to devise
techniques to prevent it and to optimise learning
and memory.

Short-term memory

The most popular model of memory has been the
multi-store approach of Atkinson and Shiffrin
(1971). In this, short-term memory (STM) is re-
garded as an initial store which has a short length
of time for storage (a few seconds only) and a lim-
ited capacity, which is typically about seven
‘chunks’ or units of information. These are often
items which can be verbally encoded, such as
words, letters or numbers, and the classic test of
STM involves listening to and repeating back se-
quences of random numbers of increasing length.
Information in STM can be ‘rehearsed’ by a process
of repeating items over, as people often do with
telephone numbers while they are dialling them.
With further processing or encoding, information
can be transferred for further storage in long-term
memory (LTM; see below), and can also be re-
trieved from it, as shown in Figure 2.5.

Because of the active nature of the short-term
store, Baddeley (1986) has described it as working
memory. This appears to have a number of process-
ing and modality-specific components which in-
clude visual and spatial as well as auditory
information. Working memory constitutes material
which is being actively processed in some way, for
instance the activity of carrying out the sum ‘23x6’



Figure 2.5 The structure of memory
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in your head. Doing this can involve either visual-
ising the outcome of successive calculations, or
verbally rehearsing them. It is just about possible to
do this at the same time as another task which is
fluent and automatic such as reading out loud.
However, anything which uses the same modality,
such as counting back from a hundred in threes,
produces complete interference.

Since what happens at this stage determines
whether information is subsequently retained, it
can be an important part of the development of
general, integrated skills. Research by Byrne
(1981), for instance, has shown that poor readers
often appear to have a restricted STM, although
there is some debate about whether this is a cause
or an effect of reading difficulties. As discussed
later in this chapter, one plausible argument is that
apparent variations in the size of short-term
memory are due to the efficiency or expertise with
which we are able to encode items. When items are
unfamiliar we can cope with only a few at a time
and are easily overloaded. Early readers, for in-
stance, are usually not very fluent with letter
sounds and have difficulty processing many of
these at the same time. When items are dealt with
more automatically, then there is often only a very
limited impact on capacity. For example, driving a
car is normally a fluent, well-rehearsed task and
can be done safely while carrying on a conversa-
tion.
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Long-term memory

Short-term or working memory usually lasts only a
few seconds and is in many ways closer to thinking.
Long-term memory is the main way in which we
store information, and it lasts over hours, weeks
and years. It is this that most people usually think
about when they refer to memory and forgetting.
The main characteristics of LTM are:

e very large capacity (typically more than 40,000
words plus associated facts);

e very long duration (up to a lifetime);

® mainly semantic coding (by meaning);

e Joss (forgetting) mainly by interference.

Most theories about the nature of representations
in long-term memory see it as a system of associ-
ated concepts. Collins and Quillian (1969) origi-
nally proposed a hierarchy, with high-level
concepts and features branching to lower-level
subordinate concepts and features. Attributes
high up in the structure would generally cover all
lower concepts, so ‘breathes air’ would apply to
all animals, and ‘able to fly’ would apply to all
birds. Subordinate categories, however, need spe-
cific information which can either add to or
modify the structure. For example, as Figure 2.6
shows, a robin has a red breast and a penguin can-
not fly. Such structures have the advantage of
cognitive economy since particular attributes
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Figure 2.6 Concept hierarchy
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need to be stored only once, with higher at-
tributes covering all lower categories and con-
cepts. A hierarchy such as this is also fairly close
to formal scientific classification systems and de-
veloping children’s abilities to understand and
use hierarchies is one of the aims of teaching.

A difficulty with this theory is that although
people can adopt such structures, they often seem
to prefer to use links which are based on similarity
of features, rather than logical relationships. Rob-
ins and penguins are both types of birds, but the
penguin is evidently not very close to what we
would normally think of as being ‘bird-like’. Peo-
ple are in fact more likely to link it with mammals
such as sea lions, which come from a very different

branch of classification but also live in cold areas
and swim and catch fish.

Birds
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PROTOTYPES

Such logical hierarchies also depend on concepts
which can be well specified. An example of this
would be a bicycle, which has the defining or core
attributes of ‘a vehicle, has two wheels, is driven

Mammals
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by pedals’. However, the majority of the concepts
which people use are generally rather ‘fuzzy’ and
cannot be completely determined in this way.
People are therefore more likely to categorise
concepts according to how close they are to a
typical form, known as a prototype. This is usually
the norm, or the commonly experienced average
of the features of something. The prototype for a
bird would usually be something that is small,
bird-shaped, has wings, able to fly, eats worms,
and chirps. A typical bird would be something
like a robin or a sparrow, and people will tend to
judge that penguins, ostriches and chickens are
not very ‘bird-like’.

Although such prototypes can be identified and
linked in various ways, people tend to prefer to use
them at an intermediate level which is referred to
as ‘basic’. This is the level at which things have the
most distinctive features which are of relevance to
us. The word ‘dog’, for instance, is a basic-level
verbal concept. It comes under the superordinate
category of ‘animals’ and has subordinate catego-
ries which are the various breeds of dogs. Using ba-
sic-level concepts means that we are able to
communicate effectively without being too gen-
eral or too specific. In normal conversation, people



would tend to say that ‘the dog is barking’, rather
than ‘the animal is making a noise’ (superordinate
concepts), or ‘the chihuahua is yapping’ (subordi-
nate concepts).

CONCEPT DEVELOPMENT

Early conceptual development is often based on
establishing prototypes, largely from initial expe-
riences of particular instances known as exemplars.
Exemplars become refined over time to ‘average
out’ and represent the typical or key features of a
concept. Verbal concepts such as ‘doggie’ may at
first be used by a child to refer only to one par-
ticular dog; this is known as the ‘underextension’
of a concept. After the child has encountered a
number of different animals, however, a partial
prototype may be established and can lead to
‘overextensions’, with the child perhaps referring
to all four-legged animals as ‘doggie’. Eventually
an accurate prototype will be formed, based upon
the contrasts which can be made between differ-
ent types of four-legged animals. Even older chil-
dren or adults will establish new concepts in
this way, particularly when encountering a novel
area.

Older children and adults are also able to use
various features to learn new conceptual catego-
ries, and Keil and Batterman (1984) found that
by the age of about 10 years children tended to
prefer to use the core attributes rather than the
prototype when deciding on final concept classi-
fication. These attributes can be derived by chil-
dren themselves, if they are able to compare
members with non-members of a conceptual cat-
egory, and such distinctions can also be explicitly
taught.

Initial teaching of new concepts, particularly
with younger children, should therefore focus on
exemplars, and lead on to comparisons with other
similar categories to establish distinctive features.
Concepts are also generally first learned at the ba-
sic level, which is the point at which they will
have greatest distinctiveness and relevance to chil-
dren. If basic-level concepts are taught first, they
can then lead on to the establishing of subordinate
and superordinate concepts.

MEMORY

When teaching about metals, for example, it
may be best to start with typical metals such as iron
and copper, contrasting these with various non-
metals. These features develop the basic-level con-
cept of ‘metal’, and other exemplar metals can then
be identified as subordinate concepts. In this case
the superordinate concept of an ‘element’ is more
abstract and would usually be tackled when chil-
dren reach secondary age.

SCHEMAS

Schemas can be thought of as structured clusters of
information which are used to represent events,
concepts, actions or processes. Although this ex-
planation may seem rather all-embracing and
vague, schemas are very useful ways of understand-
ing how we group together and simplify our gen-
eral knowledge and understanding. To some extent
this is achieved by the use of concepts, but schemas
go further, to describe the way in which we gener-
ally organise and use conceptual information.
Schemas exist because they are ways of achieving
cognitive economy; although using them can
sometimes lead to inaccuracies through oversim-
plification, they reduce complexity to a manage-
able level and speed up the way in which we deal
with the world.

A general schema for ‘school’ might link to-
gether the concepts of ‘teachers’ and ‘pupils’ with
‘school buildings’, the fact that ‘many children at-
tend schools’ and the fact that ‘schools are for chil-
dren to learn reading, writing and arithmetic’. We
would also involve our own relationships to
school—either as a past pupil or possibly as a par-
ent or teacher. A key feature of such real-world
knowledge is that we have associated emotional
content and links with our past and future possible
actions related to all these constituent parts of the
schema.

General schemas have an overall structure
which stays the same but with certain aspects that
vary with specific instances. When we relate to a
particular school, we then adapt the schema to
take account of aspects such as its size, location and
general reputation, while retaining the key aspects
about what generally goes on in schools.
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Some schemas cover sequences of possible ac-
tions and events, and have been described by
Schank and Abelson (1977) as scripts. These in-
clude the key elements of what is normally carried
out in certain situations. For instance, pupils are
usually aware of the normal sequence of going into
a class, listening to the teacher, getting their books
ready and starting work. This general schema has a
number of variables, and with particular subjects
or teachers the process may vary somewhat. How-
ever, in most lessons the key element of the teacher
managing the pupil’s learning tends to stay the
same.

A similar sequencing structure can be seen in
written story grammars. In the same way that sen-
tences have a structure which conveys meaning,
bodies of text also tend to follow certain schematic
sequences which enable us to follow their logic.
Formal essays, for instance, usually have some form
of introduction, a main body which considers evi-
dence and ideas, and a discussion followed by a
conclusion. According to Mandler (1987), stories
often have the key elements of a setting, and an
event structure which is composed of episodes.
Each episode is made up from a beginning, a com-
plex reaction (which sets up a state that the key
character wishes to achieve), a goal path (which is
the plan and consequences of attempting to
achieve the goal) and a final ending. Stories which
do not have such structures are hard to understand,
and when they are recalled, students tend to distort
them to fit them in with the more conventional
form.

Schemas are useful ways of understanding gen-
eral cognitive processes and probably operate at
many different levels to organise general life proc-
esses, as well as more specific groupings. Schemas
have been shown to be useful ways of describing a
number of psychological processes, including
stereotypical judgements (about what personal at-
tributes we believe are related together), attribu-
tion processes (our assumptions of why people do
things) and implicit personality theories (about
underlying consistencies governing what people
think and do).

Prototype concepts can also be seen as low-
level schemas, which have average values. The

prototype of ‘bird’ described earlier has the typical
size, shape and features of something like a sparrow.
According to this perspective, concepts will also
tend to have the other attributes of schemas, such
as emotional content (sparrows are ‘cheeky’) and
how they relate to ourselves and our actions (we
might feed them in the park).

Processes involved in long-term memory

As well as its conceptual structure, long-term stor-
age can involve a number of different systems (see
Figure 2.7), according to how information is dealt
with. Tulving (1983) considers that declarative
memory can be subdivided into the main body of
semantic memory, which covers meaningful infor-
mation such as concepts and propositions, and
episodic memory. This involves information about
an experienced event or situation and at one ex-
treme can involve eidetic memory, when the
complete experience is recalled. This is relatively
rare, however, and usually only the unique or dis-
tinctive features of a situation are stored. All
learning probably starts off as episodic memory
and normally progresses to become semantic
memory as it is processed and assimilated. A few
days after a particular Christmas, the specific
events are still fresh in our memory, but a few
years later all Christmases can seem much the
same.

Squire (1987) also considers that memory can
be subdivided into two major categories relating to
whether recall is conscious, referred to as explicit
memory, or unconscious, referred to as implicit
memory. Many forms of knowledge may initially
involve conscious processes; for instance, early
reading may at least partly be based on the explicit
recall and use of letter sounds, which eventually
becomes part of the unconscious process of skilled
reading. Explicit and implicit memory also appear
to involve very different brain processes. When in-
volved in conscious recall, the brain becomes gen-
erally more active, and consumes more energy.
Surprisingly, with the implicit recall involved in
skilled performance, the activity of the brain is re-
duced, as though it were falling into a routine,
‘easier’ pattern.



Figure 2.7 The structure of long-term memory
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The process of learning can also be either ex-
plicit, with the use of conscious plans and strate-
gies, or implicit, without any self-awareness that
learning is actually taking place. Explicit learning is
involved in what we would normally recognise as
formal, didactic teaching, where the teacher
closely directs pupils on what they are learning and
(often) how they should go about it. Pupils are
very aware that they are in a learning situation and
of what it is that they are learning. As noted above,
however, once something is learned, recall may be-
come less conscious over time, particularly if there
has been over-learning or close integration with
other abilities, as in skilled performance of some
kind.

Implicit learning happens when pupils are not
aware that they are acquiring information. Al-
though it may at first seem rather unlikely that such
learning could occur, implicit learning does never-
theless underpin many ‘natural’ learning processes
such as children’s learning of their first language.
As will be noted in Chapter 8, most vocabulary
and grammar development occurs with little effort
or awareness, and there is evidence that direct
teaching may actually inhibit progress, by interfer-
ing with the child’s own implicit hypotheses. It
may seem somewhat strange to talk of high-level
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cognitive processes such as hypothesis formation as
being non-conscious. However, there is evidence
(reviewed by Baddeley, 1997) that people are able
to develop rules (for example, when learning the
grammar of a new language) and to control com-
plex systems without being able to describe how
they are doing this.

One possible explanation of this comes from
connectionist theories, which will be discussed
later in this chapter. According to this perspec-
tive, it is entirely possible for a complex system
with modifiable connections to generate rules
without necessarily having any high-level (con-
scious) controlling functions. However, if people
develop such implicit knowledge to a high level,
the knowledge does appear to become more ac-
cessible to conscious awareness. It seems that peo-
ple are eventually able to work out what they are
doing, particularly if they are helped to do so.
This is shown in the way that pupils are eventu-
ally able to learn to analyse and to reflect on
their use of grammar in language with formal
teaching.

It can be argued that implicit learning is an ef-
fective and more natural approach to learning in
many situations. As regards the learning of a sec-
ond language, for instance, it is believed that ‘im-
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mersion learning’ is an effective approach,
whereby pupils are involved in hearing and using
the new language in practical situations, in much
the same way as they learned their first language.
Implicit learning is also a key foundation for ideas
about literacy developments such as ‘real reading
books’ and also with ‘analytic phonics’ (the aware-
ness of sounds within words). According to these
perspectives, literacy development is a complex
and integrated skill which is best developed by
enabling pupils to experience literacy and basic
principles of underlying units in meaningful situa-
tions.

In general, however, the evidence tends to sup-
port the value of directed and explicit experiences
in most fields of learning. Scott (1990), for in-
stance, studied the development of French in con-
versational classes with students who were either
given certain language rules or experienced them
in stories. Even though students in the ‘implicit’
group were given ten times the amount of experi-
ence that those in the ‘explicit’ group received,
their eventual learning was still inferior. Evidence
to be discussed in Chapter 9 also indicates that
there are significant advantages from using struc-
tured and guided approaches in developing early
literacy skills, for example with the use of reading
schemes and with synthetic phonics.

This should not, however, be taken to imply
that teaching should involve only explicit learn-
ing. Direct experiences such as investigative work
are probably very important with new work, when
students are developing their general feel for a
topic area. The use of learning is also very depend-
ent on its implicit integration and links with other
areas of knowledge, particularly if these are estab-
lished at an early stage. In isolation, the learning of
rules of grammar in a first or second language, or
the developing of reading vocabulary and phonics
separate from their use in reading and writing, is
not the best way to develop general applied skills
in those areas.

Problems with learning

Failure to register information initially or to proc-
ess it subsequently for LTM storage is what we nor-

mally call ‘failing to learn’. Subsequent loss or dis-
tortion of information, or the inability to retrieve
it, is normally called ‘forgetting’.

Initial encoding depends on the active direc-
tion and involvement of working memory, and
without this, learning will not progress any further.
This is effectively the process of paying attention,
and most theories about attention, from that of
Broadbent (1958) onwards, stress that further
processing depends upon information having some
form of relevance to the individual. Eysenck
(1979) has also emphasised that whether informa-
tion is processed into LTM depends on its ‘distinc-
tiveness'—on whether it has a special, meaningful
relationship for us.

When we first transfer information into long-
term storage, we do so largely in terms of its mean-
ing. The process usually involves some form of
interpretation in terms of our existing knowledge
and ideas. Although interpretation can help stu-
dents to contextualise new learning and to link it
in with existing knowledge, it can also produce
interference and distortions. This was investi-
gated by Alverman et al. (1985), who directed a
group of students to write down their existing
knowledge of light and heat and then to learn
about those topics by reading a passage. When
subsequently tested for new learning, these stu-
dents had acquired less knowledge than did stu-
dents who had not first written down what they
knew. It seems likely that doing this had activated
the students’ misconceptions and that they had
tended to retain these as the basis for interpreting
the new information.

Such findings indicate that pupils may selec-
tively attend to parts of information to be
learned, and may also distort it to fit their existing
preconceptions or schemas. An important role of
the teacher can therefore be to emphasise and ex-
plain unusual or unexpected aspects of new infor-
mation which pupils might otherwise
misinterpret.

FORGETTING

Distortion can also have an effect on information
which has already been learned, to produce forget-



ting. This can happen when memories become pro-
gressively reconstructed over time to fit in with ex-
isting concepts and ideas. In a famous study,
Bartlett (1932) studied subjects’ recall of a Native
American folk-tale called The War of the Ghosts’.
Over a number of successive recalls, the subjects
progressively shortened and distorted the content,
largely to fit in with their own schemas, or ways of
understanding the world.

Our expectations of commonly experienced so-
cial events can also distort our recall by ‘filling in
gaps’ with what we expect to happen. Bower et al.
(1979), for instance, showed that subjects would
falsely recall events which were consistent with a
particular ‘script’ (the process of going to a restau-
rant), but which were not included in the learned
sequence.

School learning should therefore monitor recall
and compare this with the original material when
necessary. Teachers need to be aware of this poten-
tial for distortion of learned information; when
carrying out revision programmes they should en-
courage pupils to check back on key points in the
original material. Butler and Winne (1995), for in-
stance, review findings that feedback is most effec-
tive when it emphasises and corrects items that
students get wrong, rather than just giving grades or
reinforcing their correct responses.

Early theories about forgetting focused on the
idea that memories simply faded over time—the
decay theory. This does not seem very plausible,
however, since Jenkins and Dallenbach (1924)
showed that when nothing else is happening (as
when one is asleep), there is very little loss of infor-

Figure 2.8 Interference processes
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mation. One can in fact sometimes experience an
increase in recall over time (reminiscence), and
the resolving of problem areas, while not con-
sciously focusing on the material. Despite common
beliefs to the contrary, it can therefore be a good
idea to study material the night before an exam, al-
though it is also probably best to study at other
times as well!

The interference theory has been very popular in
explaining forgetting and has a number of impor-
tant implications for effective teaching and learn-
ing. This essentially proposes that when similar
materials are learned, it becomes difficult to distin-
guish one part from another. This will lead to a re-
trieval failure, when the information may be
learned and in memory but cannot be successfully
separated out. Anderson (1983) has summarised a
number of investigations which show that interfer-
ence can lead to a complete retrieval failure if the
items to be recalled are very weak (poorly learned)
or the interference (similarity) is very strong.

As shown in Figure 2.8, interference can hap-
pen when the retrieval of new information is af-
fected by its similarity to previously learned
material (proactive interference) and when new in-
formation affects the recall of older material (retro-
active interference).

All learning is embedded in previous and subse-
quent learning and is liable to both forms of inter-
ference. This appears to be a likely explanation for
the general progressive loss of information (forget-
ting) over time, since the longer information is in
memory, the more likely it is that both types of in-
terference will build up.
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Managing learning and improving
memory

The implications of the interference explanation
of forgetting are, first, that teaching and learning
techniques should as far as possible attempt to en-
code information in distinctive ways. Information
which is similar to existing knowledge is hard to
encode separately and will be difficult to retrieve.
Second, the effective retrieval of information will
depend on some form of strategy which emphasises
the links it has with existing (available) knowl-
edge.

Perhaps the most general technique which has
been shown to improve memory in this way is the
use of organisation. A classic investigation of this
by Bower et al. (1969) gave subjects the task of
learning 112 words organised into conceptual hier-
archies (they were all types of minerals). The sub-
jects learned much more effectively than subjects
who simply learned the list in its unorganised form.
Work by Mandler (1967) found that organising
such learning material resulted in superior recall
even when subjects were not explicitly instructed
to learn it. Organised learning is more effective
when it incorporates meaningful relationships,
producing what Marton and Salijo (1976) refer to
as a ‘deep approach’ to learning. This can be con-

Figure 2.9 Knowledge map for trees and the environment
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trasted with a ‘surface approach’ which only repro-
duces information with little understanding.

Such meaningful content and organisation can
be enhanced by the technique of constructing
knowledge maps. These involve students in generat-
ing a spatial-semantic display covering a particular
area of knowledge, in which the physical layout
embodies meaningful relationships. The process of
construction appears to activate and also to de-
velop a schema covering that area and can form
the basis for initial learning, revision or essay writ-
ing. The example in Figure 2.9 shows some con-
cepts and connections for the role of trees in the
environment. The activity of constructing this
(not simply learning it from a book) would enable
a student to appreciate the impact of clearing the
rainforests for farming.

Such approaches often involve visual encoding,
based on the ideas of Paivio (1969), who demon-
strated that concrete imagery (visualising things)
forms a much stronger basis for long-term memory
than do verbal processes (when students work
from written or spoken information). One impor-
tant feature of visually encoding information is
that it produces material that is much less likely to
be similar to other items and as a result is much
less liable to interference. Chmielewski and
Dansereau (1998) found that the use of such ap-
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proaches not only improved students’ recall of
subject areas for which they had prepared knowl-
edge maps, but also transferred to their learning in
other areas. This indicates that using such maps
trains students to adopt a deeper approach to
learning, one which emphasises relationships and
organisation.

Coding techniques can reduce the memory load,
allow for specific retrieval cues and prevent the ef-
fects of both reconstruction and interference. One
particular approach utilises both reduction and
elaboration of information. Typically it first re-
duces the original information to key elements
such as initial letters. These can then be elabo-
rated into a larger structured system, such as a
meaningful sentence, that can be used to recon-
struct the original material when needed. In the
sentence ‘Richard Of York Gave Battle In Vain’,
the first letters of the words act as the cues for the
colours in the spectrum: as red, orange, yellow,
green, blue, indigo, violet. This technique is par-
ticularly popular with medical students, who have
large amounts of anatomical and clinical informa-
tion to learn.

The keyword mnemonic is another effective ap-
proach for learning associations. This works by
forming a linked image between one concept and
a concrete word (the keyword) representing the
other concept. As shown in Figure 2.10, when a
student is trying to learn that the French word for
‘bald’ is chauve, he or she could achieve this by
forming an image linking a bald head with the key-
word ‘shaver’, which is phonologically similar to
the word ‘chauve’.

Figure 2.10 Keyword mnemonic learning
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Although such techniques can be very effec-
tive, they do require a lot of initial preparation,
and the learning tends to be rather superficial.
Wang and Thomas (1995) found that after only
two days, keyword learning loses its initial superi-
ority over normal learning procedures. This find-
ing indicates that such approaches are best limited
to specific areas such as the learning of foreign vo-
cabulary, where there is limited semantic informa-
tion. Even here it may be important to move
rapidly into more implicit learning situations and
to start to use the new vocabulary.

Massed versus distributed practice

A strong finding in learning and memory research
has been that if a certain amount of study time is
spread out or distributed between a number of ses-
sions, the result usually is improved learning.
When learning is combined or ‘massed’ together, it
is likely that students will become overloaded and
reduce their attention and active involvement. A
classic study by Baddeley and Longman (1978) of
postal workers learning to type postcodes found
that daily one-hour sessions were about one and a
half times as efficient than daily two-hour sessions,
and about twice as efficient as two-hour sessions
twice a day. A study by Solity et al. (1999) also
looked at the effectiveness of teaching reading to
children, during their first two years of schooling,
with three sessions a day of 10 to 15 minutes.
When tested at 6 years 4 months of age, their aver-
age reading abilities were at the 6 years, 10 months
level, which supports the effectiveness of this ap-
proach. A group of children were also compared
with a sample of those who had been receiving a
concentrated single daily session of the literacy
hour. Although the literacy hour produced some
improvements over normal practice, the distrib-
uted practice group scored even higher on reading
and were six months ahead of the literacy hour
sample.

It seems likely that basic skill work might ben-
efit particularly from regular and short sessions
since children are more likely to become bored
with such low-level activities. These skills might
include early literacy attainments such as phonic
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skills (letters in words) and phonological abilities
(sensitivity to spoken sounds), as well as numeracy
development such as number bonds and multipli-
cation tables. However, with general curriculum
content it is probably more important to teach for
periods which have meaningful content and to
avoid too many changes during a day, which might
become disruptive. More complex and integrated
subject work such as investigations can be
achieved only with lessons of a certain length, but
again it would seem to be best if they could be
spaced out during the week rather than combined
into ‘double periods’, as often happens in the sec-
ondary school.

Reviews

If previously covered material is reviewed or re-
hearsed after a significant amount of time (but be-
fore it is forgotten), the subsequent rate of loss of
information will be significantly reduced. This is
probably due to a process of integrating and con-
solidating material by increasing or strengthening
the semantic links with other knowledge and re-
ducing the possibility of interference. If there are
further, successive reviews, these will have similar
effects and will be much more efficient than just
putting the same amount of time into a single

‘massed’ revision session. As shown in Figure 2.11,
Gay (1973) found that children learned math-
ematical rules most successfully when there were
two spaced out reviews, rather than two early or
two late ones together. It seems likely that early
and late reviews act in different ways, with early
reviews consolidating remembered material by re-
organising it and linking it in with other knowl-
edge, while delayed reviews involve relearning of
forgotten information.

It seems a good idea for teachers to start off each
session with a review of the key points covered in
the previous teaching period and periodically to
carry out reviews over longer periods. Such proce-
dures were implemented in a teaching effective-
ness project carried out by Good and Grouws
(1979). This demonstrated major gains in math-
ematics achievements and involved the increased
use of daily, weekly and monthly reviews.

Landauer and Bjork (1978) also argue that the
optimum way to develop learning is by ‘expanding
rehearsal’, whereby items are initially tested after a
very short delay, then included with other items to
increase the delay. If an item is wrong, then the de-
lay is shortened again. An example of this could
involve teaching the association between letter
shapes and the name of things which start with
those letters:

Figure 2.1l Effects of the timing of review sessions on learning
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Teacher [Shows ‘a’, “Apple”]: What is it?

Pupil: “Apple”
Teacher [Shows ‘m’, “Man”]:  What is it?
Pupil: “Man”
Teacher [Shows ‘a’]: What is it?
Pupil: “Apple”
Teacher [Shows ‘m’]: What is it?
Pupil: “Man”
Teacher [Shows ‘c’]: What is it?
Pupil: “Cat”
Previews

Reviews at the start of lessons can also link in
with a preview of the information that is about to
be covered in that session. This can act as an ‘ad-
vance organiser’, and has been advocated by
Ausubel (1968) as an efficient way for teachers to
manage direct instruction. Advance organisers are
not always very effective, however, and seem to
be most important when a new topic is being in-
troduced and where students are unlikely to have
their own ways of understanding and organising
the new material. Simplified models which incor-
porate the key elements of what is to be studied
are particularly effective and can involve either
drawings, animations or three-dimensional repre-
sentations.

Both review and preview techniques are incor-
porated in the PQRST study technique described
by Thomas and Robinson (1982). The letters
stand for Preview, Question, Read, Self-recitation
and Test. This approach organises and integrates
information by making the learning process ac-
tive and activating, and linking it with existing
knowledge.

Integrated views of learning

The ideas considered so far show how the process
of learning can be traced through differing levels
of complexity. Gagné (1965) in particular has
proposed a hierarchy of different types of learn-
ing, which progresses from simple conditioning
through to concept development, rule or preposi-
tional learning and eventually problem solving.

INTEGRATED VIEWS OF LEARNING

Gagné believes that children need to establish
competence at earlier stages as a necessary basis
for developing higher abilities. With mathemat-
ics, for instance, it would be necessary for chil-
dren to establish number concepts before
subsequently being able to carry out basic rule-
based operations on these. This sequential and or-
dered view of learning is similar to the general
structure of the National Curriculum, with its em-
phasis upon Key Stages and an ordered arrange-
ment of skills which progress through the various
levels.

Gagné has applied this approach to designing
real learning sequences, and investigations by
Airasian and Bart (1975) have shown that stu-
dents’ attainments do appear to follow this type of
progression. The relationships between and within
levels can, however, be very complex and can de-
pend on how concepts are linked within a particu-
lar domain (a discrete area of associated
knowledge) and what concepts are needed for fur-
ther progress. This approach also tends to be most
successful with skill-based learning such as math-
ematics, where higher stages cannot progress with-
out competence at earlier levels. It can also be
useful at certain stages in other learning domains,
for instance with reading, where the knowledge
and use of letter sounds does seem to facilitate
early reading skills.

A very different approach sees learning as the
progressive development of schemas, with their as-
sociated concepts and relationships. According to
the approach known as constructivism, young chil-
dren already have a range of schemas and use new
information to actively build more complex forms.
Bruner (1961a) argued that by matching in with
children’s abilities, it is possible to teach any sub-
ject to any child at any age in some form that is
honest. Topics can be revisited at different stages in
children’s education to develop their knowledge
and understanding further. For example, it would
be possible to teach the concept of ‘burning’ to
younger, primary-aged children, and then revisit
this as ‘oxidation’ with older, secondary-aged chil-
dren.

Simple, skill-based sequences of learning are
easy to describe. However, we saw earlier in this
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chapter that the underlying basis of knowledge
(including concepts) is generally schema based,
and learning models based on these are likely to
be more complex. General theories of schema
modification described by Norman (1978)
consider that there are three basic processes in-
volved:

e Accretion. New knowledge is just ‘fitted in with’
an existing schema and takes on its structure.
Learning that ‘Montague’s’ is the name of a
school would then mean that it takes on all the
other implications of the schema ‘school’.

e Tuning. Operation of the schema becomes more
automatic and efficient. No new facts are ac-
quired and the structure alters only by removal
of redundant steps or adoption of new links.
The schema of ‘writing’, for instance, becomes
more fluent as it is practised.

e Restructuring. The schema is reorganised in
some way, either by altering the relationships
within a schema or by developing new
schemas. The schema for ‘fishy animals’ can,
for example, develop a new schema for ‘swim-
ming mammals’ when children learn about
dolphins and whales.

Such processes have also been embodied within
broad theories of cognitive development that have
a number of direct implications for educational
processes.

Cognitive development and learning

Piagetian theory

The major theory in the area of cognitive develop-
ment and learning was evolved by Piaget (1966,
1972) and is largely based around the develop-
ment of the mental structures called schemas de-
scribed earlier in this chapter. For a young child, a
schema could involve the actions involved in
‘reaching out and grasping an object’, or for an
older person it might involve the mature and com-
plex sequence of expectations and actions in-
volved in ‘going to a restaurant’.

From an adult perspective, children’s schemas

appear relatively uncomplicated, and early on
these involve ways of representing direct interac-
tions with the physical world. As children mature,
Piaget believed that schemas become progressively
more complex and can ultimately be capable of
representing abstract features, enabling older stu-
dents to carry out high-level thought processes.
Piaget was interested in how this development
happens, in terms of children’s experiences and the
influence of new information on their knowledge
structures.

Assimilation and accommodation

Piaget believed that much of the time, new infor-
mation is only assimilated, or ‘fitted in’ with exist-
ing schemas, in a way similar to the process of
accretion mentioned earlier. So, for instance, a
child may have a general conceptual schema of
‘fish’, based largely upon early experiences of his or
her own pet goldfish. This could be in the form of a
prototype concept, and involve features such as
‘lives in water’ and ‘has fins’. New experiences of
different types of fishes might fit in neatly with
this, and at such times schemas and incoming infor-
mation are in a state of balance, known as equilib-
rium, as shown in Figure 2.12.

When subsequent information does not have quite
the same attributes, there is a tendency at first to con-
tinue with assimilation. At this point, however, things
do not fit together too well and there is a state of im-
balance or disequilibrium, as shown in Figure 2.13.
When young children first encounter dolphins, per-
haps by seeing them on the television, they may tend
to see them as being a kind of fish. The dolphins will
be assigned to that concept on the basis of their most
evident features, even though they may be seen to
come to the surface and breathe air.

If further information does not fit too well with
the existing schema, then the disequilibrium that
this produces eventually becomes too great and
forces a process of restructuring or adjustment to
the information, known as accommodation, as
shown in Figure 2.14. This could happen if the
child then has experiences about whales, which
not only breathe air but are also very large and are
harder fit in with the original goldfish schema. A



Figure 2.12 Assimilation of information—in a state of
equilibrium

Fish
(e.g. Goldfish)
— lives in water,

has fins

Stickleback
— lives in water,
has fins

Figure 2.14 Accommodation

Fish
(e.g. Goldfish + stickleback
+ dolphin)

— lives in water, has fins
(Dolphin breathes air)

Whale

breathes air, large

possible resolution for this would then be to create
anew category of ‘whale-type’ creatures.

Following this process, there is a new state of
equilibrium. New information can again fit in; for
instance, ‘killer whales’ could now be assimilated
without difficulty. It will of course probably be
much later before features such as ‘bear live young’
are incorporated and the label of ‘cetacean’ is used.
Some people may never assimilate these latter
characteristics of whales and dolphins.

Piaget developed these ideas largely from close
studies of the intellectual development of his

— lives in water, has fins,
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Figure 2.13 Assimilation of information—in a state of
disequilibrium

Fish
(e.g. Goldfish + stickleback)

— lives in water,

has fins

Dolphin
— lives in water,
has fins, breathes air

Fish
(e.g. Goldfish + stickleback)
— lives in water,

has fins

Whale - types
(e.g. Whales + dolphins)
lives in water, has fins,

breathes air, large

own children, including how they misapplied
concepts and developed them with further expe-
riences. His basic idea that young children have
simplified schemas, which become more complex
and differentiated with increasing experiences, is
accepted by most people as quite plausible. It fits
in with a number of psychological findings such
as the overgeneralisation of early language (call-
ing any four-legged animal a ‘doggie’), and the in-
crease in complexity of ethnic stereotype
judgements when people are exposed to different
cultures.
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Stage theory

A less commonly accepted belief held by Piaget is
that children’s mental abilities go through a series
of developmental stages. He proposed that these
stages affect the ways in which children are able to
represent the world and how they are able to use
their representations of the world as the basis for
thought. Piaget also believed that the various
stages are due to changes in fundamental logical
processes of thought and therefore affect all mental
abilities at about the same time.

e The earliest, sensori-motor stage covers from O to
2 years of age. Schemas are primarily based on
direct (sensory) experiences and early physical
(motor) reactions and responses. At this stage,
thinking is very much doing; it is only towards
the end of this period that the infant is able
completely to retain the identity of things when
they are not present.

e The pre-operational stage lasts from 2 to 7 years of
age. At this stage children are able to think
about things in terms of consistent physical fea-
tures. Their understanding depends very much
on their own perspective, however; children
seem to have difficulties understanding that a
change in the way that something looks does
not necessarily mean a change in other at-
tributes, such as number or quantity. The ability
to do this is called conservation and relies on
children’s ability to represent things to them-
selves and to carry out logical mental changes,
referred to as operations. In the examples in Fig-
ure 2.15, children will say that there is more lig-
uid in the tall beaker and that there are more
black counters. They appear to be able to take
account only of the height of the liquid, and the
length of the line of counters.

e The concrete operational stage lasts broadly from
7 to 12 years of age. By this time children are
able to think about a number of different fea-
tures of things, but are still largely restricted to
doing this with physical objects. Thought is
now becoming more logical and shows proper-
ties such as ‘reversibility’, which means that
things can be transformed, then returned back

into their original form. Children are also able
to take on different perspectives, Piaget
thought, and are no longer dominated by their
own experiences and needs—or no more so
than adults are.

e The formal operational stage from 12 years of age
onwards involves abstract thought processes.
Children no longer need to use physical objects
but can use the features and properties of things
as a basis on which to reason. Scientific thought
now becomes possible, with the ability to make
hypotheses, to think deductively and to carry out
experimental investigations by isolating vari-
ables. Piaget acknowledged, however, that many
people never develop these abilities. Martorano
(1977) found that only about 20 per cent of 11-
year-olds had established abstract thought, pro-
gressively rising to about 60 per cent by the age
of 17 years. Individuals also showed marked dif-
ferences in their ability to apply logical thought
in different domains, depending on their famili-
arity with the subject area.

Developments and modifications of Piaget’s ideas

Piaget’s ideas have generally been subject to a great
deal of criticism and modification. First, there is
considerable evidence that children are often able
to carry out tasks at an earlier age than his theory

Figure 2.15 Liquid and number conservation tasks
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says they should be capable of. Whether they can
do so seems to depend on whether the tasks have
meaning or relevance to the children. Hughes
(1975), for instance, found that 64 per cent of 5-
year-old children were able correctly to take on the
perspective of a policeman doll looking for a boy
doll. Children would normally be 7 years or over
before being able to show such abilities with more
abstract tasks, such as identifying the correct pic-
ture showing another person’s view of some model
mountains.

Other work has shown that abilities with con-
servation also depend on what the child believes
is expected of them. In a classic investigation of
number conservation by McGarrigle and
Donaldson (1974), a ‘naughty teddy’ accidentally
disrupted the second row of counters and spread
them out. Under these conditions, 72 per cent of
4- to 6-year-old children were able to say cor-
rectly that the number remained the same,
whereas only 34 per cent of those who saw the
spreading as carried out by the experimenter did
so. A likely explanation for such findings is that
when the experimenter asks a child in a classic
conservation task if anything has changed, this is
taken by the child to imply that something must
have changed (otherwise, why ask the question?).
The child therefore looks for an answer which
might fit in with this, for example that there is a
change in the height of the liquid or the spread of
the counters. According to this, children become
able to conserve when they understand that they
can describe things without worrying about what
other people want. This therefore represents a de-
velopment in social understanding rather than
logical awareness.

Children are certainly capable of carrying out
many tasks earlier than Piaget would have pre-
dicted. Despite this, there are still some limits to
their attainments, and one would not for example
expect very young children to be capable of cer-
tain types of abstract thought, no matter what ex-
periences they had had, or how particular tasks
were presented to them.

COGNITIVE DEVELOPMENT AND LEARNING

Biological correlates

Piaget believed that although children’s abilities
are developed by interacting with their environ-
ment, the basis of this progress is ultimately due to
the biological maturation of the nervous system.
He considered that this acts as the foundation for
the development of intelligence and enables the
qualitative changes in logical abilities which are
characteristic of each stage. There has been some
support for this belief, with Hudspeth and Pribram
(1990) finding that measurements of direct brain
activity showed regional developmental changes
which were broadly consistent with Piagetian
stages. Those areas of the brain most associated
with perceptual input and physical control, for in-
stance, showed their greatest development during
the first few years, whereas those most associated
with higher-level processes showed a major in-
crease in late adolescence.

Capacity limitations

Although the brain does show progressive physi-
cal maturation, it is still possible that this just re-
sults in a gradual change in the amount of
processing capacity, rather than the discontinuous
stages suggested by Piaget. This is supported by
findings that the short-term or working memory
shows progressive improvements with age. In one
study by Dempster (1981), performance on the
digit span task improved steadily from just over 2
at 2 years of age to just below 7 at 12 years of age.
One explanation for this is that children develop
more expertise as they grow older. Numbers evi-
dently have more meaning for a 12-year-old than
for a 2-year-old, and differences in processing may
be due merely to the fact that the information is
less of a load for older children. This is shown in
the finding by Nicolson (1981) that the size of
short-term memory is closely related to the maxi-
mum rate at which individuals are able to talk,
across the age range from children to adults (see
Figure 2.16). These findings are consistent with
the idea that short-term memory as measured by
digit span is largely due to a form of internal ver-
bal rehearsal. Differences in our apparent capac-

w
w

7 193deydn



LEARNING

Figure 2.16 Relationship between short-term
memory and speed of talking
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Source: Nicolson (1981)

ity with such tasks are therefore probably the re-
sult of how much we are able to rehearse in a
given time.

When younger children develop greater exper-
tise, their apparent processing abilities can become
similar to or even exceed those of older, more bio-
logically mature individuals. A classic investiga-
tion by Chi (1976), for instance, showed that
children who were expert chess players were able
to recall the placement of chess pieces on a board
better than adults who were not so expert. Devel-
oping such high-level abilities invariably takes
thousands of hours of intensive work over many
years. The progressive development and the simi-
larity of children’s general abilities which Piaget
noted may therefore be due to the time which it
takes to establish expertise across the range of cog-
nitive areas, rather than the unfolding of a prede-
termined sequence of maturation.

Consistency

Piaget’s theory predicts that children’s progress in
different areas should generally be the same, ow-
ing to their dependence on the same underlying
logical abilities. However, much evidence indi-
cates that children’s progress in different domains
of knowledge or expertise often shows only a lim-
ited connection between stages. Conservation
studies by Tomlinson-Keasey et al. (1979), for in-

stance, found that about 60 per cent of children
at age 7 were able to conserve for mass, but that
conservation for volume occurred about two
years later. These differences appear to be the re-
sult of the conceptual difficulty of each area. Al-
though children’s abilities to carry out
conservation tasks do show overall progress from
age 6 years to about 9 years, this is quite different
from the single discrete stage which Piaget origi-
nally believed existed.

Children have also been shown to make great
progress with specific abilities if they have addi-
tional intensive support. Gardner (1983) argues
that developments in areas such as linguistic and
mathematical abilities can be relatively independ-
ent, with some unusual individuals showing high
levels of attainment in one area alone. This sug-
gests that there does not have to be a single under-
lying process determining development. It could
therefore be the case that children’s apparent con-
sistency of progress with attainments is due in part
to the consistency of what happens to them. If all
children have roughly the same general experi-
ences in life, then different areas will move for-
ward at a similar rate and it will appear that they
are connected.

Within a particular domain, however, such as
linguistic abilities, there can be a high level of in-
terconnection of skills, with some attainments act-
ing as a general basis for further progress. Focusing
on specific attainments may then easily show
‘stage-like’ progressions. As an example of this,
word-reading abilities show a relatively rapid in-
crease in most children from about 7 years of age
(see Chapter 9). This is not, however, due to the
sudden onset of operational thought, but is related
to the development of generalised phonic attack
skills. Different areas may also interact in specific
ways, as with reading and language abilities, where
verbal knowledge and understanding can support
reading comprehension but are also themselves de-
veloped by the process of reading.

A revised perspective on Piaget

Although there have been many criticisms of
Piaget, there is still general support for his belief



that cognitive progress in children can be seen as
their active construction of mental structures,
utilising new information from their environ-
ment.

It also seems plausible that children’s thought
has qualitative differences from that of adults and
shows progressive development. The early years
show an emphasis on direct experiences. Subse-
quently the child attains greater ability to repre-
sent and manipulate experiences mentally,
eventually acquiring more abstract conceptual
abilities. However, this progress does not appear
to be dependent on underlying general logical
structures and is relatively domain specific. Dif-
ferent areas and abilities can, however, be con-
nected when there are necessary, dependent
relationships between them.

Social constructivism

Piaget was mainly concerned with the cognitive
and logical nature of children’s development. Al-
though he believed that children’s abilities de-
velop through their interactions with their
environment, he tended to focus on the mental
adaptations involved, rather than the role of the
environment. However, other theorists, such as
Vygotsky, a contemporary of Piaget, have empha-
sised the way in which children’s experiences un-
derlie their cognitive development. Those
experiences are determined by the particular in-
dividuals (usually parents) who interact closely
with children from an early age.

Vygotsky saw the progression of children’s cog-
nitive abilities as developing in a generally similar
qualitative way to that proposed by Piaget, with
initial abilities dependent on direct experiences
and actions, leading eventually to more complex
and abstract thought. He also believed that chil-
dren build up or construct their own meaning and
understanding of their environment. Unlike
Piaget, however, he believed that they do so
mainly through their ability to internalise experi-
ences. The experiences themselves he saw as being
largely provided by parents interacting with their
own children. For example, Vygotsky (1978) de-
scribed young children learning to point when
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they see their parents doing so in response to some-
thing that they want.

As will be discussed in Chapter 8, Vygotsky
considered language to be a key feature of chil-
dren’s development. At first they use it mainly to
interact with others, but from the age of 2 years
onwards, they use it increasingly as a basis for
‘thinking out loud’. Eventually a form of simpli-
fied language becomes internalised at about 7
years of age and acts to regulate and organise
thought when necessary. Vygotsky saw language as
the result of early socialisation, but believed that
by its use in social contexts it is also the main ve-
hicle for developing later knowledge and under-
standing.

Anticipating modern perspectives, Vygotsky
also believed that children’s development can be
best understood in terms of the acquisition of
their culture. This is embodied in language, art,
and ways of seeing and understanding the world,
including elements such as metaphors and other
models, songs and play. This emphasis implies
that there will be significant differences in the
thinking of children from different cultural back-
grounds, and is supported by findings that basic
features such as values and attributional styles can
vary widely. Kivilu and Rogers (1998), for in-
stance, found that children from Kenya consid-
ered that their academic success depended largely
on how they were taught. By contrast, children
from Western and Asian countries generally con-
sider ability and effort to be much more impor-
tant.

Vygotsky particularly believed that children’s
early understanding came from the support that
they were given by interacting with knowledge-
able adults. Such support enables children to func-
tion in an area which he named the zone of proximal
development (see Figure 2.17) and which is beyond
children’s normal independent abilities. When
children are given such support, they are then able
to internalise the actions of adults and to make fur-
ther progress.

This approach implies that teaching should fo-
cus on activities within this zone, since it is here
that learning progress is occurring. In Piagetian
terms, this is the area of greatest disequilibrium
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Figure 2.17 Zone of proximal development
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and accommodation, and these processes underlie
children’s interest, curiosity and intrinsic motiva-
tion. A further important aspect is that children
with the same level of ostensible development
may actually have different proximal develop-
ment zones. As an example of this, two children
could have the same basic word-reading vocabu-
lary but one of them may be more likely to make
progress if he or she has better abilities with speech
and letter sounds. As described in Chapter 3, an
assessment of children’s ability to make
progress could therefore involve teaching them
within this zone—a procedure known as dynamic
assessment.

Scaffolding

The process by which children can be taught
within the proximal development zone has been
described by Wood et al. (1976) as similar to the
process of ‘scaffolding’ in building. This apt meta-
phor implies that the adult supplies initial support
to enable children to construct their understand-
ing, and that this support is then withdrawn when
they have independent abilities. Wood et al. stud-
ied parents teaching 3- to 5-year-old children sim-
ple physical construction tasks. In this situation,
effective teaching appeared to be based on two
main ‘rules’:

e When a child was struggling, the tutor immedi-
ately offered more help.
e Conversely, when the child was successful, the

!

Most difficult tasks
that can be
managed with help

tutor gradually reduced the support he or she
provided and gave less help until the child was
managing the task alone.

Another key element of scaffolding appeared to
entail involving a child—‘luring’ him or her into
the activity. This was often done by demonstrating
interesting parts of the task that the child could do
straight away, such as fitting easy parts together.
Also the task was often made easier, so as to fit with
the child’s actual abilities at that time. This could
involve taking away parts, or helping the child to
see things in a different way.

Unsuccessful strategies which were used by
some parents involved demonstrating the whole
task, which just overloaded the children. Either
the children attempted to leave the situation, or
the parents forced them to become more actively
involved. Other parents relied almost exclusively
on verbal instructions, such as ‘put the little
blocks on top of the big ones’, which the children
were not able to understand without first being
shown.

When scaffolding does work well, then as
Vygotsky suggested, children seem to internalise
the actions that they have observed. A key role for
the adult is to demonstrate or ‘model’ correct be-
haviours, as well as maintain children within their
‘zone of proximal development’. Adults can also
function to remind children of their overall goal or
objective, since otherwise children might lose
their motivation when they have completed part

of the task.



Since scaffolding requires close monitoring and
direction, it is difficult to apply with whole classes,
and Bliss et al. (1996) found that scaffolding was
only rarely used by most teachers. The individually
based technique of ‘reading recovery’ mentioned
in Chapter 9, however, is explicitly based on the
scaffolding approach. It involves the close match-
ing of reading material to children’s abilities, at the
90 per cent success level, and by giving children
minimal but sufficient prompts to enable them to
function as independently as possible. This can, for
example, mean encouraging children to use
phonic and contextual cues, rather than just giving
them the correct word when they get stuck. How-
ever, Hornsbaum et al. (1996) found, in direct ob-
servations of reading recovery sessions, that the
zone of proximal development was constantly
shifting and that there was often only incomplete
learning before the child progressed to the next tar-
get.

Learning from adults does not always involve
the tight structure and interactivity of scaffolding,
and children can often learn by simply observing
or being told what to do. Tharp and Gallimore
(1988) refer to the processes of support (including
scaffolding) as assisting. These are more applicable
to class teaching and involve the techniques of in-
structing, questioning and cognitive structuring.
These are recognisably what most teachers do, but
Tharp and Gallimore emphasise that they should
enable students to develop their own understand-
ing, rather than merely assimilate information. For
example, teachers can use questioning that leads
children to think about topics, rather than just
having right or wrong answers. Teachers are also an
important source of information which can enable
pupils to organise their own knowledge and under-
standing, by the use of explanations or strategies
and rules.

Reciprocal teaching

Children in the same teaching group will often be
at about the same level of development within a
particular area. In Vygotskyan terms, they are there-
fore operating within the same zone of proximal
development and might learn from being exposed

COGNITIVE DEVELOPMENT AND LEARNING

to each other’s thinking. The idea is used in a tech-
nique known as reciprocal teaching, whereby groups
of children work together and discuss their ideas
and ways of solving problems. The teacher’s role in
this is mainly to set up and manage the group,
rather than providing a direct teaching input, since
this could interfere with what the children learn
from other pupils.

Although it seems surprising that children
might be able to learn without being directly
taught, a review of a number of studies by
Rosenshine and Meister (1994) found an average
effect size of 0.32 for such groups. Reciprocal
teaching is also a key element of the highly effec-
tive CASE approach to be described in Chapter
4, and Askew et al. (1997) found that it was a
strategy used by the more effective teachers of
mathematics that they studied.

Implications of developmental theories
for teaching

Educational limitations of cognitive development

Piaget appears to have overemphasised the possi-
ble limits to children’s attainments, and it would
certainly be misleading to use his stages as guides to
what can or cannot be taught at specific ages. How-
ever, within domain areas there are still general
qualitative differences in thought, which over the
age range of pupils in school progress from the
more concrete and direct, to abstract understand-
ing. Although teachers should take account of the
level of children’s understanding, this will often be
due to the children’s underlying expertise, which
can be developed to enable further progress. An
example of this in mathematics is ‘subtraction with
decomposition’, as with the sum ‘43 minus 17’.
Children often have particular difficulties with
this procedure (which is normally achieved at
about 8 years of age), probably because in order to
take away the unit value of 7, you need to break
down (decompose or partition) the 40 into 30 and
10 and then transfer the 10 across to the units. This
is much more complex than just taking away in
columns, and would probably be difficult for chil-
dren to achieve unless teaching had first enabled
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them to develop sufficient expertise with place
value.

Developing new knowledge

Most developmental sequences imply that learn-
ing experiences for younger children should be
based on more practical, physical (concrete) ex-
periences, eventually leading with older children
to more indirect knowledge and ideas, and should
finally involve more complex and abstract infor-
mation. Bruner (1966a) has extended this idea,
considering that the earliest type of thought in-
volving direct physical experience (which he has
termed the enactive mode) is present at every age
and that this can be the basis for all initial learn-
ing, even in adults. The principle has been ap-
plied in a number of different curriculum
developments, such as the Nuffield Science Teach-
ing Project (1967), which bases the initial
learning of scientific principles on direct experi-
ences by the pupil and only then goes on to de-
velop generalisations and more complex
reasoning.

Importance of active, guided involvement

The active involvement of the child is central to
most recent theories about cognitive development.
Piaget’s original ideas on this were sometimes inter-
preted as implying that learning should take the
form of pure discovery learning. However, this is
not necessarily the case, and Piaget did state that a
child’s environment can involve a teacher facili-
tating this involvement. The ideas of Viygotsky also
emphasise that learning mainly happens in the
zone of proximal development and that this can
happen through the guided, social interaction of a
knowledgeable adult.

Play and learning

Piaget (1951) described play as essentially early,
self-directed cognitive development. This is part
of the process of intrinsic (self-directed) motiva-

tion, and these ideas have been successfully imple-
mented in a number of learning programmes such
as Dunn et al.’s (1968) approach to the teaching of
language skills through structured play activities.
Play therefore is learning, Piaget believed, and
many intrinsically motivated learning activities
can be described as play, even when carried out by
older children or adults. Early educational experi-
ences which are based on play have often been
shown to have better long-term developmental
and motivational outcomes than do more formal
approaches (see Chapter 5 for a discussion of this).

Language and learning

The ideas of Vygotsky and Bruner emphasise that
language is the primary medium for socially inter-
active learning, and that it is also the main basis of
knowledge and understanding. These ideas are
supported by findings such as the research of Hart
and Risley (1995), which demonstrates the mas-
sive and cumulative effects of language experi-
on children’s long-term cognitive
developments.

ences

The role of disequilibrium

Piaget believed that development is prompted to
occur when information does not fit with existing
mental structures, and new equilibrium have to be
formed. According to this, it should also be possi-
ble for an external agent (a teacher) to stimulate a
child with new information and produce disequi-
librium and cognitive change (learning). A
teacher can identify a child’s current level of func-
tioning, then bring in new experiences to push
along the process of assimilation (relating the new
experiences to the child’s existing ideas or knowl-
edge), which should eventually lead to accommo-
dation. Research into this process reviewed by
Eckblad (1981) shows that the level of task success
that generates greatest involvement is around 95
per cent. Such a level is much higher than most
teachers aim for (about 60 per cent), especially
when dealing with new material. The discrepancy



has important implications for the matching of the
difficulty level of materials for optimum learning.

The meaning of errors

Most developmental perspectives see children as
actively constructing their understanding of the
world. This implies that teachers, when analysing
pupils’ work, should treat a ‘wrong’ answer as a
child’s attempt to make sense of a difficult task, us-
ing his or her existing logical abilities and knowl-
edge. Goodman’s (1968) approach to the
assessment of reading is based on such ‘miscue
analysis’ and uses a child’s errors to direct subse-
quent teaching targets. Effective feedback should
therefore be based on the nature of children’s errors
and give information on how they could develop
their abilities.

Use in assessment

Developmental theories have also formed the basis
for a number of approaches to the assessing of chil-
dren’s underlying abilities. Uzguris and Hunt
(1975), for instance, have devised a scale, based
on Piaget’s ideas, for the assessment of children
with severe learning difficulties. This allows an as-
sessor to distinguish between very early types of
cognitive development—for example, from the re-
flex stage, at O to 6 weeks, to the stage of primary
circular reactions (repeating actions with own
body) at 6 weeks to 4 months. Another develop-
ment is the Symbolic Play Test (Lowe and
Costello, 1976), which has been designed to indi-
cate whether a non-communicating child is able to
develop meaningful language. This is based on
Piaget’s ideas that early concept formation and
symbolisation are the basis for early language. The
more flexible approach of Vygotsky has also been
used as the basis for the development of ‘dynamic
assessment’ (see Chapter 3), which looks at chil-
dren’s responses to teaching as a basis for future
progress.

OPTIMISING LEARNING

Optimising learning

The various findings about learning and cognitive
development have a number of general implica-
tions for how teaching and learning situations
should be organised.

Match

Perhaps the most important and pervasive con-
cept is that the tasks given to an individual child
should be appropriate to his or her learning needs.
The simplest interpretation of match is that it in-
volves ensuring that the work given to pupils is
neither too hard nor too easy, and that the content
is related to their existing knowledge, skills and
understanding. In practice, it can be achieved
with a specific sequential curriculum, and con-
tinuous formative assessments. As described in
Chapter 3, these provide feedback for teachers, to
enable them to place pupils on the curriculum
and to modify subsequent learning experiences.
Dockerell (1995) has described the implementa-
tion of such a system in a secondary school, which
resulted in changes in teaching and significant
improvements in students’ learning. Specific
feedback is important for students, not only to
develop their sense of self-efficacy and motiva-
tion but also to guide their own learning towards
work that is most appropriate for their attain-
ments.

The mastery learning technique is an individual-
ised learning approach which depends upon a
close match between pupils’ initial attainments
and their work. Carroll (1963) believes that pu-
pils’ existing knowledge and specific abilities ac-
count for half of their subsequent progress in a
particular area, and that they need to achieve at a
high level of success (typically 80 per cent) before
progressing on to subsequent objectives. Most re-
views, such as that by Kulik et al. (1990), have
concluded that mastery learning can be more effec-
tive than conventional teaching, where class or
group work means that individuals often have to
study in areas where they have a weak skills foun-
dation.

In the normal classroom it is difficult to match
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work closely to each child, owing to the range of
abilities and attainments. Teachers usually com-
promise by pitching work at the average range,
and then setting up different learning experiences
for children whose needs differ significantly from
this range—termed differentiation. This can take a
number of different forms, as will be described
further in Chapter 12. Although differentiation
may be difficult to achieve for individual
pupils, Mortimore et al. (1988) found that
differentiating work for children grouped by
ability in a particular class was an effective ap-
proach.

Withers and Eke (1995), however, criticise this
view of ‘curriculum match’ as being mechanistic
and over-simplistic, arguing for a more active cog-
nitive developmental perspective. They emphasise
the Vygotskyan perspective of learning as a social
activity, with the teacher working within the ‘zone
of proximal development’ for students and with
learning being constructed rather than transmitted.
According to this, ‘match’ becomes a more dy-
namic concept, with the role of the teacher being
to foster learning through appropriate and respon-
sive scaffolding, rather than just running through a
curriculum sequence at what is presumed to be the
right level.

High levels of success seem to be important for
natural, intrinsic motivation (see Chapter 5), and
curiosity and interest are generated by ensuring
that the task involves some novel or challenging
information. In Piagetian terms the teacher’s job is
to generate disequilibrium, which Withers and
Eke imaginatively describe as ‘putting the bit of
grit into the equilibriated structure of the oyster
which forces it to accommodate and produce a
pearl’. Unfortunately, of course, disequilibrium
does not always lead to the immediate generation
of new schemas. When pupils are challenged this
may sometimes be too much for them and they
may need further support and direction.

Cognitive dissonance

In a similar way, Festinger (1957) has argued that
development happens when two mental states con-
flict with each other. This cognitive dissonance

appears to result in a state of unpleasant tension
and arousal which motivates people to resolve the
mismatch, often by restructuring their ideas or be-
liefs. The concept of cognitive dissonance has
been particularly applied to account for the proc-
ess of attitude change, which involves emotional
commitment as well as the ways in which informa-
tion is interpreted. For example, mixed coopera-
tive learning groups can give pupils positive
experiences of pupils from other ethnic back-
grounds. These will conflict with previous preju-
diced attitudes and result in dissonance, which can
be resolved by developing more favourable atti-
tudes to those ethnic groups. (The alternatives are
to avoid the issue, by a process of denial; or to seek
confirmatory evidence for the originally held be-
liefs.)

Collins and Stevens (1982) also describe how a
teaching process called the Socratic technique uses
cognitive conflict to develop educational goals.
This involves discussion with progressive ques-
tioning to expose weaknesses and to force the stu-
dent to re-evaluate and develop his or her
knowledge and ideas further. These techniques can
be used in class work, or with individual students.
Thomas (1994) considers that learning can also
occur as relatively informal ongoing dialogues be-
tween an adult and a child, called ‘conversational
learning’. This can be seen in the highly interac-
tive parent-child relationship, which produces ma-
jor learning gains. However, within the normal
class, children have only limited direct contact
with their teacher, and learning must depend to a
great extent on pupils’ own personal resources and
involvement.

The above findings suggest that an ideal learn-
ing situation is provided by one-to-one teaching.
When such teaching is carried out by a knowl-
edgeable and experienced teacher, work can in-
deed be very closely matched to a child’s
abilities, achieving the high success levels and
relevance to the child’s interests that produce
high levels of motivation. Studies by Bloom
(1984) have demonstrated that such individual
tuition can produce major learning gains, with an
average effect size of 2. Individual tuition is of
course normally impractical, although highly



structured class teaching can achieve some of
these benefits, for instance with individualised
mastery learning programmes.

Connectionism

One of the problems for most of the above theories
of learning is that they tend to involve the devel-
opment of rather abstract features such as concepts
and schemas without any links to what this could
all be actually based on. The relatively new devel-
opment of connectionism is a way of looking at
thought and learning that is based upon highly
complex parallel logical systems which have simi-
larities to the structure and possible working of the
human brain. The new approach can account for a
range of complex functions, including concept for-
mation and identification. It represents a radical
departure from classical cognitive descriptions,
which are usually couched in terms of a clear se-
quence of logical processes.

The human brain is made up from a huge
number of cells, probably more than a trillion of
the main ones, known as neurons. Each of these
link with thousands of others, and together they
form a dense and highly complex web of intercon-
nections. Basic brain processes such as perceptions
happen relatively quickly—typically in less time
than it takes for information to pass between 10
neurons. This, combined with findings from neuro-
physiological research, makes it seem likely that
much of the brain’s processing takes place in paral-
lel, with many neurons becoming activated at the
same time and hence many processing operations
occurring simultaneously. This perspective sees
learning as the process by which different connec-
tions between the neurons become strengthened or
weakened, producing specific patterns of pathways
which are the basis for new concepts and ways of
thinking.

The key elements of this process can be repre-
sented in a system called a neural network, which
can be either a computer program or an integrated
circuit. The system is made up from layers of artifi-
cial ‘cells’ or units, which are connected with each
other. One layer acts as the ‘input’, rather like the

CONNECTIONISM

Figure 2.18 Simplified neural network for word
analysis

initial sensory processes of the brain. Another layer
usually acts as a ‘hidden’ or interconnecting level,
where the main biasing and routing of information
happens. A final layer acts as the ‘output’ and is the
result of the combinations of the various biases in
the connections. Like neurons, each unit in the
network will become activated and pass on infor-
mation only if the information it receives goes
above a certain critical threshold.

Neural networks have to be ‘trained’ using feed-
back to give the desired output for specific inputs.
This is done by repeatedly giving the network a
range of possible input experiences, then using the
accuracy of the output to modify the biases of the
connections between the units. When a particular
output is incorrect, the biases are given a slight
nudge in their values towards what would give a
correct answer, in a technique known as ‘back
propagation’.

As an example, Figure 2.18 shows a basic neural
network set up to receive input as five letters of the
alphabet and analyse these to ‘recognise’ five sim-
ple words. At first, a naive network will just give
random outputs. After a number of training ses-
sions, however, the appropriate connections shown
for the word ‘sit’ might be strengthened, as shown
in Figure 2.19. If units are activated only when
they receive two inputs, then the specific combina-
tion of letters in ‘sit’ will trigger the appropriate
output unit.

Connectionism has been applied in a broadly
similar way to this by Sejnowski and Rosenberg
(1987) to train a neural network called NETtalk
to ‘read’ text. This was set up to accept text input
and to output phonetic codes which could be
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Figure 2.19 Network trained to identify the word ‘sit’

Heavy lines show the
biases in connections
between the cells.

turned into sounds. The training input involved a
large amount of normal English text, coupled
with its corresponding phonetic output. At first,
the network emitted only random sounds, then
went through a stage of ‘babbling’, which then be-
came closer to normal speech, eventually devel-
oping a fairly accurate spoken representation of
what was written. The trained network was able
to ‘read’ new text that it had never encountered
before.

Neural networks have also been used to de-
velop language capabilities which were once
thought to involve sophisticated high-level cogni-
tive processes. Rumelhart and McClelland (1986),
for instance, have developed a system which
learned to identify the past tense of regular and ir-
regular verbs, and Elman (1991) was able to train a
network to make grammatical predictions for miss-
ing words.

The reason for carrying out such investigations
is that they could be telling us something about
how the brain may be working. One key feature is
that the above networks did not need any special
predisposition to learn certain types of structures.
This appears to throw some doubt on the idea
that humans must possess some specific inherited
abilities in order to learn apparently complex be-

haviour. Nor do networks need any form of ‘rule
processing’, even though the final set of connec-
tions does reflect whatever regularities and pat-
terns there were in the original information. In
NETtalk, for instance, the hidden layer units
showed distinct separate patterns of activation for
vowels and consonants. Combined with the fact
that it is difficult to argue that such networks are
‘conscious’ in any meaningful way, this
throws some doubt on the need for classical,
‘rule-seeking’ cognitive processes in basic learn-
ing.

For example, a child developing language may
make what appears to be an overgeneralisation of a
rule, as when saying ‘mouses’ instead of ‘mice’. This
can be taken to indicate that he or she is con-
sciously generating and testing hypotheses about
the underlying structure of adult language. How-
ever, at one stage of training, Rumelhart and
McClelland’s (1986) network made the very same
type of error, indicating that such learning could in
fact be largely automatic and unconscious, with
the properties of implicit learning described earlier
in this chapter.

There are large numbers of units in any practi-
cal neural network, and their connections repre-
sent a highly complex system. For this reason, it is
not possible to know exactly how the various
weightings in a trained system are operating. In a
similar way, it may be that we cannot actually
know the exact nature of human learning and can
only describe possible associations between input
experiences and output responses—representing a
rather unexpected return to some of the original
ideas of behaviourism.

[t is fair to say, however, that the relevance of
connectionism is still hotly debated, and there are
still many uncertainties about how the brain really
works. There are also difficulties in getting neural
networks to reproduce general relationships be-
tween symbolic representations; they tend to be
relatively specific to what they have been trained
up on. Despite this, neural networks have many
strengths which come from their distributed nature.
This means, for instance, that they are able to rep-
resent complex, probabilistic concepts such as the
use of prototypes or schemas (discussed earlier in



THE PROMISE OF INFORMATION AND COMMUNICATIONS TECHNOLOGY

this chapter). It seems likely, therefore, that
connectionist approaches will continue to be a
useful way of describing general learning processes,
and may have a basis in the underlying biological
functioning of the brain.

The promise of information and
communications technology

Information and communications technology
(ICT) involves the use of technology such as com-
puters as the basis for teaching systems which use
complex software programs. It also increasingly
acts as the basis for communication through sys-
tems such as email and enables pupils to access a
range of information via the Internet.

The use of ICT is unique in education since it is
in theory capable of open-ended development.
This is happening by progressive developments in
the power and the cost of available hardware, and
by the sophistication and availability of software
systems and ways of using such technology. Ulti-
mately, [CT-based systems appear to have the gen-
eral potential to provide optimal individualised
and interactive learning experiences up to and be-
yond the level of individual instruction.

However, at the time of writing, this still re-
mains a possibility for the future. Although most
schools now have a number of computers, a sur-
vey by the DfEE (1998h) indicated that more
than a third of these were more than five years old
and that each one had to be shared between as
many as 18 pupils in primary schools. Moreover,
the review by Harrison (1992) indicated that ICT
was, at the time, largely used in the classroom sim-
ply to support existing basic educational tasks
such as word processing, which at that time ac-
counted for 37 per cent of its overall usage. Al-
though word processing probably remains a core
use, other applications have been developed. The
use of adventure games can stimulate interest and
involvement, and applied database projects are
already part of the National Curriculum. Some of
the more recent multimedia techniques use large
amounts of well-presented visual and auditory in-
formation and can enable children to investigate,
interactively, a particular area of knowledge.

Evaluations of this approach by Moreno and
Mayer (1999) found improvements in recall of
41 to 61 per cent when speech was used instead of
text and when visual animations were closely
linked with verbal explanations. Such systems
can also encourage discovery learning as children
play with and explore their content.

All schools are now being linked to the Internet
to encourage communication based on the use of
email, and to develop conferencing and video in-
teraction. The use of search engines can also pro-
duce large amounts of information on a wide range
of topics. Unfortunately, the difficulty with this is
that the majority of what is found normally has
only limited value or relevance, and younger pu-
pils in particular will need considerable guidance
to achieve a specific task.

Most computer-based learning is characterised
by the fact that it is paced by users and is largely
under their control. Since computers can be used
on an individual basis, the learning experience
may also be closely matched to a pupil’s level of
achievement or ability. These systems can there-
fore be highly motivating and lead to good
progress. For example, the ImpacT study, reported
by Johnson et al. (1994), looked at the effect of
the use of ICT with 2,300 pupils from 87 class-
rooms in primary and secondary schools. Progress
with a number of curriculum subjects was studied
over two academic years, and achievements were
compared between teachers using a range of dif-
ferent types of ICT and a comparison group who
did not use any ICT. The overall results showed a
significant superiority for those children
who were taught using ICT, although there was
considerable variation from teacher to teacher.
In cases where ICT had little effect, this seemed to
have been due to the use of an inappropriate soft-
ware package, time constraints due to the need to
cover a particular curriculum, and problems with
collaborative working.

In terms of future developments, computers ap-
pear to have the potential to achieve much the
same as individual personal tutoring. Self (1987),
for instance, describes how intelligent computer-
aided instruction could be used to model the key
features of children’s cognitive processes and
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thereby guide individually matched tuition.
Anderson et al. (1997) have developed such an
approach in an intelligent tutoring system called
the Practical Algebra Tutor (PAT). This is based
on Anderson’s work on the development of think-
ing skills, and leads students through a number of
applied algebraic problems, developing a model
of their abilities from the responses which they
make. The model is based on declarative and pro-
cedural knowledge and is used to help students
when they have difficulties, using appropriate
feedback which ranges from brief messages to re-
medial instruction. An evaluation of the educa-
tional outcomes of this approach by Anderson et
al. (1997) demonstrated that students’ basic skills
improved over one year by 15 per cent, when
compared with classes who were taught normally.
The ability of students to solve real-world math-
ematical problems, which was a main objective of
the curriculum, improved by 100 per cent when
compared with students who followed a conven-
tional curriculum with normal teaching tech-
niques.

The review by MacKenzie (1990), however,
notes that progress with such systems has been slow,
owing to the complexity of the knowledge base,
and limited understanding of the teaching and
learning processes. It therefore seems likely that
teachers will not be dispensed with for some time
yet!

Summary

Learning is a central and pervasive concept in edu-
cation and involves changes in pupils’ knowledge,
skills and understanding. Basic forms of learning

include habituation—Ilearning to ignore irrelevant
information—and conditioning—the learning of
associations between events, responses and out-
comes. Most learning in schools is more active,
however, and involves cognitive or thinking proc-
esses. These entail the development of internal
representations from our experiences, and ways in
which we can manipulate them and interact with
our environment.

Memory is the storage and retrieval of informa-
tion by the brain. It initially involves short-term
or working memory, which has capacity limita-
tions and depends on our encoding abilities.
Long-term memory has a very large capacity, and
information is mainly stored in terms of its mean-
ing, with different forms of conceptual organisa-
tion. We can fail to learn or subsequently forget
material, particularly as a result of interference,
which is the result of difficulties in separating in-
formation. Learning and memory can be im-
proved by techniques which improve the way in
which we structure what we learn. The most effec-
tive and useful forms involve an emphasis on or-
ganisation and understanding. Learning is also
most effective when it is spread out over time and
when it involves structured reviews and relevant
previewing of topics.

A popular perspective which underlies the Na-
tional Curriculum sees learning as a progression
through a hierarchical structure of knowledge. An
alternative approach considers that learning is best
seen as the active construction of mental represen-
tations (schemas) by pupils. Piagetian theory de-
scribes the key developmental processes involved
in this as assimilation of new information, and ac-
commodation, as schemas are adapted. Modifica-
tions of this perspective emphasise that pupils
construct their knowledge and understanding in
social contexts and that expertise can be devel-
oped in specific domains, often without any neces-
sary logical connections between them. Applying
these ideas to education emphasises that the role of
the teacher is to facilitate learning. Key aspects of
the facilitation of learning are to match experi-
ences with pupils’ abilities, and to encourage ap-
propriate levels of challenge or dissonance to
generate change.



Recent theories see the underlying basis of such
learning structures as the formation of complex
connectionist patterns, in the same way as the basic
units of the brain operate. These simple systems
can be very effective in producing apparently so-
phisticated learning, which implies that it is not
necessary to consider innate predispositions for de-
velopment.

The use of information and communications
technology (ICT) appears to be potentially capa-
ble of optimising learning by individualising pu-
pils’ experiences. Teaching systems which
develop from an understanding of the ways in
which children learn are just starting to realise
this potential.

Key implications

e Effective learning involves the use and appli-
cation of knowledge, which takes the form
of complex, interrelated internal representa-
tions.

e Such learning is best described as an
active construction by pupils within a social
context.

e The role of teachers is primarily to facilitate this
by organising and directing experiences which
are matched with pupils’ abilities and attain-
ments.

e Pupils can also construct meaning from simpli-
fied experiences involving actions and conse-
quences (behaviourism).

e Optimal learning comes from individually
matched, responsive teaching systems.

Further reading

David Wood (1998) How Children Think and

Learn, 2nd edition. Oxford: Blackwell.
A popular classic on cognitive development
and learning which has been updated. It might
be best to have some existing knowledge of
educational psychology before you read it, but
the book would make an ideal follow-on from
this chapter.

FURTHER READING

Jacqueline Bristow, Philip Cowley and Bob Daines
(1999) Memory and Learning: A Practical Guide for
Teachers. London: David Fulton.
Weritten by educational psychologists and with
contributions by other specialists, this is a useful
review of theories and practical techniques
which can be applied by teachers.

Alan Baddeley (1996) Your Memory: A User’s

Guide. London: Penguin Books.

Alan Baddeley (1997) Human Memory: Theory

and Practice, revised edition. Hove, East Sussex:

Psychology Press.
The first book is an accessible general introduc-
tion to memory. The second is a more technical
and in-depth review of the various topics of
memory and the research evidence supporting
the different theories. This may be rather heavy
going by itself but would be good for reference,
to develop specific ideas.

Practical scenario

For some time, Mr Jones has become increasingly worried
about his teaching abilities. In the past he has considered
himself to be a successful teacher, with his pupils achieving
well in formal assessments. In his lessons he has usually
adopted a brisk pace and aimed to cover the curriculum in
some depth. Recently, however, the standard of the
school’s intake has dropped, owing to local changes in
housing policy. Although he has slowed down the rate of
teaching, his pupils just don’t seem to grasp key concepts
and he is wondering if there are more effective ways to
develop their knowledge.

e How would you describe the possible changes in the
underlying abilities of Mr Jones’s pupils? Why are such
changes likely to affect their learning?

¢ Do you think that the answer might be to teach material at
an earlier stage of the curriculum, i.e. for younger children?

e Can you think of any other ways in which Mr Jones could
change the way in which he teaches to become more
effective with these pupils?

e Is it likely that if he changes what he does and puts in
more effort, he will then be able to achieve the same
standards as before?
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3 Assessment

Why assess?

What can we assess?
Attainment
Knowledge

Skill

Understanding
Aptitude

Functions of assessment
Summative assessment

Formative assessment

Range of functions

Formal versus informal assessments

Types of tests
Criterion-referenced tests
Norm-referenced tests
Individual and group tests

Test content and structure
Test items

Chapter structure

Test characteristics

Intelligence testing

Origins

Developments

General verbal abilities (verbal intelligence)

General non-verbal abilities (non-verbal
intelligence)

Reliability and validity of intelligence
measures

Other forms of assessment
Observational techniques
Interviews

Dynamic assessment

National Curriculum assessments
Reliability and validity of the SATs
‘Teaching to the test’ and ‘shifting goalposts’
Baseline assessments

Records of achievement

Value-added measures

Why assess?

If we did not assess pupils’ attainments in some way,
it would be impossible to match learning experi-
ences with their needs. We would not be able to
tell whether pupils had made any progress and
whether we needed to adjust what we were teach-
ing or how we were teaching it. It is now also in-
creasingly clear that learning effectiveness is
increased by appropriate and informative feed-

Figure 3.1 Teacher and pupil feedback cycles
Pupil Teacher

Learning/teaching

Changes what pupils process Changes what is
learn and how they go l taught and how
about learning Assessed teaching is carried out
outcomes
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back to pupils and to teachers, and that, as shown
in Figure 3.1, some form of assessment must be part
of an effective learning-teaching cycle.

Most assessment is still relatively informal, with
teachers being aware of children’s performance
from the work that they have done. As discussed
later in this chapter, assessments should also now be
carried out more explicitly as part of the National
Curriculum records of achievement. More infor-
mation about pupil progress or particular skills can
be gathered from a range of formalised types of as-
sessment, including specific tests. From these,
teachers can make absolute as well as relative
judgements about pupils’ achievements. However,
Gipps et al. (1983) found that formal test results
are rarely used by teachers, and the tests are carried
out by them only since they believe that the results
are needed by other people.

National Curriculum assessments have also be-
come important ways of evaluating school and



teacher effectiveness, and it can sometimes seem as
though testing is dominating what goes on in
schools. Many teachers would therefore probably
support the aphorism quoted by Black and Wiliam
(1998): ‘Weighing the pig doesn’t fatten it.’

Crooks (1988) notes that formal assessments
have been found to account for from 5 to 15 per
cent of the total available teaching time, with the
higher figures applying to the later stages of educa-
tion. Even this is probably an underestimate of the
true total, since less formal assessments are often
part of the general teaching process, with teachers
regularly using assessments in the form of question-
and-answer sessions and as part of preview and re-
view procedures.

Assessment is therefore a major part of the edu-
cational process, and without it, teaching would be
a rather unfocused activity. Despite this, a great
deal of testing is probably implemented with only
limited justification. Thus it is important to know
about what we can assess, how assessments can be
carried out and the ways in which results can be
used.

What can we assess?

Attainment

The most common type of assessment looks at at-
tainment, which is a pupil’s present level of func-
tioning or ability in a particular area. Most formal
tests assess a specific attainment. For example, the
Schonell test described later in this chapter is an

WHAT CAN WE ASSESS?

old favourite which measures word-reading abil-
ity—how well a child can read a list of separate
words. Such abilities can be assessed by a range of
tests which cover all the main areas of general aca-
demic attainments, as well as specific abilities.

Some specialised forms of assessment are based
on the concept that the range of abilities tend to be
generally related to each other—if people score
well on one test then it is likely they will score well
on others. The quality that enables them to do so is
known as ‘general ability’ or intelligence, and, as
discussed towards the end of this chapter, it is as-
sessed by using specialised intelligence tests.

However, the main abilities that teachers are in-
terested in are related to the curriculum. We saw in
the previous chapter how educational targets can
be subdivided into a number of different catego-
ries, with the simplest and most commonly used ap-
proach covering knowledge (of factual
information), skills (how to do things) and under-
standing (the ability to use information). Al-
though there is general agreement about the need
for such broad aims, research by Fleming and
Chambers (1983) analysed a large number of the
tests used in schools and found that nearly 80 per
cent of all questions dealt only with recall of fac-
tual information. It seems likely that this is due to
the ease of using simple knowledge-based assess-
ments, since tests which incorporate children’s use
of skills and understanding tend to be time-con-
suming to design and implement. This is not such a
drawback with National Curriculum assessments,
which are commonly referred to as SATs (Standard
Assessment Tests and Tasks), and these typically
have an emphasis on questions which involve the
use of knowledge.

Knowledge

Declarative, explicit knowledge can be largely
thought of as a body of concepts with a structure
which includes the links between concepts. Con-
cepts can be physical, or abstract, or can express re-
lationships. They can also be combined to form
factual knowledge, in the form of propositions,
such as ‘A flower’s stigma receives pollen’, or ‘Set-
tlements tend to occur near to resources’. This fac-
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tual knowledge could be assessed by means of
questions such as “What do we call the part of the
flower that receives pollen? or ‘What features de-
termine where people settle?

Modern views of general, semantic knowledge
consider it as a system of related schemas with vari-
ables which encode for specific examples. Assess-
ment can therefore focus on the development of
generalised schemas within a subject domain, as
well as the knowledge of how they operate within
particular exemplars. With older students, one
might look at the development of the concept of a
‘chemical element’, with generalised notions of the
nucleus and electron shell configuration determin-
ing specific valence and reactivity. The general
concept could then be related to specific exem-
plars, and tests carried out for knowledge about
particular elements showing different bonding
properties, as well as their occurrence in substances
of which pupils might have direct experience.

Skill

A skill involves the procedural aspects of how to
do things. It normally refers to a higher-level abil-
ity that is relatively complex, being made up from
a number of other abilities which are linked and
coordinated. Having a skill also implies that an in-
dividual is able to function competently with it at
a certain level. For instance, division is a math-
ematical skill which depends on the knowledge
and use of number, place value and tables. The At-
tainment Targets at each of the levels of the Na-
tional Curriculum are examples of stages of
functional skill. For instance, at level 2 for Writ-
ing, part of the attainment target is: ‘Pupils’ writing
communicates meaning...using appropriate and
interesting vocabulary’ (DfE, 1995b).

Skilled performance involves implicit knowl-
edge and is often initially generated from the re-
hearsal and development of more conscious
abilities. Skills would be assessed by actually carry-
ing them out, although they can also be part of
more complex activities. As an example, a reading
comprehension exercise would involve a range of
basic skills including reading the main text and
writing down answers.

The term ‘skill’ is often used in a relatively
loose way to describe any activity that is done well.
It commonly occurs in phrases such as ‘comprehen-
sion skills’ or ‘problem-solving skills’. Although
these involve complex, integrated abilities and
may be well rehearsed, they also entail conscious,
planned processes and would probably be better
described as abilities which involve the under-
standing and use of knowledge.

Understanding

At a basic level, understanding can involve the
transfer and use of knowledge in new situations.
This can be seen when applying simple mathemati-
cal rules in questions such as ‘If Laura and Fred
both need two pencils and each pencil costs 15p,
how much money will they need altogether?
Other, more complex tasks place a greater emphasis
on the need to recognise what knowledge is appro-
priate. For example, in the question “What could
you use to separate iron cans from aluminium
cans?, pupils would need to be aware of the rel-
evance of magnetic properties of different metals
and how these could be used.

Higher tests of understanding involve holistic,
real-life tasks where both knowledge and skills
need to be used. Usually, both transfer and selec-
tion of appropriate knowledge are required, par-
ticularly in the case of problem-solving tasks. In
English, for instance, creative writing will benefit
from the generating of ideas and will also depend
on existing knowledge and ideas. An example in
mathematics which involves some understanding
and application of knowledge at Key Stage 2 is
shown by the question in Figure 3.2. In this exam-

Figure 3.2 Mathematics question involving use of
knowledge

A school with 173 children has organised a trip to the zoo. The
headteacher needs to hire some buses and finds out that each bus
can carry 52 children. How many buses do you think that the
headteacher will need to book?

Answer



ple, the pupil answering it has just carried out the
appropriate calculation on a calculator, and
rounded the answer down (as he or she has prob-
ably been taught). In the real-life situation how-
ever, some children would be left behind if only
three buses were available. Given that teachers
and, perhaps, other adults would be present, there
would need to be a total of four buses.

If problems are more open-ended, such as the
use of practical tasks in the SATs, they can be-
come a more valid test of the use of knowledge.
These can involve, for instance, posing a problem
for pupils to investigate, such as the early 1991
Key Stage 1 SAT task which asked pupils to look
at the properties of materials which make them
sink or float.

Aptitude

Aptitude assessments look at the potential for fu-
ture attainment. The Reading Readiness Profiles
(Thackray, 1974), for instance, test a child’s
visual and auditory discrimination, as the basis
for progress with reading. Many such tests are only
weak predictors, however, unless the ability as-
sessed is a necessary precursor of the target ability.
The best predictions of initial reading progress,
for instance, are the skills of phonological abili-
ties and the knowledge and use of letter sounds.
The most accurate predictor at later ages is simply
children’s progress within a particular area, such
as their present reading ability, because early
reading skills are not only the basis for future
progress but also, probably, an indication of on-
going positive factors such as parental support. In-
telligence tests are often taken to imply general
learning potential, but, as described earlier, they
are really general ability tests. As described
later in this chapter and in Chapter 4, measured
intelligence also only relates weakly to future
progress.

Functions of assessment

All the various forms of assessment can be placed
into one of the two major categories of summative
assessment (which gives a level of achievement)
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and formative assessment (which guides future
learning). The assessment takes a quite similar form
in both cases; what is important is how the results
are interpreted and used. In practice, a particular
assessment often has both these functions. For ex-
ample, a mainly summative assessment such as a
GCSE grade shows a level of achievement but can
also be used to guide future studies, possibly by in-
dicating a suitable direction for further education
studies.

Summative assessment

The classic and best-recognised forms of assessment
involve ‘summarising’ levels of achievement. As
well as formal tests and examinations such as
GCSEs and A levels, these include commonly used
informal measures such as review tests. Such evalu-
ations typically involve assessment of a pupil’s
general level of functioning on a particular cur-
riculum. Formal assessments such as exams often
have great importance to the pupils involved since
they provide access to employment or higher levels
of education. They are also important to schools
since they are increasingly being used to evaluate
the performance of schools and teachers. They are
therefore often referred to as ‘high stakes assess-
ment’ and bring with them pressures to achieve
well.

This can result in effects such as ‘curriculum
backwash’, whereby the content of tests comes to
dominate what is taught. Although this need not
necessarily be a bad thing, one cannot expect a
limited test to give a realistic assessment of per-
formance across the whole curriculum. Black
(1998, pp. 67, 68) reviews evidence that to pro-
vide adequate coverage, a science assessment
would need to take about 35 hours, and that 13
different assignments would be needed to obtain a
satisfactory measure of writing achievement. Most
formal tests therefore have to be selective and tend
to focus on what can most easily be assessed in an
examination situation. Teachers are of course
aware of this and are influenced to deliver a nar-
row curriculum, focusing their coverage on the
curriculum content and forms of questions that are
most likely to be assessed.
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General ability tests are also mainly summative,
and their primary function in the past (with the
‘eleven-plus’ exams) was to allocate children to
different types of secondary education or, within
the field of special needs, to different forms of edu-
cation. As discussed in the following chapter, such
judgements are less likely nowadays, because the
limited meaningfulness of these assessments is bet-
ter understood now.

Pupils often use the results of formal evalua-
tions to make judgements about their own com-
petence and relative standing. Such comparisons
form an early basis for establishing academic self-
concept, and as pupils go through school this
seems to become increasingly important in deter-
mining their involvement. When pupils perceive
themselves to be successful with meaningful tasks,
they are more likely to establish independent mo-
tivation and to make subsequent academic
progress. When teachers emphasise the evaluative
(summative) function of testing in the classroom,
the tests may have short-term effects on achieve-
ments but appear to have a negative effect on
children’s long-term attributions and their subse-
quent independent involvement with school
work.

Formative assessment

Formative assessments are those used to help direct
or ‘form’ the educational process for students. They
particularly apply to diagnostic assessments, al-
though they can also have guidance, selection and
prediction functions. NVQs (National Vocational
Qualifications) are national assessments which are
based on specific criteria and, since they are com-
petence based, can direct subsequent learning ex-
periences. National Curriculum assessments were
initially designed to be used in this way but they
have increasingly come to take on a purely evalua-
tive function, to assess the performance of schools
and teachers.

A major review of the functions and effective-
ness of formative assessment by Black and Wiliam
(1998) found that it can lead to significant im-
provements in learning when used in an appropri-
ate way. The evidence they review indicates a

possible effect size ranging from about 0.40 to
0.70, which would represent a significant impact
on children’s attainments. The authors note that
the lowest effect size would raise the average stand-
ard of achievement to the top 35 per cent level, or
increase average GCSE performance by between
one and two grades.

One key feature in formative assessment ap-
pears to be the role of feedback to pupils. To be ef-
fective, it seems that this should focus on details
of the students’ work, with the assessor giving ad-
vice as to what they should do to improve, rather
than merely a general evaluation or comparison
with other pupils’ work. In one particular study by
Butler (1988), 48 students were given feedback
which took one of three different forms. The first
type comprised detailed comments about how the
students had done, in relation to criteria for that
topic of work. The second type of feedback
gave merely the students’ overall grades, and the
third type combined grades with detailed com-
ments.

The students given the detailed comments sub-
sequently showed a 30 per cent improvement in
their scores, while students who received only
grades showed no improvement at all. Even more
interestingly, those students who had received
both grades and comments also made no progress.
Such evidence supports the idea that any form of
evaluative comment (including praise) will
tend to distract attention away from informa-
tional content and will actually decrease motiva-
tion and involvement. This is similar to findings
discussed in Chapter 5 about the import-
ance of intrinsic, as opposed to extrinsic, motiva-
tion.

Since information to students about their at-
tainments can improve learning, the frequency of
assessment is also an important feature. When as-
sessments are more frequent, then, generally
speaking, pupils appear to do better on subse-
quent examination performances. A review by
Bangert-Drowns et al. (1991) found that on
courses lasting from one to four months, testing
about once or twice a week had an effect size of
up to 0.48. With more frequent testing, this effect
is reduced, although frequent short assess-ments



can also be effective, particularly for skill devel-
opment.

The effects of the timing of feedback seem to
vary according to the match between the original
questions and what is eventually assessed. Kulik
and Kulik (1988) found that immediate feedback
had a positive effect size of 0.28 when the feed-
back items were different from those in the final
test. Where the original questions were identical
to those in the final test, then delayed feedback
was superior, with an effect size of 0.36. One rea-
son for these findings could be that immediate
feedback tends to interfere with items which have
been learned incorrectly. When feedback is de-
layed, interference would have decreased,
enabling further distributed learning to take
place.

In most classroom learning, questions and feed-
back only cover part of what is included in the fi-
nal course assessment. It seems likely that
immediate feedback is therefore normally the best
bet, although delayed feedback can also give stu-
dents more time to reflect on what they have
learned and how they have learned it. Such delays
should not be too protracted, however, and ideally
should at the most only span gaps between teach-
ing sessions, to ensure that feedback remains rel-
evant.

Teachers regularly use questions to informally
evaluate student knowledge and to direct subse-
quent instruction. The evidence does indicate that
questioning can be an effective teaching tech-
nique, and a review by Rosenshine and Stevens
(1986) found that teachers who use more questions
tend to achieve significantly better results on sub-
sequent formal testing. These gains appear to be a
result of increases in the level of student responses
and involvement, by providing rapid feedback,
and by cueing students in to what the teacher con-
siders important.

Teachers who achieve the greatest gains also
tend to use questions or other forms of interactions
in a general way, to include as many pupils as possi-
ble. Also, the level of difficulty is usually matched
to children’s abilities so that the majority of ques-
tions can be answered correctly. When children
have problems with answers, an effective approach
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is to acknowledge what is correct but then to direct
the same pupil with additional information until
he or she gets the correct answer, as in the following
exchange:

Teacher: ‘What does an adverb do?

Pupil: ‘Tells you about a noun’ (confusing it
with adjective).

Teacher: ‘Yes, it tells you more about some-
thing, but it’s not a noun. Look at the
word adverb—the clue’s in the word’
(emphasising the ‘verb’ part of the
word).

Pupil: ‘It tells you more about a verb.’

Teacher: ‘Yes, that’s right.’

Rowe (1986) also found that it can be better for
teachers to wait a few seconds for an answer, par-
ticularly with more complex questions (although
these are rarely used). Normally, teachers will
wait only briefly, and it seems that this can pre-
vent students from thinking about what they have
been asked. Samson et al. (1987) carried out a
meta-analysis on the effects of training teachers to
ask more high-level questions to assess pupils’ un-
derstanding. Although teachers were able to in-
crease their ability to do this, the effect size on
academic achievements was only 0.07, which in-
dicates that increasing the use of these types
of questions is probably not a very effective strat-

egy.

Range of functions

Assessments can be carried out for a number of dif-
ferent reasons, and Maclntosh and Hale (1976)
have derived a number of well-known categories.
As shown in Figure 3.3, these can be organised
along a formative-summative continuum.

Ideally, tests should be carried out for a particu-
lar purpose, rather than simply testing for its own
sake. A teacher might wish to review whether a
child (or class) has made significant progress over a
year, or a headteacher might wish to check whether
a class or their school has a disproportionate
number of poor readers.
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Figure 3.3 The functions of assessment

FORMATIVE
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Diagnosis: This involves finding out skills, strengths and weaknesses,
implying that teaching should change as a result of an assessment.

Guidance: Test scores can be used to direct students; for example
which areas of study or vocational choice they would be suited for.

Selection: Tests can provide the basis for placement in selective
groups in schools or for other forms of education.

Prediction: As an indication of potential academic progress.

Evaluation: Giving a value to a pupil’s attainments or abilities which
may be recorded and used for monitoring and evidence of progress.

Grading, or Certification: The results of certain test scores can

provide a student with a qualification indicating that he or she has
v achieved a certain level of competence or knowledge.

SUMMATIVE

Source: based on MacIntosh and Hale (1976)

However, a large survey by Gipps et al. (1983)
of the reasons given for testing indicated that many
tests appear to exist simply for purposes of record
keeping. At that time, 71 per cent of all education
authorities carried out general screening for read-
ing, but this was rarely the main basis for making
further decisions. Even when teachers themselves
introduced regular testing in schools, Salmon-Cox
(1981) found that they relied primarily on their
own judgements and observations to make assess-
ments about children and tended to disregard the
test scores. The National Curriculum assessments
can also be criticised for having a poor rationale,
since although they were designed with formative
objectives, Wiliam (1996) points out that their
coverage is too limited to achieve those objec-
tives, and that they are also too imprecise to give

summative information that is at all useful for indi-
vidual pupils.

Formal versus informal assessments

Teachers continually evaluate the progress of the
children whom they teach and modify the work that
they do with them accordingly. Although most of
these judgements are informal, they can be very ac-
curate in terms of comparisons of children. Long
(1984) found that when primary teachers were asked
to assess their pupils’ progress with reading, the rank
order for each class was almost identical to the order
shown by full formal testing. This is perhaps not sur-
prising if one considers that primary teachers have
an intimate knowledge of their pupils’ daily progress
and performance on a range of learning tasks.



However, a difficulty is that teachers are also li-
able to make substantial errors in assessing chil-
dren’s absolute levels of achievement. Budge
(1996b), for instance, has reported on research
with Year 4 pupils which found that in schools
where attainments were generally all at level 4 or
higher (above average), children labelled as hav-
ing a reading difficulty had an average reading
level of 2.28. In schools where overall attainments
were at level 2 (below average), the corresponding
average reading level for having a difficulty was
1.65, showing a strong effect of context on judge-
ments.

Unlike primary teachers, subject teachers in
secondary education usually teach a large number
of children and therefore have a wider range of
comparison. However, this also means that they
cannot have the same detailed knowledge of in-
dividuals and are more liable to make errors with
specific children. Formal tests can address such
problems by giving additional information to
teachers about absolute levels of achievement
and about the relative abilities of individual pu-
pils. They can also provide more general informa-
tion, which can be used to compare schools or
different types of teaching, and to monitor over-
all standards.

Types of tests

The two main categories of direct assessment are
referred to as criterion-referenced and norm-refer-
enced tests, and have very different rationales and
functions. The purpose of a criterion-referenced
test is to compare each individual’s specific abili-
ties with some form of level or criterion. The pur-
pose of a norm-referenced test, by contrast, is to
discriminate between individuals or to compare
them with one another. The content and the use of
these two categories is therefore also correspond-
ingly different, although some tests overlap in their
coverage.

Criterion-referenced tests

Criterion-referenced tests assess performance
purely on specific features of ability attainments.

TYPES OF TESTS

With reading, this might involve whether a child
knows some particular letter sounds, or whether
he or she can read certain words from a list. Such
assessments are closely related to the teaching-
learning process and usually come from the tech-
niques used by teachers themselves. They are
therefore usually formative, since they identify
skills and weaknesses and imply areas to concen-
trate on with subsequent teaching. A criterion-
referenced maths test might identify that pupils
have weak multiplication skills; this would mean
that it would be fruitless to go on to division until
they have developed a strong enough basis with
these skills.

Criterion-referenced achievement testing is a
key part of a procedure known as mastery learning.
This is a technique that was developed from the
learning theories of Carroll (1963) and which de-
pends on the use of specific levels of achievement
with key skills (typically 90 per cent or above) be-
fore further progress is possible. By ensuring that
children have adequately mastered the founda-
tions for subsequent learning, reviews such as that
by Black and Wiliam (1998) have found an aver-
age effect size of 0.82 for performance on teacher-
produced tests.

National Vocational Qualifications (NVQs) are
also largely criterion-referenced and are mainly
based on ‘specific elements of competence’, which
are particular skills carried out in workplace con-
ditions. In order to achieve at a certain level, a stu-
dent has to be successful with a number of units,
and these therefore also give summative informa-
tion.

The National Curriculum assessments were
originally largely criterion referenced and based
on practical problem tasks. However, they have in-
creasingly been used to evaluate the performance
of schools and teachers, and the specific criteria for
levels of achievement have been significantly re-
vised over time.

Norm-referenced tests

A ‘norm’ is a typical or expected value for some-
thing. Norm-referenced tests are designed to allow
an individual’s abilities to be assessed relative to a
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certain population—usually all the other pupils of
the same age. They are therefore mainly summative
tests, although if they have the capacity to identify
specific skills which can be taught, such as particu-
lar operations in a mathematical test, this would
constitute a formative component.

Test construction

Norm-referenced tests are developed by first con-
structing a number of items that assess abilities in a
particular domain. With reading, this might in-
volve using a list of words of increasing length and
complexity. The test is then checked for reliability
(dependability) and validity (meaningfulness),
and modified until it meets the desired criteria. Re-
liability and validity are discussed a little later in
the chapter.

The test is then standardised by giving it to a
sample of children covering an appropriate age
range and general background so that they are
broadly representative of the wider population.
This information is then used to construct age-
standardised tables that can be used to compare
subsequent individual test results. Most normative
tests assume that the underlying distribution of
abilities is ‘normally’ distributed (see Appendix I),
showing the classic bell-shaped curve illustrated in
Figure 3.4. Scores can then be standardised, usually
with 100 being the mean and 15 being the stand-
ard deviation. One standard deviation either side
of the mean includes about two-thirds of the popu-
lation as a whole. About 2 per cent score below 70
and 2 per cent score above 130.

Figure 3.4 Normal distribution curve

Number of
pupils

Standard

70 85 100 115 130 score

When the test is used, an individual’s standard
score can then be referred to tables to find out how
many others in the population would score above
or below that level. As an example, the British Pic-
ture Vocabulary Scale test (Dunn et al., 1997) de-
scribed later in this chapter involves scoring how
many times children can correctly identify a pic-
ture for a word that is spoken to them. This total
can then be compared with age norms to derive a
standard score. This can then be used to look up a
percentile rank score which tells you how many
children of the same age would score above or be-
low this level.

A raw score can also usually be referred to ta-
bles in the test manual to give a comparison skill
age level, and most reading tests allow you to use
the raw score to directly read off or calculate an
equivalent reading age. With reading, Gipps et al.
(1983) found that the most popular individual
test in use at the time was the Schonell Graded
Word Reading Test (Schonell, 1955). This uses a
list of 100 words of graded reading difficulty,
which the child reads out loud to a tester until he
or she gets 10 wrong. The reading age is then cal-
culated by dividing the total correct by 10 and
adding 5—from the assumption that children start
reading at 5 years of age and learn ten new words
from the test each year. The popularity of this test
was undoubtedly largely due to the simplicity of
the procedure (there was no need to refer to a
separate manual).

Problems with normative tests

The standardisation of such tests is obviously very
important, and the sample used should be repre-
sentative of current population attainments.
However, many popular tests were standardised
some time ago, with rather select samples—the
most recent Schonell standardisation was based
on a 1971 sample of 10,000 children in Salford.
This is probably not a good basis on which to as-
sess present-day abilities or to judge other parts of
the country. The rather ancient derivation of
many tests also makes their validity suspect; for
instance, particular words used in the test (such as
‘canary’ and ‘shepherd’ in the Schonell) may no



longer be so commonly used, significantly alter-
ing the relevance of test items.

Other criticisms of normative tests reviewed by
the Centre for Language in Primary Education
(CLPE, 1989) include:

e the lack of diagnostic information (inevitable
with a single normative score);

e the failure of a single measure to represent a
complex skill such as ‘real reading’ which has
many different interrelated aspects; and

e problems with interpreting what a single score
means.

To some extent these criticisms can be answered by
the development and adequate standardisation of
more modern and sophisticated tests. Some of
these, such as the Effective Reading Tests (1985),
give simple normative information but also cover
a range of real reading activities and provide diag-
nostic (formative) information too.

Individual and group tests

Educational tests can be designed to be adminis-
tered on an individual basis or to groups of chil-
dren. The advantages of an individually
administered test are that it can be closely moni-
tored and adjusted to a pupil’s abilities. With some
tests this means that it is not necessary to do all of
the easier items and the assessment can be stopped
when it is becoming too hard. Tests can also di-
rectly assess an actual skill such as reading, where
the assessor may listen to a pupil reading out loud
from standard texts. With some tests this can be the
basis for diagnostic information, and errors can be
recorded and analysed. The main disadvantage of
this approach is the time involved, but this is usu-
ally compensated for by the increased accuracy of
the test, since close monitoring means that there
are fewer errors caused by pupils carrying out the
test incorrectly. The Neale Analysis of Reading
Ability (Neale, 1989) is a well-known individual
test of passage reading that provides normative in-
formation and also analyses children’s errors. It is
meaningful, since it looks directly at the reading

TEST CONTENT AND STRUCTURE

process, and it predicts subsequent reading abilities
well, with the manual indicating that reading ac-
curacy scores correlate at 0.83 with the same meas-
ure a year later.

Group tests are much more common in schools
and can be administered to whole classes or year
groups at the same time. Such tests are useful for
assessing or screening many pupils in a way that is
economical of the teacher’s time, and all students
carry the test out under the same conditions. Un-
fortunately, with group tests there is less control
over what individual children do; such assess-
ments are therefore inherently less accurate and
provide less information than individual tests do.
Also, group tests are often based on less direct
outcome measures of target skills. With the popu-
lar Young’s (1968) test, for instance, pupils’ read-
ing ability is assessed by their ability to choose
the correct written word for a picture, and to find
the missing word in incomplete sentences. How-
ever, well-designed group tests can achieve rea-
sonable accuracy, and the results from the Young’s
correlate at 0.88 with results from the Neale test
(Young, 1968, p. 20).

Test content and structure

Test items

The structure of assessments can vary from rela-
tively open-ended questions (such as essays) to
rather restricted questions (such as multiple-choice
questions). Although essays can be a very rich
source of information about an individual’s
knowledge and abilities, they can lack consistency
in terms of the marking. Marking has been shown
to be affected by the style of the writing, the length
of the essay and even the name and sex of the ex-
aminee, and Wood (1991) found that correlations
between markers for the same essay were typically
only around the 0.6 level. However, with the use
of the detailed marking schemes that are used in A
level assessment, Murphy (1978) found that the
correlation between the markings of different ex-
aminers was much higher, at around 0.9. This again
emphasises the general importance of applying
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specific criteria in assessments to ensure consist-
ency.

Multiple-choice questions have the advantage
of providing a highly standardised testing and
marking procedure, and certain forms can even be
machine marked. Unfortunately, they can be diffi-
cult and time-consuming to design. Also, Rowley
(1974) has found that their effectiveness can be af-
fected by guessing and by the different ability of
examinees to recognise ambiguity, rather than their
knowledge and understanding of the subject con-
tent.

Test characteristics

When one is choosing, using or developing a test,
the two aspects of reliability (dependability) and
validity (meaningfulness) must be adequate so that
the test can be useful in practice. Information on
these can usually be found in the test manual; this
should give details about how these measures were
assessed, and about their interpretation, and should
also refer to any other research background. With-
out such information, any test must be of doubtful
value.

Reliability

The reliability of a test means the extent to which
it is dependable, or how close a particular result is
to the ‘true’ value of what is being measured. It
shows itself in the size of the variation in scores,
which is the result of various errors. These can be
due to factors such as fatigue, guessing or interpret-
ing questions differently, and variations in the ad-
ministration and scoring. If pupils were given the
same test on a number of occasions, then these er-
rors would mean that sometimes they would do
well and on other occasions they would not do so
well. If the test is a reliable one, their scores would
tend to cluster around a ‘middle’ value which can
be thought of as their ‘proper’ score, the score they
would achieve if there were no errors involved.
The example in Figure 3.5 shows a typical scatter
of scores that you might find if you carried out the
same word-reading test 20 times with a child of 10.
Clearly, the scores tend to cluster about the middle

Figure 3.5 Repeated word reading test scores with one
subject
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and usually fit in with the pattern known as the
‘normal distribution’. Because it is statistically pre-
dictable how many values will fall within a certain
standard deviation, this means that we can describe
the spread or likelihood of errors, renaming this the
standard error of measurement (SEM), shown in Fig-
ure 3.6.

Proper, standardised tests usually give the stand-
ard error in the manual, and you can use this to
work out what sort of error there will be associated
with a particular score. Plus or minus (+) one
standard deviation covers about 68 per cent of all
values and plus or minus two standard deviations
covers about 95 per cent of all values. In the exam-
ple above, this means that if a child’s actual score
was at the 10-year level, about one time out of
three that child’s true score would be above 10 1/2
years or below 9 1/2 years. It is possible, though
even less likely (about one in 20 times), that their

Figure 3.6 Normal distribution of test scores and
standard errors
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true score would be above 11 years, or below 9
years.

[t is thus clear that the standard error of meas-
urement is very important, in that it lets us see
how much faith can be put in the accuracy of a
particular test score. In the example above, it
might be rather misleading to compare a child’s
progress over six months using this test; any real
progress might easily be disguised or exaggerated
by the normal run of errors. Also, most tests have
errors of measurement that are greater than you
would normally find with a simple word-reading
assessment, particularly if the assessment involves
any element of subjectivity or interpretation in
the scoring. A good example of this is with read-
ing comprehension tests, which typically have the
much greater standard error of measurement of
about 1 year.

If a test does not give a standard error of meas-
urement or some other form of measure of reliabil-
ity, it would be wise to be cautious about its results.
Examples of this are the SATs, which, as discussed
later in this chapter, probably have only limited re-
liability for individual children.

ASSESSING RELIABILITY

In real life, most checks for the reliability of a test
cannot be carried out many times with an indi-
vidual child. Improvements may come with prac-
tice, or the child’s performance may deteriorate
owing to fatigue. Measures of reliability therefore
usually depend on correlating only two assess-
ments with each of a number of individuals to
cover the range of scores. If the value of the corre-
lation coefficient is high enough, normally above
about 0.9, then the reliability is good enough for
most practical purposes. Such values can be used
as a basis for the underlying correlation between
what pupils actually score and an estimate of
what their ‘true’ scores should be, as shown in Fig-
ure 3.7.

Test-retest reliability is what is assessed when a
test is given to the same pupils on only two occa-
sions and the results are correlated. This, it is
hoped, minimises practice effects which can inter-
fere with the stability of the results. Fatigue or
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boredom can also have a significant effect on per-
formance, and to avoid this there has to be a sig-
nificant delay between the two presentations. This
can produce an underestimate in judgements of
stability since there will often be some natural
variation in scores. With a reading test repeated a
week later, some subjects may have improved their
true reading ability, while a few might have re-
gressed.

One way round this problem is to carry the test
out just once and then to split it into two equiva-
lent halves, often by odd-even items, and then cor-
relate these. The result is called split-half reliability.
It depends on test items being fairly homogeneous.
Although it is usually justifiable to assume that
they are, on some tests certain items may not have
an equivalent. In a sense, this approach compares
the similarity of two tests (each being half of the
overall test) carried out at the same time, and
therefore gives some indication of whether pupils
answer the questions in a consistent way.

An extension of this approach is to compare all
possible splits, and to average these out. One popu-
lar example is ‘Cronbach’s alpha’ test, which has
been used to assess the reliability of SAT testing.
Such indicators are easy to derive since they need
only one administration of the test to a number of
subjects. However, they will not give any idea of a
number of sources of error such as differing asses-

Figure 3.7 Correlation between actual and ‘true’ test
scores
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sors and pupil variability on different occasions.
Such indices can only really tell us whether the test
items are generally of the same level of difficulty
and whether the pupils taking the test are consist-
ent in the way in which they perform on such test
items. This will therefore give an over-optimistic
value for the reliabilities of tests and should not be
relied on too greatly.

A more complex but more dependable ap-
proach is for the test designer to derive two com-
pletely parallel forms of the same test. Correlating
performance on these should give an estimate of
the reliability of a single test. Although it is doubt-
ful whether two forms can ever be completely
equivalent, the approach does get round practice
effects and is the most stringent of all of the reli-
ability assessments. Well-constructed tests can
achieve high correlations: the Wide-span Reading
Test (Brimer, 1972), with parallel forms A and B,
has a reliability coefficient of from 0.92 to 0.94
when the two forms are compared. Other advan-
tages of parallel forms are that they can be used to
monitor progress more accurately (since practice
effects will be reduced), and that with group test-
ing, the different forms can be alternated in class to
prevent copying.

Validity

A test is valid if it measures what it is supposed to
measure. Validity can be difficult to define and
evaluate effectively, but there are a number of dif-
ferent ways in which this problem can be ap-
proached.

FACE VALIDITY

A test has face validity if it looks as though it is
assessing what it is supposed to. Face validity can
be checked by asking people who are knowledge-
able in a particular area to give their impressions
about the content. To do this with an early reading
test, one might therefore ask for the opinions of
some primary teachers, who would presumably
look for such features as an early representative
sight vocabulary and a progression in the knowl-
edge of letter sounds and their combination. Face

validity is typically used in the first stages of devel-
oping a test, and is needed to ensure that tests will
be accepted by users.

In some cases a test may need to have its true
purpose disguised and would have a low face va-
lidity. For example, in the Children’s Personality
Questionnaire (Porter and Cattell, 1992) the items
are deliberately written to be as neutral as possible
so that children taking the test will not give false
responses in order to make themselves ‘look good’.

CONTENT VALIDITY

Content validity refers to whether a test uses items
which are part of the general area of skills and
abilities that the test is designed to evaluate.
Therefore, if a test is supposed to assess reading
progress at the secondary level, one would expect
the content to be drawn from skills appropriate at
that age range; this would probably include the
comprehension and interpretation of meaningful
text. The Gapadol test (1973), for instance, is a
group ‘cloze’ test for older pupils, which involves
using meaningful paragraphs with missing words.
In order to fill these in, the person being assessed
must understand the rest of the text, which indi-
cates that the test does involve skills which are
meaningful at this age.

Content validity can also be assessed numeri-
cally, and Hoste (1981) has derived a coefficient
measuring the extent to which exam items cover
the stated aims and objectives of the syllabus; this
has been used to show that the content validity of a
test changes significantly when candidates choose
between alternative questions (covering different
topics), as is common in some exams. Content va-
lidity, like face validity, is concerned with what is
being examined; it is more precise, however, in
that it compares this with a previously defined
specification, rather than with some vague notion
in the mind of the test user.

CRITERION-RELATED VALIDITY

Criterion-related validities compare scores on an
assessment with values from some external crite-



rion. Concurrent validity is what is measured when
the assessment is related to some other assessment
that is already available or carried out at the same
time. The easiest and most popular way of doing
this is to correlate the test with the results from an
existing, similar test. The APU Vocabulary Test
(Closs, 1977) states in the manual that it has a
correlation of 0.778 with another test, the Mill-
Hill Vocabulary Test. However, these tests are
constructed in virtually the same way, with a
target set of words and corresponding sets of
answers to choose from; the (relatively) high cor-
relation is therefore more like a test of reliability
and is of limited value in assessing general
validity.

When concurrent validities are based on other
measures, they can become more persuasive. For
instance, Freyberg (1970) compared performance
on various spelling tests with spelling mistakes in
samples of some real-life written work. The corre-
lations found were in the region of 0.9, indicating
that spelling tests do relate very closely to natural
spelling abilities.

Predictive validity relates an assessment to a crite-
rion evaluated at some time in the future. This is
perhaps the most stringent of all the validity tests
and implies that there is something continuous
over time that is affecting both sets of results.
Sometimes it can also be taken to imply that the
final criterion is in some way a result of the ini-
tially assessed skills, although this is not at all logi-
cally necessary.

Peers and Johnston (1994), for instance, carried
out an investigation of the relationship between A
level results and the criterion outcome of eventual
degree level. A level results are used by university
admission tutors for the selection of students, but
the predictive validity Peers and Johnston found
was quite weak, averaging out at a coefficient of
0.276. They interpreted this as being partly due to
the different nature of studies, with A levels being
largely factual, whereas degree studies are more in-
terpretative.

In some tests which are designed to have a pre-
dictive function, this type of validity is much more
important. The Bury Infant Rating Scale (Lindsay,
1981) was created to identify children who would
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have subsequent problems with educational
progress. Longitudinal studies carried out by
Lindsay to substantiate its validity in this respect
found that it did in fact correlate with a range of
reading tests two and four years later at around the
0.5 level. Unfortunately, this does not enable one
to make very strong judgements for individual
children, since the test accounts for only 25 per
cent of the variance of later reading scores. As dis-
cussed below, it seems likely that baseline assess-
ments will have similarly limited predictive
validities.

CONSTRUCT VALIDITY

Construct validity is concerned with the match
between the assessment and those attributes (or
constructs) which are presumed to underlie test
performance. To a great extent, looking for con-
struct validity presupposes that the underlying at-
tributes are well defined, and many tests tend to
assume that there is some single global target en-
tity such as ‘reading ability’ or ‘mathematical
ability’ at which the test can be aimed. However,
this may not be the case, and most educational
abilities in fact show a qualitative development
over time and are based upon a range of different
sub-skills. In the area of literacy, Harding et al.
(1985) have carried out an extensive analysis of
reading errors in children aged from 5 to 11. They
demonstrated that young children at first de-
pended mainly upon letter sounds (phonics) and
their appearance (graphophonics); later abilities
depended upon whole word recognition and the
use of meaning, although the earlier skills were
still available. A test for younger children which
looked mainly for understanding and interpreta-
tion would therefore largely miss important early
skills. Accordingly, Goodacre (1979) argues that
assessments should be carefully derived from a
specific model of the learning process. Such con-
struct validity has become even more important
since ‘high-stakes’ assessments such as public ex-
ams or the SATs are currently tending to be
the main goal of teaching and therefore
determine the curriculum and the process of edu-
cation.
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There is a danger when using tests that they can
sometimes be carried out for their own sake, and it
is easy to become immersed in the technicalities of
validity and reliability. An alternative paradigm
proposed by Shinn and Hubbard (1992) argues
that tests should be used as part of a problem-solv-
ing framework which emphasises the functions and
outcomes of tests for individuals.

From this perspective, validity should refer to
the inferences and actions which can result from an
assessment, and whether these result in better stu-
dent outcomes than decisions based on alternative
procedures. Rather than just being a nuisance, reli-
ability also becomes a question of how one can ac-
count for the variations in pupils’ performance and
of finding ways to match these with flexible and
responsive teaching approaches. Such approaches
emphasise the formative aspects of assessment, but
have still had only limited impact on most formal
testing, which is largely concerned with evaluating
and categorising pupils.

Intelligence testing

Origins

The concept of general ability or intelligence
has in the past been the most important single
way of accounting for individual differences. It
is usually assessed by measuring performance on
a test of a number of different skills, using tasks
which emphasise reasoning and problem solving
in a number of different areas. It can be ex-
pressed for an individual as an overall IQ or in-
telligence quotient. Early assessments of IQ were
based on work in France by Alfred Binet in
1905, as part of an attempt to identify children
who needed specialist help to make educational
progress. At the same time, general academic in-
terest in the concept of intelligence was devel-
oping. Spearman (1904) in particular showed
that performances on a number of performance
tests tended to correlate together and believed
that this could be explained by the presence of a
general ability factor known as ‘g’. This form of
testing was continued by Cyril Burt, who became
London’s first educational psychologist in 1913.

Burt set a convenient cut-off criterion of an 1Q
of 70 for special schooling, and this was subse-
quently widely applied for many years by psy-
chologists working in education, both in Britain
and in the United States.

Developments

There was continued academic interest in intelli-
gence testing, and a general belief by researchers
such as Louis Terman in the United States that in-
telligence was largely inherited and therefore sta-
ble over a child’s school career. With an increase
in the number of children receiving secondary
education in Britain, the 1926 Hadow Report
proposed that in order to achieve efficient educa-
tion, there should be different forms of secondary
schooling matched to children’s abilities and
their potential. These ideas were eventually im-
plemented by a wide-scale form of general ability
testing, known as the eleven-plus, which children
sat in their last year of junior schooling. This na-
tional test selected out the most ‘able’ students—
those who scored highest in the tests—for
grammar schools, where education had a more ab-
stract and academic basis. The eleven-plus was
largely discontinued with the advent of compre-
hensive schooling, although such measures are
still used in parts of the country where selective
grammar schools remain.




There are tests available that can be used by
teachers to assess the abilities of children in school;
a good example is the group NFER-Nelson Verbal
and Non-verbal Reasoning Test Series. The verbal
assessments in this series involve a range of lan-
guage-based tasks (described later), and the non-
verbal assessments use picture series to assess
logical reasoning, and series using abstract shapes
to reduce the effects of general knowledge.

Some tests are for use with individual children,
and these are often ‘closed’, meaning that they are
for restricted use by qualified workers only, such as
educational psychologists. A recent example of
this type is the British Ability Scales, developed by
Elliott et al. (1996). This test uses a number of dif-
ferent tasks based on the processes of speed, reason-
ing, spatial imagery, perceptual matching,
short-term memory, and retrieval and application
of knowledge.

The most commonly used form of closed indi-
vidual intelligence test is the Wechsler Intelli-
gence Scale for Children (the WISC). This is now
in its third edition (Wechsler, 1992) and has been
fully standardised for use in the UK. The WISC
covers two overall scales with five main subtests
each (see Table 3.1). The number that a child gets
right for each of these subtests is referred to age-ap-
propriate tables in the test manual and scaled
scores are read off; these have a mean of 10 and go
from O to about 30. These standard scores are to-
talled for the verbal and the performance scales
and for the test as a whole.

INTELLIGENCE TESTING

By using tables, the total can then be converted
to the IQ or intelligence quotient, which is a relative
measure of an individual’s score compared with
that of the general population. The average IQQ is
100 and scores have a standard deviation of 15.
IQs can also be converted to percentile scores. For
example, only 2 per cent of the population have

an IQ of 70 or below.

General verbal abilities (verbal
intelligence)

Although general ability is assessed by combining
scores on a number of different subtests, verbal
abilities contribute most strongly to the total score.
With the WISC, the vocabulary subtest has the
greatest single effect on overall IQ and involves
both receptive language (hearing and comprehen-
sion) and expressive language (when giving the
answer).

A useful test of basic receptive language which
can be used by teachers is the British Picture Vo-
cabulary Scale test (Dunn et al., 1997). This is an
individual test which can be used across a wide age
range from 2 years 6 months to 18 years and is
mainly a test of a child’s underlying level of verbal
concepts. The administration is relatively straight-
forward, and the person giving the test merely says
the target word and asks the child to point to the
picture which shows it, as in Figure 3.8.

This test can be particularly useful with young
children who have only limited spoken language,

Table 3.1 Scales and subtests of the Wechsler Intelligence Scale for Children

Scale Subtests Type of problem
Verbal Information What is the capital of England?
Similarities In what way are a chair and a table alike?
Arithmetic If you have 12 sweets and eat 3, how many are left?
Vocabulary What is an elephant?
Comprehension What should you do if you got lost in a strange town?
Performance Picture completion Find missing part in pictures

Coding

Picture arrangement
Block design

Object assembly

Speed test for writing matching symbols under shapes

Put picture cards in correct order to tell a story

Put coloured blocks together to match a pattern

Put cardboard parts together to make the shape of a common object
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Figure 3.8 Typical form of item in the British Picture
Vocabulary Scale test
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and with any older children who might have diffi-
culty with the reading that is involved in some
written tests of language.

Other tests assess more general verbal abilities.
The NFER-Nelson verbal reasoning test series, for
instance, covers the age range from 7 years 3
months to 14 years 3 months and includes vocabu-
lary, logical verbal reasoning, relationships be-
tween words, symbol manipulation using letters
and numbers, and the use of words in sentences.

Simple tests of spoken vocabulary can also give
a useful quick individual assessment of general
verbal abilities. An example that can be used by
teachers is the vocabulary subtest from the Aston
Index (Newton and Thomson, 1976), which in-
volves the tester saying a series of words and scor-
ing the pupil’s verbal definitions. This is very
similar to the vocabulary subtest of the WISC and
incorporates both receptive and expressive verbal
abilities, although it is unlikely to have quite the
same validity.

General non-verbal abilities (non-verbal
intelligence)

Most tests of general intelligence include some
form of assessment of non-verbal ability. The

popular Cognitive Abilities Test (Thorndike et al.,
1986), for instance, covers the age range from 7
years 6 months to 15 years 9 months and is pro-
moted as a means of establishing ‘value-added’ in-
formation. This is done by comparing academic
attainments with the abilities assessed by the test
which are assumed to underlie such progress. As
well as verbal and number skills, the test also incor-
porates a non-verbal assessment of figure classifica-
tion, analysis and synthesis. There are also specific
tests such as the NFER-Nelson nonverbal reason-
ing test series, which cover a similar age range from
7 years 3 months to 15 years 9 months. The subtests
include abilities such as identifying the odd one
out, discovering analogies, finding similarities, fill-
ing in gaps in series and completing unfinished
picture stories.

Since non-verbal abilities appear to be less de-
pendent on culture and experience than verbal
ones are, it can be argued that they are more repre-
sentative of general, underlying intelligence. This
is often assumed to be innate and is referred to by
Cattell (e.g. Cattell and Horne, 1978) as ‘fluid’ in-
telligence. Interestingly, abilities on such tests peak
at an early age—about 14 years with the Raven’s
matrices test (see below), which does imply some
role for biological maturation. Fluid intelligence
can be contrasted with more verbally based tests
which emphasise acquired knowledge, referred to
by Cattell as ‘crystallised’ intelligence. These abili-
ties tend to show progressive improvements during
schooling and reach their highest levels from age
30 years onwards, declining significantly only for
people over 60.

The Raven’s Progressive Matrices test (Raven,
1993) is one of the most popular ways of assessing
non-verbal intelligence. It is open to teachers and
can be used either with individuals or as a group
test. The various forms cover the entire school age
range from 5 years to adult and give a single meas-
ure of performance which is standardised for age.
As shown in Figure 3.9, the matrices involve ana-
lysing logical combinations of geometric
shapes in order to select the correct missing pat-
tern.
Although such non-verbal abilities may appear
to be more valid assessments of ‘true’ or underlying



Figure 3.9 Typical form of item in the Raven’s
Matrices
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intelligence, they are in fact strongly affected by
general experience and cultural effects. Flynn
(1984), for instance, has reviewed evidence that
scores on the Raven’s Matrices, originally pub-
lished in the 1930s, have shown major improve-
ments over time, equivalent to about 20 IQ points
per generation (each 30 years). Greenfield (1998)
argues that this effect is related to aspects such as
increases in the number of people receiving higher
education, as well as greater experience with
visual-based technology. This upward shift of
standards also incidentally makes the use of any
norms difficult and means that it is particularly im-
portant to base any judgements on recent
standardisations of such tests.

A further reason for caution concerning the use
of non-verbal assessments is that they have only a
weak correlation with school achievements. The
variance that can be accounted for is also usually
only part of the correlation between verbal abili-
ties and the educational target skill. As an example
of this, the manual of the WISC (Wechsler, 1992)
shows that the average correlation between the
WISC verbal score and general literacy skills from
the WORD is 0.66. Adding the WISC performance
(non-verbal) score to give the full scale IQ in fact
reduces this to 0.59. For this reason, it is best to use
just verbal abilities if you want to infer some form
of ‘potential’ for progress with literacy.

INTELLIGENCE TESTING

Reliability and validity of intelligence
measures

The reliability of the WISC is well established and
the manual gives a test-retest coefficient of 0.92,
indicating that pupils tend to obtain very similar
scores on different occasions. The validity of this
particular test (and others like it) is, however, more
open to question, which raises a number of issues
related to the meaning of intelligence and the uses
to which intelligence tests results are put.

One might agree that such tests have a certain
face validity, since they utilise a number of differ-
ent subtests which appear to cover basic mental
processes and which relate to each other to some
extent. Criterion validities are more debatable,
however, since these depend on how well IQ re-
lates to other attainments. The development of in-
telligence tests was closely related to its supposed
ability to predict educational attainments or po-
tential, an aspect that will be covered in the next
chapter. In general, however, the findings show
that intelligence test results correlate at only a low
level with present or with future educational at-
tainments.

Construct validity of intelligence measures

The very meaning of the construct of intelligence
has been and remains the subject of debate. From
a statistical perspective, there is certainly a ten-
dency for performances on a broad range of tasks
to correlate with one another, supporting the be-
lief in a single general factor. Evans and Waites
(1981), however, point out that this type of data
can be alternatively explained by a number of
lower-order factors which will then correlate to-
gether weakly. These low-order factors may in fact
be separate mental skills, similar to Thurstone’s
(1938) analysis of intelligence into a number of
primary mental abilities; if some mental skills
were shared by the separate tasks, then this would
give rise to the observed general correlations be-
tween those tasks.

Howe (1988) in particular has criticised intel-
ligence as an explanatory concept. He has re-
viewed the evidence in a number of different
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areas as being weak; for instance, there are very
low correlations between intelligence and spe-
cific learning and memory tasks. In contrast,
Sternberg (1988) argues that Howe is selective of
the evidence and that broader, naturalistic learn-
ing correlates more highly with intelligence.
However, one particularly persuasive aspect
quoted by Howe and not refuted by Sternberg is
evidence of individuals who are low on measures
of general ability, yet have specific areas of high
achievement. Some ‘autistic savants’, for instance,
have severely limited interpersonal development,
general linguistic abilities and other cognitive
skills, yet are able to function at a high level with
complex mathematical calculations, on feats of
memory, or complex visuo-spatial analysis—or
they may have high achievements in applied ar-
eas such as music or art. If certain high-level func-
tions are not at all dependent on a single general
ability factor, then this casts severe doubt on the
usefulness of the concept of a single overarching
factor of intelligence.

Gardner (1983) believes that such evidence
indicates that abilities are not restricted to the in-
tellectual domain, but span at least six areas that
are largely unrelated, conceptually. These in-
clude:

Linguistic These are the cogni-

Logical- tive abilities  assessed

mathematical by  conventional  IQ

Spatial tests.

Musical Important  in  cultural
and  aesthetic develo-
pment.

Bodily-kinaesthetic The basis for physical
skills such as sport and
dance.

Personal Social abilities, inclu-
ding interpersonal sen-
sitivity and  skills  of
interacting with others.

Academic achievements appear to relate most
closely to linguistic and logical-mathematical
abilities. Despite this, general life success probably

also depends on many other factors such as inter-
personal skills and specific attainments as well as
general motivation. IQ measures do correlate to
some extent with general success in life, as meas-
ured for instance by people’s income. However,
Ceci (1990) found that this correlation was con-
founded by the amount of education which people
had experienced. When this was controlled for,
then IQ-income effects disap-peared. Nor was
there any correlation between measures of 1QQ and
success within a particular occupation.

In general, there are grounds for strong doubt
about the stability of intellectual abilities and
questions about the use of intelligence to predict
academic progress. As Howe (1989) points out, the
term ‘intelligence’ may be useful to us in everyday
life to describe general levels of func-tioning but
probably has limited value as an explanatory con-
cept in education. Perhaps, as he says, ‘So far as at-
tempts at scientific explanation are concerned,
intelligence...may quickly become as dead as the
dodo, and belong only to history.’

Other forms of assessment

Teachers can gather further information about pu-
pils by using a number of other techniques which
include observational approaches, interviews and
parental discussion. A more recent type of interac-
tive or dynamic assessment also attempts to look at
the direct process of learning and has claims to be
more naturalistic and valid. These techniques are
examined below.

Observational techniques

Observational techniques are particularly appro-
priate for gathering information about classroom
processes. They are usually carried out by a sepa-
rate person in the classroom. One of the most com-
monly used systems was developed by Flanders
(1970). As shown in Figure 3.10, this looks at 10
types of interaction during a lesson, with observa-
tional judgements made every 3 seconds.

This can show differences between teacher



Figure 3.10 Flanders’ interaction analysis categories

1. Accepts feeling
Response 2. Praises or encourages
3. Accepts or uses ideas of pupils
Teacher 4. Asks questions
talk
5. Lecturing
Initiation 6. Giving directions
7. Criticising or justifying authority
Pupil Response 8. Pupil talk — response
talk L
Initiation 9, Pupil talk — initiation
Silence 10. Silence or confusion

Source: Flanders (1970)

styles, for instance whether a teacher is able to gen-
erate student involvement, or whether he or she
tends to dominate classroom processes. As can be
seen, however, the Flanders schedule was specifi-
cally designed to show different types of verbal in-
teractions and would need to be modified to
investigate other aspects of observable behaviour.

A more extensive approach has been used by
Galton et al. (1980, 1999) as the basis of their
long-term ORACLE (Observational Research and
Classroom Learning Evaluation) study of class-
room processes. This goes into great detail, with
separate pupil and teacher record systems which
are based on categories of behaviour observed
every 25 seconds. For teachers these include the
major groupings of:

questions;

statements;

silent interactions;
listening/watching;

no interaction;

teacher’s audience; and
curriculum area covered.

Most of these are divided into further possible
groupings and specific categories, for example

OTHER FORMS OF ASSESSMENT

with some questions being task related and focus-
ing on facts, as opposed to other questions which
are related to task supervision.

The pupil record system covers the main group-
ings of:

e target pupil’s activity;
e target pupil’s location; and
e teacher’s activity and location.

Again, each of these is further subdivided into a
number of specific categories, for example with 14
different possible descriptors of the pupil’s activity,
which includes his or her level of involvement in
meaningful tasks. The information gathered from
such programmes can therefore be highly detailed
and used to show effects in a sophisticated way.
Galton etal. (1980, 1999) have used this approach
to analyse typical styles of pupil-teacher interac-
tions and also to investigate the detailed impact of
educational changes over time.

A further approach is to focus on particular
problem behaviours as a basis for the development
of specific management programmes. An example
is the technique developed by Wheldall et al.
(1985), which looks at the use of positive and
negative comments by teachers related to different
types of specific problem behaviours by pupils.
The advantage is that findings can directly imply
interventions. If teachers are overusing negative
comments, Wheldall et al.’s technique may be an
effective strategy for them to monitor and attempt
to reduce these.

Some systems use more inferential categories,
which involve the rater making a judgement
about the intended meaning underlying what an
individual says or does. An example of this would
be whether a teacher is more or less ‘encouraging’,
which would not be apparent from simple behav-
ioural descriptions. The ratings obtained can en-
able an investigator to make further judgements
such as detecting possible biases in teacher inter-
actions. One major difficulty, however, is that
there is usually very low agreement between raters
about what behaviours will fit such highinference
categories. [t is impossible to give operational
definitions since raters’ judgements will depend
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to a great extent on what they believe that the
teacher is thinking about. Even simple verbal
praise such as ‘well done’ could be interpreted as
a sarcastic comment if said in a certain way or in
the context of a particular ongoing teacher-pupil
relationship.

Raters will even have limited agreement be-
tween classification of relatively low-inference
behaviours such as ‘on task versus off task’ unless
they are given some form of training, with de-
scriptions and examples of categories. When the
rates are trained, the result can be a high level of
consistency (meaning that individuals have the
same standards over time), and reliability (as
judged by agreement between different raters).
An investigation by Wheldall et al. (1985), for
instance, found an average of 94 per cent agree-
ment between trained raters for non-inferential
pupil behaviours.

Interviews

Teachers often interview pupils or discuss them
with their parents, to report on progress or to
gather information. The interviews can be in-
tended to gather information as a basis on which
to select or advise on future studies, or to inves-
tigate situations where a pupil has problem be-
haviour. Unfortunately, there has been only very
limited evaluation of their use in schools, and
most information comes from interviews in oc-
cupational selection. These have been found to
have very limited reliability, and a review of a
number of studies by Hunter and Hunter (1984)
also found that validities were generally below
0.2, meaning that the behaviour of interviewees
after the interview bore very little relationship
to the judgements and predictions made by the
interviewers. Explanations for the lack of valid-
ity appear to lie in the social processes which
happen during such interactions, with partici-
pants following their own ‘scripts’ to achieve
goals which are often conflicting. In schools, for
instance, pupils discussing their own problem
behaviour would be strongly motivated to
present themselves as the innocent party. Parents
who have been called into school will also often

attribute problem behaviour to factors that are
not their responsibility, such as their child react-
ing against an unprovoked attack by another
pupil.

People entering interview situations have nor-
mally made critical decisions beforehand and do
not change them very readily. By comparing inter-
viewers’ judgements before and after selection in-
terviews, Dipboye (1989) reports that only one in
five change their minds at all. This is also borne
out by findings that interviewers will often ‘cor-
rect’ interviewees when what they say is counter to
the interviewers’ pre-formed beliefs.

One common form of interviewing is involved
in parents’ evenings, when pupils’ achievements
and needs are discussed. The typical encounter in-
volved in parents’ evenings has been reviewed by
Walker (1998) as being a problematic interface
between the power bases of home and school. By
using typical comments and descriptions from
teachers and parents, Walker established that the
purpose of the meeting was unclear to the partici-
pants and that there was a basic conflict of agendas.
Parents were often frustrated by not receiving in-
formation that they wanted, while teachers tended
to manage the exchange and limit the need for fur-
ther action.

Improving interviews

Although most interviews are probably of almost
negligible reliability and validity, these qualities
can be improved by using a standard structure.
Such a structure can be achieved by using ‘behav-
ioural interviews’ in school, which focus on pupils’
behaviours, as well as the context and outcomes of
what they did, rather than attributing problems to
personality traits. A review by Gresham (1984)
found that this approach could be very effective,
particularly when carried out by trained interview-
ers, and as part of an overall approach to managing
problems in school.

When the interview is to do with resolving a
behavioural difficulty, this can be achieved by
adopting a problem-solving perspective. Dowling
(1985) describes a joint home and school ap-
proach that emphasises the need to delineate and



analyse the problem together, and then to seek a
solution and agree on positive actions. The final
outcome of this might involve setting up a home-
school behavioural report, with agreed actions at
home and at school for certain criteria.

Dynamic assessment

A very different approach to assessment looks at
the changes in child’s abilities in response to a
learning situation. Conventional forms of assess-
ment are generally a form of ‘snapshot’ of a child’s
abilities or attainments at any one time. They often
tend to assume that development follows a progres-
sive and linear sequence, based upon a hierarchi-
cal structure of learning. However, as was
mentioned in the previous chapter, a very different
view of the learning process sees it as a form of ac-
tive constructivism, with the progressive develop-
ment of knowledge in the form of schemas.
Vygotsky in particular has argued that children’s
cognitive development happens within a social
context, and emphasises the importance of the
‘zone of proximal development’, an area where
children are able to perform with adult support.
This is the area where they are progressing to de-
velop their independent capabilities, and
Vygotsky argues that observing children learning
with support will therefore give a much more accu-
rate idea of their abilities and likely future
progress.

These ideas have been used by Fuerstein et al.
(1980) in Israel to assess low-achieving immi-
grant children’s educational needs. This involves
a technique known as the Learning Potential As-
sessment Device (LPAD), which investigates chil-
dren’s ability to learn new abstract
problem-solving principles, using materials such
as the Raven’s matrices test. The assessor first sees
what level a pupil is capable of without help,
then goes on to teach some of the principles in-
volved and records the pupil’s response to the
teaching. This evaluation then matches in with
different levels of a teaching technique to de-
velop these abilities, known as ‘Instrumental En-
richment’. Fuerstein argues that this approach can
be used to assess and teach general thinking skills,
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which are important in a range of educational ar-
eas. However, despite some anecdotal positive
outcomes, an evaluation of the technique by
Blagg (1991) found that there was no evidence of
such transfer.

Dynamic assessment is often carried out by us-
ing the basic paradigm of ‘test-teach-test’. The
amount of teaching necessary to reach mastery, or
the improvements in children’s scores with a
standard amount of teaching, can then be used as
an indicator of how well they are likely to
progress in the future. Unfortunately, improve-
ment scores usually have very low reliability and
have validity only when applied to a particular
area of learning. An early review investigation by
Woodrow (1946) found that learning could not
be usefully considered a single ability since
progress in any one area related only very weakly
to progress in others. If this approach is to be of
direct use in teaching and learning, then it would
probably be best applied to known sequences or
domains of skill development, where acquiring
particular abilities relate strongly to other devel-
opments. With early reading, for instance, it
could be appropriate to assess children’s knowl-
edge and learning of simple phonic skills. If chil-
dren had difficulties with analysing words into
letter sounds and also with combining these, then
the assessor could directly investigate their pho-
nological abilities and response to teaching. This
approach is of course what good teaching is all
about, and implementing it is probably limited
only by the constraints of managing and directing
whole classes.

National Curriculum assessments

Schools in England and Wales are now required to
use Standard Assessment Tests and Tasks (SATs) at
the specific pupil ages of 7, 11 and 14 years (Key
Stages 1, 2 and 3). These are derived from the Na-
tional Curriculum and involve written tests in the
core curriculum subjects, as well as specific tasks,
situations and judgements to be made by the
teacher. The original function was to assess indi-
vidual children so that the result could be used to
monitor progress and to guide future education.
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Figure 3.1l Sequence of pupil achievement of levels,
between ages 7 and 16

Key Stage Key Stage Key Stage Key Stage
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——

Age

Source: TGAT (1988)

The tests are based on the various Attainment Tar-
gets for the National Curriculum programmes of
study; they are therefore apparently criterion-refer-
enced assessments with formative functions, plac-
ing children within a level of the National
Curriculum for each subject.

As shown in Figure 3.11, the expected levels
that would be achieved by children at the differ-
ent stages were originally set out by the Task
Group on Assessment and Testing (TGAT, 1988).
The main line gives ‘the expected results for pu-
pils at the ages specified’. The dotted lines repre-
sent ‘a rough speculation about the limits within
which about 80 per cent of the pupils may be
found to lie’ (TGAT, 1988; emphasis added).
These original and apparently arbitrary expecta-
tions have been largely retained, although the
range has been lowered in later curriculum docu-
ments (DFE, 1995b) to include level 2 at Key
Stage 2 (age 11) and level 3 at Key Stage 3 (age
14). These parameters appear to continue to act
as the official basis for judging performances and
for setting future improvement targets. These
have been set for the year 2002 as 80 per cent of

all pupils at the end of Key Stage 2 to be achiev-
ing at level 4 or above in English, and 75 per cent
of all pupils in mathematics to be achieving at
that level or above.

Reliability and validity of the SATs

The SATs have been progressively implemented
over the period from 1991 onwards. During this
time there has been growing debate as to their
meaning and usefulness. One area of concern is the
likely reliabilities associated with them, since no
test-retest data have been published and there ap-
pear to be a number of likely sources of error.
These can be briefly summarised as:

e the relatively short length of many of the tests,
which may result in variable coverage of the
curriculum. The 1998 Key Stage 2 SAT;, for in-
stance, failed to cover the key areas of ‘percent-
ages’ in mathematics and ‘the body’ in science;

¢ the administration process—which is partly
standardised but must vary somewhat between
schools and different teachers;

e the group testing format—which will result in
limited supervision and variable involvement
by students; and

e the use of different assessors, who may interpret
criteria in different ways.

The rather subjective nature of the assessment of
many items applies particularly to Standard Tasks
at the lower levels, which are heavily dependent
on individual teacher administration and judge-
ments. Abbott et al. (1994) found wide variations
between schools in the way in which an earlier sci-
ence task was carried out, sometimes with frequent
interruptions and with variable prompting and
support by the teacher. In order to improve the
standardisation, it is important for criterionre-
ferenced assessments to have specific directions for
the criteria which are assessed. For instance, al-
though the National Curriculum Attainment Tar-
gets include a knowledge of phonics, this is
assessed at Key Stage 1 only by teacher observation
of the strategies used in reading. A more reliable
and meaningful assessment of these abilities would



specify the sounds to be tested, the sequence of
testing, the time given for each response, and crite-
ria for what constitutes a correct response in terms
of pronunciation.

Some tests have been officially assessed for
consistency in the way in which test items are an-
swered. Unfortunately, however, the assessment
process used Cronbach’s alpha, which, as de-
scribed earlier in this chapter, can give only lim-
ited information. For the 1996 Key Stage 2 results
(SCAA, 1997), values ranging from 0.82 (for sci-
ence test B) to 0.91 for spelling were found. Such
values are within what is normally judged to be
the satisfactory range for test consistency; how-
ever, using the information given for Key Stage 3,
Wiliam (1995) has estimated that about 30 per
cent of pupils could still be placed at the wrong
level.

Such measures of internal consistency do not
account for what is probably the greater part of the
possible error, namely that due to variations in ad-
ministration, test performance and marking. It
would therefore seem wise to be cautious when in-
terpreting level data for individual students, par-
ticularly when they have borderline marks. With
aggregations of scores, some random errors will of
course tend to cancel out; for a class of 20 or more,
individual student variability will not usually af-
fect the total score very much. However, as dis-
cussed below, there could still be a significant bias
in the overall administration and marking proce-
dures; without knowing these it may be unwise to
make comparisons between the results for different
schools.

Pumfrey and Elliott (1991) note that the grad-
ing scale of the SATs is inevitably crude and loses a
great deal of information, since pupils are assigned
to relatively few levels, each of which covers a
two-year range. In 1996 at Key Stage 2 in math-
ematics, for instance, the average level of 4 cov-
ered the marks from 41 to 60 (SCAA, 1996). This
relatively wide range must inevitably reduce the
validity of the level gradings for any form of deci-
sion making.

Although the validity of the SATs may be at
least partly ensured by the fact that they cover a
sample of the National Curriculum, there have
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been some comparisons which indicate that they
do not relate particularly well to other standard
measures. One study by Davies and Brember
(1994), for instance, compared 176 Year 2 chil-
dren on a standard mathematics test (which has
good reliability and validity) with the level
achieved on the mathematics Standard Task. The
correlation between the two was only 0.63, which
is a rather low concurrent validity for tests that pur-
port to be measuring the same thing. A further
study by Lindsay and Desforges (1998) related
children’s reading scores on Key Stage 1 SATs with
their attainments on a reliable standard reading test
given shortly afterwards. Although there was some
relationship between the scores, there was signifi-
cant variation, with children recorded at Level 2
achieving reading test ages from below 5 years to
over 10 years! If a standard test was unable to do
better than this, it would normally be judged to be
unsuitable for making relative judgements be-
tween children.

‘Teaching to the test’ and ‘shifting
goalposts’

SATs are an example of ‘high stakes’ testing. Al-
though they may not affect the future of individual
pupils very much, they are increasingly being used
to evaluate the performance of schools and teach-
ers, and hence are the source of a great deal of con-
cern.
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Owing to the importance of these assessments, it
seems likely, as Wiliam (1996) argues, that teach-
ers and schools will focus their teaching on them. If
the tests themselves were highly representative of
the curriculum content (i.e. the programmes of
study), then this would be a valid thing to do since
the only way to improve results would be to im-
prove pupils’ abilities with the whole curriculum.
However, the assessments are inevitably selective,
and focus on those aspects which are the easiest to
examine with the format of existing tests. This en-
courages teachers to concentrate their teaching on
a limited set of objectives to achieve high SAT re-
sults, rather than ensuring a good coverage of the
wider curriculum.

There are signs that this process may have
been happening (particularly at Key Stage 2),
and pupils generally attained progressively
higher marks over the first three years of SATs.
Unfortunately, as can be seen in Figure 3.12,
there was then a general ‘plateauing’ of achieve-
ments in 1998, which would have made it un-
likely that the governmental targets for 2002
could be met. Much hope has therefore been
pinned on the effectiveness of the literacy and
numeracy strategies to achieve this high target,
and there were indications that it was indeed be-
ing achieved, with the 1999 and 2000 SATs
showing significant gains. However, the im-
provements in mathematics (before the nu-

Figure 3.12 Number of children achieving at level 4 and
above on Key Stage 2 SATs
100%

90%

O Science
© English

80% o
+ Maths

70%
60%
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40% 1
30%

95 96 97 98 99

Source: Based on information from DfEE (1998b, 1999a)

meracy strategy was fully implemented) and in
science (where there had been no special strat-
egy) indicate that these gains may be more due
to an increased emphasis on standards, with ad-
ditional funds having being made available for
schools to coach pupils with ‘booster classes’ just
before the tests.

One major problem with comparing results in
this way is that there have been significant shifts
(mainly upwards, but some down) in the marks
needed to achieve particular grades. In 1995, for
example, the mark needed to achieve the grade of
a level 4 in mathematics was 31. Although the
tests were supposed to be based on the same crite-
ria, following an initial sample in 1996, the
equivalent mark was raised to 41! If test items
were comparable from year to year and the tests
were really criterion referenced, it should not
matter how many pupils achieved at a certain
level, and grade marks should be roughly stable
from year to year. The conclusion has to be that
criteria were shifted in order to retain the original
(arbitrary) distribution of achievements, and that
from an early stage the SATs became largely
summative assessments based on normative crite-
ria.

The evidence of apparent early progress on the
SATs has also been thrown into doubt by a study
by Davies (1999). This found that the achieve-
ments of two samples of nearly 200 Year 6 chil-
dren in 1995 and 1996 showed a decrease in
achievements on standardised NFER mathematics
and reading and comprehension tests. The same
pupils showed apparent improvements on the
SATs which were in line with the national in-
creases described earlier. This therefore supports
the possibility that most of the early improve-
ments were due to factors such as increased famili-
arity with the test and preparation for specific
content and types of questions.

More recent SATs have apparently been stand-
ardised a year before their use by being given to a
sample of children who had just sat the previous
year’s SATs. This is used to match the marks needed
for each of the levels (Cassidy, 1999a), a procedure
known as ‘equipercentile equating’. This meant,
for instance, that the criterion marks to achieve a



level 4 in English fell from 51 in 1998 to 47 in
1999 as the set exam apparently became harder.
Although this appears to be a fair procedure, one
problem could be that pupils (and teachers) might
not be so well motivated with the initial trials of a
test as they are with the actual SATs. This would
have the effect of making the trial test appear more
difficult than it actually is, leading to a lowering of
mark thresh-olds. Over a number of successive
years this could lead to criteria becoming progres-
sively easier to achieve. There are possible signs of
this in the English Key Stage 2 SATs in 1999,
where a final inspection of the script after the test
had been taken indicated that the criterion for
level 4 was too low and had to be raised (Cassidy,
1999b).

Changing criteria are not necessarily evidence
of governmental skulduggery to raise apparent
standards, but it is nevertheless likely that even the
most sophisticated technical attempts will not be
able to lock in standards over successive years.

Baseline assessments

The most recently instituted form of assessment in-
volves evaluating children’s abilities within seven
weeks after they have first started school, to iden-
tify their needs and as an early measure with which
to compare subsequent progress. At a minimum,
this assessment covers speaking and listening, read-
ing, writing, mathematics and personal and social
development. Schools are also encouraged to in-
clude accounts of children’s physical and creative
development and their general knowledge and un-
derstanding of the world. Each of these areas is di-
vided into a number of different abilities; for
example, ‘reading abilities’ can include a knowl-
edge of letters and sounds in words as well as early
sight vocabulary and knowledge and interest
about books.

Each of these categories must be given some
form of numerical grading to be used as a basis for
assessment of children’s educational needs, and to
be used for a comparison of children’s progress.
The assessment can then be used to make relative
judgements to identify children who may have

NATIONAL CURRICULUM ASSESSMENTS

special educational needs, and also to act as a ba-
sis for value-added measures as described later in
this chapter. A problem with this is that initially
there were 90 different registered schemes and it
is therefore difficult to make any national com-
parisons. However, earlier research by Plewis
(1991b) found that attainments at the beginning
of the reception year accounted for 35 per cent of
the variation in children’s attainment at the end
of Year 6, whereas ‘proxy’ measures such as free
school meals account for only about half as much
variation.

Despite this, early assessments are still highly
variable as predictors for individual children, and
Lindsay and Desforges (1998) found correlations
ranging only from 0.31 to 0.37 between scores on
an early version of a baseline assessment and sub-
sequent Key Stage 1 assessment scores. The rela-
tive lack of correlation is partly due to variations
in the underlying general developmental progress
of young children, with the progress of early skills
showing many discontinuities. Young children
may, for instance, make rapid pre-school progress
with learning a basic sight vocabulary but then
slow down if they have difficulty using letters to
discriminate between new words.

In terms of identifying and providing for special
needs, it would seem to be best to use baseline as-
sessments as an initial screen, which should be sub-
ject to regular review. They could probably also be
of value as a basis for comparing schools and al-
lowing for their different intakes. Unfortunately,
the number of different schemes in use means that
only limited such comparisons are possible.

Records of achievement

As part of their implemention of the National Cur-
riculum, schools must keep records of pupils’
progress within each of the curriculum areas. One
popular form of such recording is produced by
Modbury (1995), and is based on the Attainment
Targets, split up into skill areas. For example, level
2 for handwriting is that ‘letters are accurately
formed and consistent in size’. This enables teach-
ers to note when they have covered a particular
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statement and/or when it is achieved by the stu-
dent.

Such assessments are criterion referenced and
could assist in planning and delivering subsequent
teaching. Records can also be used for reporting to
parents, and to build up a final summary of pupils’
achievements on completing their schooling.
These have high face validity, since they are re-
lated to the real-life teaching process and curricu-
lum content. Williams and Mallon (1997)
describe how this information has been used in Bir-
mingham for determining which children have
special needs and their entitlement to additional
funding.

We saw earlier how such assessments are
likely to be relatively imprecise since each level
covers the relatively wide range of two years of
normal progress. Differences between the de-
scriptions for different Attainment Targets are
also relatively subjective, leading to
unreliability. As an example of this, the differ-
ence between the Attainment Targets at levels 2
and 3 for handwriting is only the relatively im-
precise word ‘fluent’. These difficulties were
probably reflected in the significant differences
between early teacher assessments of the attain-
ment targets achieved by pupils and the actual
test results they achieved (DfEE (1996a) analysis
of the 1995 SAT results). In mathematics, teach-
ers considered that 54 per cent of pupils were at
level 4 or above, whereas on the actual tests
only 44 per cent achieved this level. The accu-
racy of teacher assessments improved in subse-
quent years, but as these can be carried out after
the SAT grades have been received, this may
only represent a form of agreement with the test
results.

A final National Record of Achievement
(NRA) has also been used at the end of secondary
schooling, as a summative review of a pupil’s gen-
eral attainments and progress. This portfolio con-
tains documents covering courses followed,
National Curriculum attainments and other pub-
lic exams, achievements in other subjects and ac-
tivities organised by the school, and personal
interests, achievements and experiences. The
NRA should be of use in deciding on a pupil’s fu-

ture education or career, although the review of
qualifications by Dearing (1996) found that it
was often presented only at a school-leaver’s first
job interview and then forgotten. The NRA was
therefore relaunched in 1997 as the Progress File,
with a renewed emphasis on key skills, targets and
lifelong learning.

Value-added measures

Perhaps one of the most important uses of assess-
ments is the way in which they can be used to com-
pare and judge the effectiveness of schools.
However, crude league tables can be highly mis-
leading, owing to variations between the abilities
of pupils going to different schools. A fairer ap-
proach is to adjust for intake using some form of
measure of children’s background, such as the per-
centage who receive free school meals (an index of
parental income). This can only be an indirect and
approximate measure of individual children’s
formative experiences, but when applied to
whole-school populations it is a significant dis-
criminator. This was used by the education White
Paper Excellence in Schools (DfEE, 1997¢) to com-
pare schools having similar intakes and to argue
that the differences show variations in effective-
ness.

However, when the effect of a free school meals
measure is properly assessed using multilevel statis-
tics (see Chapter 6), a review by Plewis and
Goldstein (1997) considers that it accounts for at
most a third of the variation in pupils’ attainments.
As discussed in Chapter 6, school effects are not re-
sponsible for the remaining two-thirds but account
for in the region of 10 per cent. Pupils’ back-
grounds can account for a great deal of the varia-
tion in their attainments, but entitlement to free
school meals is a relatively indirect and crude
measure of this.

Despite these findings, one approach adopted
by the DfEE (1998b) is to generate expected at-
tainment levels (called ‘benchmarks’) based on a
school’s level of free school meals, and derived
from national statistical information. This infor-
mation is also given yearly to schools as part of
their individual Performance and Assessment re-
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port (PANDA). Schools have been directed to
use this information in conjunction with national
standards to set targets for improvements in
Key Stage 2 and GCSE results over the coming
years.

Another way of assessing progress is to compare
a school’s pupils’ attainments over time using
SAT results. If they make better progress than pu-
pils in the rest of the country, then this might be
attributed to the particular effectiveness of their
school. Again, the DfEE has generated tables
(DfEE, 1998b) based on nationally representative
samples, which show pupils’ previous progress
from one Key Stage to another. This is referred to
as ‘value added information’ and enables schools
and teachers to see whether their pupils’ progress
is above or below the national rate. In the exam-
ple in Figure 3.13, school A’s pupils achieved an
average level 1 at Key Stage 1, but then went on
to achieve an average level 4 at Key Stage 2,
making better than average progress. School B’s
pupils, however, achieved an average level 3
at Key Stage 1, but achieved only an average
level 4 at Key Stage 2, making less than average
progress.

This type of analysis will be better than compar-
ing raw scores, since these can be affected by the
standard of a year group, particularly with the low
numbers involved in primary schools. A small
number of children with special needs could there-
fore have a large effect; even children with known
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medical syndromes are included in a school’s re-
sults, except when a child is about to transfer to a
special school.

However, the danger with using such graphs is
that it is easy to forget that they have all the errors
of the original data built into them. An indi-
vidual school’s apparent progress with SAT
achievements can, for instance, be affected by
factors such as:

e the probably limited reliability of such assess-
ments (as discussed above), which may be due
to some form of bias in the assessment and mark-
ing procedures;

e the limited overlap between the nature of the
content of SATs at different phases, which
would produce a significant amount of varia-
tion;

e the limited coverage of the assessments. Small
differences in knowledge might therefore have
a large effect on scores—revising a particular
topic the day before could easily boost results if
it came up in the test;

e whether children were away owing to illness or
a family holiday—they are still included in the
total for the analysis of a school’s results as not
achieving the relevant criterion;

e children who move into or out of the school
just before an assessment, often with unusually
low levels of achievement or English as a sec-
ond language (although the latter may be ex-
cluded in the future).

The spread of data indicated by the quartile
boundaries may reflect a combination of a number
of such effects. A school with below average stand-
ards may have been negatively affected by any
combination of these and it would therefore be
misleading to make comparisons on this basis.

Again, it should not be forgotten that the most
important determinants of children’s progress are
almost certainly influences which come from out-
side school. If this is the case, then although
schools may be interested in such analyses, it is
probably invalid to use them as the basis for judge-
ments about educational effectiveness or to com-
pare standards over time.
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Summary

Assessment is a key part of the teaching and learn-
ing process. The assessment of ability includes as-
sessment of knowledge, skills and understanding,
although most tests are based on factual recall. Ap-
titude assessments look at the basis for future at-
tainments.

Summative assessments indicate the level of pu-
pils’ achievements. Formative assessments are used
to guide the nature of future educational experi-
ences; their use involves feedback to students and
includes questions put by teachers. Most tests can
be seen as lying along a continuum and have both
summative and formative features.

Most assessments used by teachers are relatively
informal, but formal assessments give additional
information. These can take the form of criterion-
referenced tests based on the curriculum, or stand-
ardised norm-referenced tests which enable
teachers to assess pupils’ absolute level of achieve-
ments. To be of use, such tests must have appropri-
ate items, and be reliable (dependable), with
limited errors, and valid (meaningful) in some way.
Intelligence testing is a norm-referenced assessment
of general ability; two of its main components are
verbal and non-verbal abilities. Although such
tests are reliable, there are increasing doubts about
the general utility of a single concept of intelli-
gence.

Observational techniques are typically based
on recording categories of behaviours. Information
from these can be used to analyse classroom proc-
esses and as a basis for altering management ap-
proaches. Interviews with pupils and with parents
are commonly used in schools, and although they
are inherently unreliable, these can have an impor-
tant role in managing problem situations. Recent
developments in assessment emphasise the dy-
namic nature of learning and link directly with
teaching techniques.

National Curriculum assessments (SATs) were
set up with criterion-referenced goals but appear to
have developed to become largely summative and
‘high stakes’ tests. Their validity is also somewhat
doubtful, owing to their restricted coverage and
their reliability is probably limited. Baseline assess-

ments of achievements on entering school appear
to have low predictive validity for individual chil-
dren but could be useful for comparing the general
intakes of school. Records of achievement enable
teachers to carry out criterion-referenced assess-
ments and therefore have high validity but may
suffer from low reliability owing to relatively loose
achievement criteria.

An important function of SATs has come to be
in assessing value-added effects, setting targets
and evaluating the effectiveness of schools. How-
ever, such judgements seem unlikely to be justifi-
able, owing to the lack of accuracy of measures of
background factors, the errors involved in the
SATs and the limited differences that exist be-
tween schools.

Key implications

e Teachers and pupils benefit from frequent feed-
back. This is effective really only if it contains
information about how to improve teaching or
learning rather than just evaluating levels of
achievement.

e To be effective, assessments need to be reliable
(dependable) and valid (meaningful).

e Tests of general ability may be reliable, but
have doubtful validity.

o Itis likely that the SATs fail to meet the criteria
of useful reliability and validity for individual
children. They are also a crude and probably
misleading basis for the comparison of indi-
vidual schools.

Further reading

Paul Black (1998) Testing: Friend or Foe?

Theoryand Practice of Assessment and Testing . Lon-

don: Falmer Press.
A good introduction to the background of test-
ing and the various ways in which it can be im-
plemented and used. Looks at the conflicting
functions of tests. As you might guess, the au-
thor concludes that the answer to the question
in the title is a mixed one.



NFER-Nelson Primary and Secondary Education
Catalogues.

NFER-Nelson is the main supplier of tests to
schools. The catalogues tell you what tests are
easily available, and NFER-Nelson’s own tests
are professionally designed and validated. To
give you an idea of what is involved, most of
the tests have a specimen set which you can buy
at a relatively low price.

Educational tests are also published by Macmillan,
Hodder & Stoughton and LDA.

FURTHER READING

Practical scenario

Ms Peters considers that she is a competent teacher and that
she helps her children to do as well as they are able. She has
now become eligible for the threshold payment and would
like to apply for this. However, she is worried because one
of the requirements is that she has to give some proof that
her pupils make good progress. Her pupils already have to
do SATs part-way through the year but she feels that their
attainments on these are not just due to her teaching, and
she is wondering if there is any other evidence that she could
gather.

e Would the SATs be in any way a fair reflection of Ms Pe
ters’ teaching input, given that the standards of schools’
intakes vary considerably? Might she be able to make
some adjustment based on the children’s backgrounds?

*  How can she separate out the effects of her teaching on
attainments from those of previous teachers? Should she
start to carry out some formal achievement tests on her
pupils at the beginning and at the end of the academic
year?

*  How could Ms Peters use the curriculum that she teaches
as a basis for assessing improvements? Is this
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4 Individual differences and achievement

The importance of differences

Intelligence

Use of IQ testing

Evidence for IQQ as an academic predictor
Heritability and abilities

Home background
Family size and birth order
Direct effects of home background

Gifted children

What is meant by ‘gifted”?

Problems with the use of IQ to identify gifted
children

Why identify gifted children?

Additional help for gifted children

The origin of high abilities

Creativity
Measuring creativity

Chapter structure

Creativity and intelligence

Creativity, personality and subject choice
The creative process

Facilitating creativity

Thinking skills

Problem solving

Knowledge and rules

Use of thinking skills

Metacognitive skills

Programmes to develop thinking skills

Cognitive style

Integrating styles

Verbaliser—imager cognitive style
Implications of different cognitive styles

Personality
Using more factors
Educational implications

The importance of differences

Chapters 2 and 3 have looked at general learning
principles and ways of assessing attainments. Al-
though these can help teachers to match what they
teach, each child is an individual, with a unique
combination of abilities and characteristic styles.
These differences are important since they can give
us an idea about how we should adapt learning ex-
periences for each child’s particular needs.

In the past, one of the most important ways of
measuring differences has been to focus on the
‘general ability’ of children, as measured by intelli-
gence tests. [t is important to know whether or not
this might be a good idea since it implies that we
could use general ability to categorise children and
to provide appropriate education based on IQ
tests. The possibility of an inherited, biological ba-
sis for intelligence would lend strong support for
such an approach since it implies that children
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have an underlying potential which is relatively
stable. This belief has many implications for the
way in which education should be organised and
its validity continues to be passionately debated.

More recent developments in cognitive psy-
chology—the study of human perception, thinking
and learning—have made it possible to analyse
and describe thinking processes. We can now un-
derstand specific aspects of children’s learning and
see how to match with these to develop their
achievements. Other ways of differentiating be-
tween children focus on more qualitative aspects,
with an emphasis on learning style, applied to gen-
eral thinking processes. Children’s personality can
also affect the learning process since this shapes the
way in which they relate to others in learning situa-
tions.



Intelligence

Use of 1Q testing

Intelligence tests have often been used in educa-
tion to attempt to predict children’s future aca-
demic progress, with different levels of measured
intelligence being taken to imply the need for dif-
ferent forms of educational experiences. More able
children are supposed to need abstract and aca-
demic experiences, with an accelerated rate of
progress. Less able children on the other hand, are
supposed to need more direct, practical experi-
ences, with a slower rate of learning.

Another function of IQ assessments has been to
indicate a child’s potential for learning. When this
matches achievements, then children can be said
to be fulfilling their potential, whatever level this
might be. When there is a discrepancy and chil-
dren’s achievements are below their potential
level, then it can be argued that they have a spe-
cific problem. The most important problem of this
type is underachieving with literacy, often being
termed ‘dyslexia’.

Evidence for IQ as an academic
predictor

Although these arguments may seem plausible, the
majority of the research findings to be discussed
below indicate only a limited relationship be-
tween IQQ measures and performance on academic
skills. Any correspondence which does exist can
also be open to a number of alternative interpreta-
tions. One such possibility is that the academic
skill itself or other subskills might themselves have
an effect on IQ, or that both tests may be affected
by another general process such as motivation or
concentration. [Q tests are also very heavily reliant
on verbal abilities, and even the non-verbal
subtests which are used are significantly affected by
verbal processes. Verbal knowledge and under-
standing are often an important basis for academic
progress, and correlations between 1Q and school
attainments may therefore exist only because they
both depend on this same factor.

INTELLIGENCE

Reading and I1Q

As reading ability is a key basic skill in education,
many investigations have attempted to relate this
to underlying general abilities. When IQ and read-
ing ability are assessed at the same time, however,
correlations tend to be in the region of 0.5 to 0.7,
with the higher values being found only when
older children are assessed. Yule et al. (1981), for
instance, tested 82 pupils at age 16 1/2 on the full
WISC and on a sentence-reading test. The highest
correlation that was found was 0.68, between the
verbal scale of the WISC and reading. When the
complete IQ was used (including non-verbal
subtests), the correlation with reading reduced to
0.61. This is a typical finding and indicates that
reading at this age level is mostly dependent on
general verbal skills and comprehension. From
this, a plausible explanation of the correlation is
that it is merely showing that both higher-level
reading and IQ tests involve underlying verbal
abilities.

A further argument here is the so-called ‘Mat-
thew effect’ described by Stanovich (1986), which
is named after the biblical quotation in the book
of Matthew, that ‘for whosoever hath, to him shall
be given’. Stanovich believed that children who
are good at reading can use this skill to develop
better verbal abilities, while poorer readers miss
out. This idea is supported by Stanovich’s findings
of a strong correlation between measures of reading
experience such as children’s recognition of book
titles, and their verbal abilities. An alternative ex-
planation of this is of course that children who are
more knowledgeable tend to read more. Other re-
search however, such as that by Nagy et al. (1987),
shows that the direct process of reading itself de-
velops vocabulary knowledge and that this can ac-
count for a large proportion of verbal abilities.
Tests of intelligence are largely based on such ver-
bal knowledge and understanding. As summarised
in Figure 4.1, it seems that intelligence itself de-
pends upon, and is developed by, the process of
reading.

Predictive correlations between 1Q and reading
over time are even weaker, typically less than 0.4.
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Figure 4.1 Possible relationships between intelligence and literacy
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In an early longitudinal study of 53 children,
DeHirsch et al. (1966) found a correlation of only
0.31 between Stanford-Binet IQs on starting
school and reading ability two years later.
Stevenson et al. (1976) also assessed a number of
children’s attainments and abilities, including IQ
on starting school, and followed up their progress
four years later. Verbal intelligence correlated with
subsequent reading only at 0.2, and such findings
indicate that there is only a weak and probably in-
direct effect of such measures of intelligence on
academic progress.

The best way of predicting progress is to use spe-
cific rather than general abilities. When this is
done in a particular skill area, correlations can be
relatively high. Neale (1989), for instance, quotes
research which found that early reading ability cor-
related at 0.83 with reading age one year later. Cor-
relations are also relatively high if the initial
ability measured forms a basis for later progress. A
typical finding by Blatchford et al (1987) was that
children’s pre-school knowledge of letter sounds
correlated at 0.61 with reading ability two years
later. This was significantly higher than the predic-
tive correlations from word-matching tasks or ver-
bal intelligence and is consistent with the idea, to
be discussed in Chapter 9, that early reading
progress depends largely on various types of phonic
skills. In this study, knowledge of letter sounds was
also related to parental involvement; it seems
probable that early reading abilities were helped
by parents teaching letter sounds to their children,
as well as their continued involvement in helping
with general reading.

Language-based abilities
(vocabulary, language structures,
verbal understanding,
phonological abilities)

Interactive, developmental
perspective

—N Measured by

‘intelligence tests’
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Heritability and abilities

As we shall see in Chapter 6, the greater part of
variation in academic progress seems to be ac-
counted for by factors outside of the educational
system. One possible explanation for the impor-
tance of outside factors could be that general abili-
ties such as intelligence are largely inherited, and
that these determine subsequent academic
achievements. Gill et al. (1985), for instance,
found that twins (who have a high level of genetic
similarity) scored at a very similar level on aca-
demic achievement tests at age 17, consistent with
a heritability level of up to 0.7. Children also show
greater similarity of intelligence with increasing
genetic similarity, and Bouchard and McGue
(1981), summarising 111 studies in this area, found
the correlations shown in Table 4.1.

A review by Neisser at al (1996) found that fur-
ther analysis of such findings showed that an aver-

Table 4.1 IQ correlations for different family
relationships

Relationship 1Q correlations
Identical twins

Reared together 0.86

Reared apart 0.72

Siblings

Reared together 0.47

Reared apart 0.24

Parent/child

Natural 0.42

Adopted 0.19

Source: Based on data in Bouchard and McGue (1981)



age value of about one-half of the observed vari-
ance of IQ can be traced to genetic variation. It is
important to realise, however, that most of the
above correlations are relatively weak and that
comparisons between them are not particularly
meaningful. For instance, the parent-natural child
relationship correlation accounts for just above 17
per cent of the variance between the 1Qs of parents
and those of their children, and the parent-adopted
child correlation accounts for just above 4 per cent
of the variance. Since many children are adopted
after already having been with their biological par-
ent for a few years, the effects of the early home en-
vironment, as described below, might easily
account for this difference.

The strongest evidence supporting heritability
comes from twin studies, particularly from the
high similarity of the intelligence of identical
twins, even when they have been separated and
raised in different environments. Identical twins
are originally formed from the same fertilised egg
cell, or zygote, and their cells have the same ge-
netic information. This causes such monozygotic
twins to have very similar physical structures, in-
cluding the brain. These findings seem convinc-
ing but they have been subject to a considerable
amount of criticism. In particular, the similar ap-
pearance of identical twins leads to their experi-
encing a much more closely similar environment
than is usually the case with non-twin siblings.
One reason for this is that identical twins who
live together are often mistaken for each other
and are generally treated in much the same way.
Moreover, Evans and Waites (1981) review evi-
dence showing that even when siblings are sepa-
rated, they frequently continue to have similar
environments. For instance, adopted siblings are
usually placed with families of similar back-
ground. Indeed, they are often placed with mem-
bers of the extended family (e.g. aunts and
uncles), where they can remain in contact with
their original siblings and families. When Ceci
(1990) reanalysed some of the original data, sepa-
rating out the pairs of identical twins reared in
dissimilar environments such as rural versus ur-
ban, he found that the IQ correlation was mas-

INTELLIGENCE

sively reduced—to only 0.27, which would only
give a negligible role for genetics.

Thus although there are correlations between
the general abilities of relatives within families,
this does not prove that these are inherited. Kamin
(in Eysenck and Kamin (1981)), for instance, ar-
gued that the evidence at the time when he was
writing was compatible with there being no herit-
ability at all, since there are equally plausible ex-
planations based on the effects of parent-child
interactions, with more able parents just providing
better-quality input for their children. As will be
discussed later in this chapter, Hart and Risley
(1995) have found supporting evidence for this in
long-term direct investigations of family verbal in-
teractions and their effects on cognitive develop-
ment.

With recent developments in genetic analysis,
there have been attempts to link specific genes di-
rectly with performance on IQ tests. Chorney et al.
(1998), for instance, carried out a comparison of
the genetic profiles of two groups of students, one
with an average IQ of 101 and one with an average
IQ that was above 160. If intelligence is carried by
a number of genes (as many researchers believe),
then the high-IQ group should have had many
more of any genes which code for intelligence. An
analysis of the genes in the two groups found that
one particular gene called IGF2R could account
for 2 per cent of the variation in intelligence test
scores, being carried by about 17 per cent of the
average IQ group and 34 per cent of the high-1Q
group. However, given such a massive IQ differ-
ence between the two groups, one might have ex-
pected any genetic differences to be much greater,
with all the high-IQ individuals possessing the bet-
ter genes. The authors acknowledge that there is a
possibility that the genetic findings may have been
due to other differences between the two groups.
For instance, the two groups might have had differ-
ent ethnic compositions coming from separate
gene pools. It is also unclear how IGF2R could be
involved since it is an insulin-like growth factor
gene with no known effects on brain mechanisms
and intelligence.

If intelligence is substantially inherited, it

~
Aol

y 193deydn



80

INDIVIDUAL DIFFERENCES AND ACHIEVEMENT

Table 4.2 Family context and intellectual climate

Family composition

Total scores + Average intellectual

number in family climate
30+30+0

Single newborn child B e— 20
30+30+2+0

Second newborn child with 2-year-old sibling B E— 15.5

should also show high stability and would be
likely to have a strong and cumulative effect on
school achievements over time. As the predictive
correlations between measured IQ and future
school achievements are relatively low, and be-
come even weaker over longer periods of time, it
seems unlikely that heritable abilities have any
major effect on academic achievements. It may
still be the case that specific forms of genetic ab-
normalities limit intellectual abilities and aca-
demic progress. However, such abnormalities are
relatively rare, and as regards the majority of the
population it may be more productive to look for
more direct effects related to children’s immediate
environments. Since children’s early environment
involves the context of parents and other siblings,
there have been attempts to relate aspects of these
to intellectual and academic progress.

Home background

Family size and birth order

One possible way in which the family context
could affect an individual’s abilities is by the ef-
fects of a child’s position within the family. Ac-
cording to Zajonc’s (1976) confluence theory, each
successive child is born into a different family con-
text. The first child receives a high level of paren-
tal attention, but subsequent children receive a
reduced level of general intellectual stimulation
since they are also interacting with an older sibling
whose intellectual abilities are less than those of an
adult. Zajonc estimates the general intellectual cli-
mate of the family by assigning a value of 30 to
each adult and the actual age for each child (the

newborn has a value of zero). Applying this to first-
and second-born children in a family would give
the outcomes shown in Table 4.2. Thus the theory
predicts a reduced intellectual climate for larger
families, and also suggests a birth order effect, with
successive children having progressively lower
abilities. These predictions have been supported
by findings from a study of 800,000 pupils compet-
ing for college scholarships in the United States by
Breland (1974). As shown in Figure 4.2, this found
a maximum difference of 9 IQQ points between the
last children born in large families and the first-
born in small families.

Zajonc also argues that this effect does not arise
merely from depletion of the resources (intellec-
tual or material) available to each child, but is a

Figure 4.2 Abilities of children in different-sized
families
108
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scores 3 children
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Source: Storfer (1990), recalculated from original data
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Figure 4.3 Changes in mean birth
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more subtle one that depends on the particular in-
tellectual climate that exists for each child at dif-
ferent ages. For instance, ‘only children’ would
appear to have the highest possible levels of adult
stimulation since this is not shared out with any
others, yet they perform below all other first-born
children. Zajonc’s explanation for this is that chil-
dren with younger siblings take on a tutoring role,
and that in the process of doing this they further
develop their own understanding. Although the
picture of a kindly older child patiently helping
their younger brother or sister may seem rather un-
likely to parents reading this, children may never-
theless be able to develop their abilities by being
in a more dominant role involving direction and
management of their sibling(s).

One major argument against Zajonc’s explana-
tion of the effects of different family sizes is the fact
that larger families are associated with lower socio-
economic status and that this may cause the reduc-
tion in abilities. In an analysis of more than 10,000
American high school graduates, Page and
Grandon (1979) found that social class and race
accounted for most of the relationship between
family size and achievements. However, in direct
observations of the effects of family size, Hart and
Risley (1995) found that the overall amount of
verbal interactions in different-sized families
stayed roughly the same but that having more chil-
dren in a family led to each of them receiving a
reduced share of attention.

Zajonc and Mullally (1997) argue that birth

order effects occur within social classes, although
the influence of these effects may not be as great
as that of social background. They also review
evidence showing that when larger groups are
studied, the effects of variables such as class are
cancelled out and that measures of birth order re-
late closely to eventual examination test scores.
As shown in Figure 4.3, for British A levels, there
has been an intriguingly close historical corre-
spondence, with original birth order measures ac-
counting for 86 per cent of the variance in exam
results 17 years later.

It might be wise to be cautious about interpret-
ing these findings since a correlation need not nec-
essarily imply causation. The changes in both
variables might, for instance, be due to changes in
other social factors such as progressive improve-
ments in living standards. Despite these cautions,
Zajonc and Mullally did find similar closely
matched trends in a range of other birth order and
achievement data in other countries and at differ-
ent times. If it is the case that A level results are
dependent on the effects of birth order (and
thereby student calibre), then Zajonc and Mullally
consider it likely that future exam results will not
continue their present rise. The 1997 and 1998 re-
sults did not, however, initially confirm this pre-
diction, although the 1998, 1999 and 2000 results
did show a certain levelling off. There could of
course be many other compensatory factors operat-
ing, such as the increase in modular courses, which
may make it easier for students to achieve a pass, as
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well as improvements in children’s social back-
grounds and the support they get from home.

Despite these suggestive findings, family size
and birth order are probably rather general effects
and are unlikely to be able to account for much of
the progress of individual children. To get closer to
more powerful determinants, it is likely that one
would need to consider those specific experiences
which are likely to underlie such outcomes, and
most investigations of such experiences have
looked at the impact of parents on their children’s
development.

Direct effects of home background

Parents in different home backgrounds certainly
appear to vary in the extent to which they give
support for their children with early learning tasks
and with school work. A study by Elliott and
Hewison (1994), for instance, compared different
socio-economic groups in terms of parental in-
volvement and the academic outcome of reading
ability. Those children who made the most progress
with reading were helped regularly by their par-
ents, whereas those who made the least progress
came from homes where children were given little
help and where there were few books. In this study,
a paired reading project with working-class chil-
dren and their parents brought the children’s aca-
demic achievements up to those of children from
the other social classes, indicating that parental
support can be a direct factor leading to academic
progress.

These findings are also consistent with the re-
sults of investigations by Bernstein and by Honey,
to be discussed in Chapter 8, on the effects of home
language on school progress, with middle-class par-
ents typically using and fostering the use of an
elaborated linguistic code. Such a code is sup-
posed to be more capable of embodying abstract
ideas and knowledge, and to be more suited for for-
mal educational processes. A study by Tizard and
Hughes (1984) also found that children from good
homes experienced a higher quality of verbal in-
teraction and stimulation with their parents than
they experienced in their early schooling. In a lon-
gitudinal study Gottfried et al. (1994) investigated

the effects of different parenting styles on motiva-
tion and eventual academic outcomes. Some of
the parents used techniques that encouraged an in-
trinsic motivational style, for example by empha-
sising persistence, enjoyment and independence
with school work. One year later, their children
had developed significantly higher academic mo-
tivation and were also achieving at higher levels
with reading and mathematics.

Hart and Risley (1995) have carried out a
unique long-term investigation of the direct effects
of home experiences on children’s development.
They looked at the verbal interactions between
parents and their children and analysed, monthly,
one-hour tape recordings taken from the age of
about 10 months to 3 years. The 42 families in-
volved were classified into three main groups: pro-
fessional families, where parents were college
professors (generally equivalent to UK lecturers),
working-class families, and families who were on
welfare support.

Hart and Risley’s first main findings were of pro-
gressive differences in the language abilities of the
children from the three types of home background.
Although children from all of the groups started to
speak at about the same time and also developed
good structure and use of language, their vocabu-
lary, as measured by the number of different words
used, varied significantly. By age 3, the observed
cumulative vocabulary for children in the profes-
sional families was about 1,100, for the working-
class families it was about 750, and for the welfare
families it was just above 500.

These developments happened alongside major
differences in the language experiences of the chil-
dren studied. In professional families, children
heard an average of 2,153 words per hour; in work-
ing-class families the figure was 1,251 words per
hour and in welfare families only 616 words per
hour. Extrapolating these figures to cover four
years of experience would give 11 million words
heard by a child in a professional family, 6 million
for a child in working-class family and 3 million
for a child in a welfare family.

Hart and Risley also identified a number of key
features of positive verbal interaction which could
be applied to all of the families. They found that



these could be grouped into five main categories
of parent behaviours:

e ‘They just talked’—generally using a wide vo-
cabulary.

e ‘They tried to be nice’—using high rates of ap-
proval and few prohibitions.

e ‘They told children about things’—language
had a high information content.

e ‘They gave children choices’—children were
asked about things, rather than simply being di-
rected.

e ‘They listened’—responding to what children
said rather than just telling them what to do or
making demands.

When these were combined together into a single
index of parenting, Hart and Risley found that at
the end of the study this had a strong relationship
with children’s general linguistic and intellectual
development (see Figure 4.4). The correlation be-
tween these two variables is 0.78, which means
that the parenting measures are able to account for
59 per cent of the cognitive accomplishments of
children at this age. Given that Hart and Risley’s
work was based on only about 26 hours of observa-
tions for each child and that it missed out the first
10-month period, it seems likely that the true rela-
tionship between upbringing and ability could be
even greater. If this is the case, then although ge-
netics may still have some effect, its role would
have to be much less than traditional estimates
have indicated.
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A detailed analysis of socio-economic status
of the families, as assessed by parental occupa-
tion, was able to account for only 29 per cent of
the variance in IQ scores. As can be seen from
Figure 4.4, working-class children covered the
range of attainments, the child’s level of attain-
ment being largely related to the quality of pa-
rental involvement—the child with the highest
ability came from a working-class home, which
also had the highest quality of interactions.
Socio-economic status therefore appears to be a
relatively crude proxy for what actually happens
within individual families, although children
with the highest levels of deprivation (on wel-
fare) were more consistent in scoring at a low
level.

When a group of 29 of the children were fol-
lowed up at ages 9 to 10, the earlier parenting
measures were still able to account for 61 per cent
of the variance in measures of verbal ability. This is
a very high value for such long-term prediction
and is probably due to the fact that parenting styles
were relatively stable and continued to have con-
sistent effects on children’s development. The
early IQ measures at 3 years old had no discernible
influence on later measures of academic achieve-
ment, and this study therefore supports the belief
that quality of parenting is the key feature which
determines general cognitive abilities as well as
academic attainments.

One possible alternative interpretation of the
above findings is that children who were inher-
ently more intelligent evoked more verbal interac-

Figure 4.4 Relationship between
parenting index and IQ scores at
age 3 years

Family Type Source: Hart and Risley (1995)

* Professional
2 Working Class
4 Welfare
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tion from their parents, or that intelligent parents
(who talk a lot) simply have more intelligent chil-
dren. That is to say, genetic effects could have been
the underlying basis of the observed differences in
performance. This does not seem likely, however,
as the detailed observations indicated that parents
largely set up and directed verbal interactions, and
were not just responding to their children’s initia-
tives.

Also, if intelligence were simply inherited, then
children’s verbal abilities and the interactions be-
tween parents and their children would arise di-
rectly from their inherited intelligence. This idea is
not supported by the fact that, as discussed earlier,
the correlation between the intelligence of parents
and that of their children accounts for only about
17 per cent of the variance, whereas the correla-
tion between parental behaviour and children’s
verbal abilities accounts for 59 per cent of the vari-
ance. It therefore seems much more likely that it is
parental behaviour which causes children’s verbal
development, and that the correlation between
parent-child intelligence could be secondary in
some way.

Effects of additional early support

If children’s development depends to a great ex-
tent on their early home experiences, then might
additional early support also have long-term posi-
tive effects? To try to answer this question,
Daniels (1995) studied the effectiveness of pre-
school education on the subsequent attainments
of a range of children at the age of 7 years. Those
children who had attended some form of early
provision did indeed show consistent and long-
term gains, building on their early advantages.
Children from the lowest social group who had
attended nursery showed the greatest gains when
compared with other children from similar back-
grounds who did not have any nursery experi-
ence. This was equivalent to four to five months’
schooling with their writing attainments. Inten-
sive, school-based provision after nursery can also
have significant positive effects and at least par-
tially overcome the effects of poor early environ-
ments.

As already discussed, the long-term study by
Hart and Risley (1995) showed that there are
massive naturally occurring differences in the pre-
school experiences of children which cannot be
easily counteracted. Early compensatory programs
such as Head Start during the 1960s in the United
States often had only limited effects since many
lasted only for about a year of part-time input or
covered only the summer vacation period. Where
interventions have been more long-term and in-
tensive, and have involved changes in the home
background, then more lasting gains have been
made. In the Abecedarian project in North Caro-
lina, reported by Ramey et al. (1984), children at
risk were supported from birth with enrichment
experiences which were largely language based
and included helping their mothers to maintain a
positive home environment. By the age of 4,
these children had an average IQ of 102, com-
pared with a control group which had an IQ of
89. These differences also continued into school-
ing, with significant benefits in terms of their
academic progress and underlying abilities at 12
years of age.

Heritability and ethnic minorities

Children from certain ethnic minorities regularly
underachieve in schools, and writers such as
Herrnstein and Murray (1994) have taken this as
evidence for an inherited basis for intelligence
and achievement. However, various research
findings to be discussed in Chapter 7 indicate
that such differences are due to cultural factors
rather than to any inherited differences in basic
abilities. Scarr and Weinberg (1976), for in-
stance, looked at African American children who
in view of their backgrounds would have been
expected to achieve at a low level but were
adopted at an early age by white, middle-class
American families. After being with their new
families for some time (an average of about five
years), these children came to be above the na-
tional average on school achievement tests, and it
seems likely that they had taken on their adopted
family’s cultural experiences and perspectives on
education.



There is therefore evidence from a number of
sources that children’s intellectual abilities and
academic progress are strongly determined by the
quality of their environments, and that environ-
mental quality underlies differences in achieve-
ments related to social class and ethnic groupings.
By the time children come to school, however,
there are already substantial differences in their ex-
periences and achievements. As Mortimore and
Whitty (1997) have argued, the continuing effects
of children’s backgrounds will make it unlikely
that education by itself will be able to achieve
equality.

Gifted children

At the further end of the spectrum are children
whose abilities are well above those of their peers.
Rather than compensation, it seems likely that
such pupils need a different level, pace and style of
teaching, appropriate to their learning abilities.
There is also the possibility that these differences
may bring with them additional problems, owing
to their effect on children’s social and emotional
development. In common with underachievement,
high abilities are of interest since if their origins lie
in certain types of early experiences, these might
imply ways in which development could be fos-
tered in all children.

What is meant by ‘gifted’?

It can be argued that children with a high level of
general ability (‘intelligence’), or a specific ability
(‘talent’), should be considered as a separate group
needing identification and specialised forms of
education to develop their potential. Some ways
of defining and identifying such children are based
on teacher and parental assessments, using achieve-
ment levels; for instance, high academic attain-
ments Or creativity.

A typical checklist from the National Associa-
tion for Gifted Children (NAGC, 1989) also con-
siders that the gifted child:

e Jearns more quickly than others;
¢ has a very retentive memory;

GIFTED CHILDREN

e can concentrate for long periods on subjects
that interest him or her;

¢ has a wide general knowledge and interest in
the world;

® enjoys problem solving, often missing out the
intermediate stages in an argument and making
original connections;

¢ has an unusual imagination;

e hasan odd sense of humour; and

e sets high standards for him- or herself.

A problem with such approaches is that they might
fail to identify pupils who do not show their under-
lying abilities in school; some children might
‘coast’ through boredom, while others might hide
their abilities so that they can fit in socially. The
use of IQ testing is supposed to assess such hidden
potential, and Freeman (1991) did in fact find that
teachers’ assessments failed to identify 24 per cent
of children with high IQ scores. Intelligence tests
such as the Wechsler Intelligence Scale for Chil-
dren are therefore sometimes used to identify and
classify gifted children.

Problems with the use of 1Q to identify
gifted children

An early study by Terman (1925) used an IQ of
140 or higher (achieved by only about 0.4 per cent
of the population) as the identifying feature of
gifted children, while others such as Freeman
(1991) have used an IQ of 130 (achieved by about
2 per cent of the population). As shown in Figure
4.5, the general distribution of abilities also ap-
pears to be continuous, with no ‘gap’ or ‘bump’ at
the higher end of the range; any cut-off point for

Figure 4.5 Gifted children and the distribution of
abilities
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higher abilities therefore seems to be as arbitrary as
the cut-off for identifying children with lower
abilities (see Chapter 12).

In line with Gardner’s (1983) theory of ‘multi-
ple intelligences’, high-level achievements are of-
ten specific to one particular area such as music or
art, and ‘general ability’ is often of little impor-
tance to these achievements. Some individuals
with an outstanding ability can be severely re-
tarded, having little language and being depend-
ent on other people for their basic care. One such
individual, Stephen Wiltshire, is able to make
highly detailed architectural drawings such as Fig-
ure 4.6 from memory, after only a brief inspection.
He is not simply reading off from some form of
‘photographic memory’ since he is able to produce
extensions of complex visual themes, and interest-
ingly, his drawings are apparently a ‘mirror image’
of what he sees.

Since abilities can be so specific, it therefore
seems more realistic to look at children’s particular
attainments and the needs they may have associ-
ated with these, rather than to use arbitrary criteria
and global labelling.

Why identify gifted children?

One argument for the need to identify gifted chil-
dren is that they tend to have greater difficulties.
For instance, one might think that their higher
abilities and specialist interests could lead to their
experiencing social isolation, and a mismatch of

Figure 4.6 The Rialto, Venice, as drawn by Stephen
Wiltshire, an autistic person

their talents with normal school work could lead
to boredom and frustration.

However, an early classic study by Terman
(1925-9) which followed the long-term develop-
ment of a number of gifted children found that
they were generally socially competent and suc-
cessful in a range of different spheres. Freeman
(1991), however, felt that Terman had selected
relatively more privileged children (the sons and
daughters of university lecturers) and that gifted
children in general might have greater problems.
To test this idea, she studied 70 schoolchildren
who were identified by their parents as gifted (they
were on the register of Britain’s National Associa-
tion of Gifted Children), subsequently following
up their progress 10 years later. This group of chil-
dren certainly appeared to have emotional and so-
cial difficulties, tending to be very sensitive,
lonely and miserable. They were also generally
bored and frustrated by much of the work that they
experienced in school and had problems with later
education. However, when Freeman included two
other groups of pupils with either equally high or
merely average intelligence, she found no relation-
ship between high IQ and adjustment. This indi-
cates that, rather than high IQ, the target gifted
children’s problems were more related to the fact
that they were in a group which had been identi-
fied by their parents.

Marshall (1995) subsequently used a larger and
less selective sample of 453 adults drawn from the
Mensa membership list (Mensa is a society for peo-
ple with high IQ) and found that although some of
these individuals did have serious emotional prob-
lems, none of these problems was associated with
their giftedness. The educational experiences of
the majority of these did not appear to have been
significantly different from those of normal main-
stream pupils. The children studied were more
concerned about enjoying being children, blend-
ing in and being one of the gang, to give much
thought to how intelligent they were. A subse-
quent review of international evidence by Free-
man (1998) has confirmed these findings, with
many studies showing that intelligent children
tend to be more stable and emotionally mature
than other children their age.



Additional help for gifted children

In Britain, giftedness is not taken as being a ‘spe-
cial educational need’ that might require the type
of additional resources referred to in Chapter 12.
In the United States, however, there is legislation
to ensure that such children are identified and
that they receive additional support, either as
‘pull-out’—withdrawal for work in groups with
children of similar abilities—or by attendance at
special schools for gifted children. In both coun-
tries, pupils can be ‘accelerated’, by being placed
in groups above their age level, and most second-
ary schools have upper sets for the most able pu-
pils with a more advanced curriculum.

Although high-ability pupils do make more
academic progress if they are given such addi-
tional help, a review of many studies by Kulik
and Kulik (1992) found that such help is usually
modest and is associated mainly with following a
higher-level curriculum, rather than contact with
other able pupils. Accelerating pupils by one or
two years can provide greater benefits, but doing
so often creates significant difficulties when they
find themselves in groups where other children
have more advanced social awareness and matu-
rity. Even specialist schools appear to have only
limited effectiveness; in one study Subotnik et al.
(1993) carried out a review of the life attain-
ments of 210 individuals who had attended a
New York school for children with very high in-
telligence levels (average IQ 157). Subotnik et al.
found that despite the high abilities of the chil-
dren and the intensive nature of their education,
in later life they did not generally achieve par-
ticular eminence, with most preferring moderate
success in a chosen profession.

As will be outlined in Chapter 6, teachers and
schools appear to have only limited differential
effects on children. Above an IQ level of about
120 (achieved by 9 per cent of the population),
original or high-level creative achievements ap-
pear to be strongly determined by personality and
motivation, which are not easily affected by the
normal educational process. It may be important
to ensure an optimum match between the curricu-
lum and a high-achieving child’s abilities, but in
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this sense approaches to meet the educational
needs of the gifted child are not different from
those which should be applied to all pupils.

There is a wide range of pupil abilities,
achievements and interests, and ‘gifted children’
are part of this general continuum, with very simi-
lar social and emotional needs. In terms of what
should realistically be done to help children with
higher levels of ability, Freeman (1998) con-
cludes that rather than identify and provide for a
select group of pupils, it would be better for
schools to set up a range of optional extension
activities which would be open to all children,
according to their interests, as well as their spe-
cific abilities.

The origin of high abilities

Gifted children often show high attainments from
an early age. Along with evidence which supports
the possible heritability of IQ, this has been taken
to indicate that such abilities are largely inherited.
However, in a detailed review of the backgrounds
of famous infant prodigies such as Mozart, Howe
(1990) found that their abilities were invariably
developed following intensive training and in-
volvement, typically involving thousands of hours
over many years. Although Mozart was supposedly
a brilliant composer and performer by the age of 4,
his attainments appear to be largely the result of his
father’s ensuring that he spent much of his early life
in intensive practice. His father also lied about
young Mozart’s age when exhibiting him, to exag-
gerate his uniqueness, and his first real achieve-
ments with composing did not come about until
the twelfth year of his musical career, after years of
rigorous training.

Some children pay a great price for such inten-
sive and unbalanced development. The child
prodigy William Sidis, once described as ‘the most
remarkable boy in the United States’ (Wallace,
1986), invented a new table of logarithms at 8
years and was able to speak six languages at 10.
Unfortunately, this was the outcome of virtually
complete domination by his psychologist father,
and Sidis subsequently had severe social and emo-
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tional difficulties, eventually living an isolated,
short and unfulfilling life.

Stimulating environments which are more sup-
portive can nevertheless lead to high-achieving
yet balanced individuals. Whether they then go
on to make significant contributions, however,
probably depends more on personality factors,
chance, and the opportunities that exist within
society at the time. Conventional general intel-
lectual abilities may be an important foundation
for unusual achievements but it can be argued
that children also need a different type of ability
to enable them to generate new ideas or solutions
to problems.

Creativity

Most tests used in schools involve homing in on
a single correct answer to a problem, a process re-
ferred to as ‘convergent thinking’. Guilford
(1950) also originally argued that it can be im-
portant for children to be creative, which in-
volves ‘divergent thinking’, based upon the
ability to find different ideas or solutions.
Guilford analysed this as involving fluency (de-
veloping many ideas or concepts), flexibility (be-
ing able to shift direction easily), and originality
(the ability to generate or use unusual ideas).
This is similar to de Bono’s (1970) ideas about
lateral thinking, which emphasises the impor-
tance of following different directions, as distinct
from conventional or vertical thinking. Most
definitions of creativity also emphasise that new
ideas or solutions should be useful; generating nu-
merous loose or unconventional associations may
be meaningless if done simply for its own sake.

Measuring creativity

Torrance (1974) developed and applied
Guilford’s ideas with the ‘Unusual Uses Test’,
which involves thinking of as many uses as possi-
ble for an everyday object. When applied to a
brick, such ideas might include ‘building a wall’,
‘building a house’, ‘using as a paperweight’ or ‘us-
ing as a toy for a baby elephant’. These would
score 4 for fluency (one for each of the ideas), 3

for flexibility (concepts of ‘building’, ‘weight’
and ‘toy’), and 1 for originality (the ‘toy’ con-
cept). However, a problem for this approach is
that such measures of divergent thought show
only a low correlation with performance on real
creative tasks, or with ratings of creativity by
other people. Torrance (1988), for instance,
found that the correlations between measured
creativity and later creative performance were at
best about 0.3. Real-life creativity probably de-
pends on a number of different intellectual and
personality factors coming together in situations
which encourage and acknowledge creative
ideas.

Creativity and intelligence

Studies by Hasan and Butcher (1966) found that
children’s scores on divergent thinking could show
a correlation as high as 0.70 with their intelligence
tests results, which can be interpreted as meaning
that creativity is just the result of having high gen-
eral abilities. However, this relationship seems to
hold only when performance is emphasised, by
telling students that they should generate as many
ideas as possible. It seems that intelligent students
can be creative when directed to be, but that many
of them are not naturally creative. Getzels and
Jackson (1962) too found that creative ability in
adolescents was not associated with IQ above a
level of about 120. It seems likely, therefore, that a
certain threshold amount of general knowledge,
understanding and thinking skills can be necessary
to help with generating a range of different ideas.
However, once you have enough of these underly-
ing abilities, then a creative style or personality
probably becomes important in itself.

Creativity, personality and subject
choice

On the basis of their analysis of personality factors,
Cattell et al. (1970) found that individuals pre-
sumed to be creative, such as university researchers
scored highly on intelligence, but that a number of
personality traits were of equal importance. These
involved being reserved, thoughtful and self-suffi-



cient (introversion traits), generally imaginative
and experimenting, and rather assertive and bold.
It seems likely that people with these traits will be
interested in and able to generate new ideas, and
also will be prepared to persist with them. It is in-
teresting to note that this profile would not neces-
sarily make them the easiest of people to get along
with, and Getzels and Jackson (1962) also found
that creative students were not as well liked by
their teachers as the more conforming and conven-
tional ones.

Research by Hudson (1966) suggests that di-
vergent thinking abilities might be important in
determining pupils’ choice of academic subjects.
In particular, he found that arts students scored
higher on divergent thought and that science stu-
dents, particularly those doing physics, scored
higher on convergent thought. Later research
threw doubt on this finding, however, since when
science students were given some examples of
what was expected of them, they were then able
to generate more ideas. This indicates that the
initial differences in divergent thinking perform-
ance may have been due more to expectations
about the task than to intrinsic abilities, and that
subject choice may be related to other factors
such as personality traits.

The creative process

Creativity can be seen as the coming together, or
‘confluence’, of a number of different features.
General ability and personality are centrally in-
volved, but domain knowledge, thinking style and
motivation also figure. Lubart and Sternberg
(1995) found that each of these five factors con-
tributed separate amounts to the variance on a
number of creative tasks, with a combined correla-
tion of 0.83. General ability was the strongest cor-
relate at 0.75, with personality being the weakest
at 0.36. The creativity of individuals was moder-
ately correlated within domain areas such as sci-
ence and writing, but there was only an average
correlation of 0.36 across the domains. Creativity
did not appear to be a general ability and was
strongly related to an individual’s functioning
within a particular area.

CREATIVITY

One early perspective adopted by Gestalt theo-
rists was to see creative problem solving as
reconceptualisation of either the elements of a
problem, or the techniques used for solving it. This
was demonstrated in a classic investigation by
Maier (1931), who gave subjects the task of join-
ing together two lengths of string which were hang-
ing from the ceiling. The difficulty was that each
string was not long enough to allow someone hold-
ing one piece to be able to reach the other. When
subjects became ‘stuck’, Maier prompted them to-
wards a solution by brushing against a string to set
it swinging. This was usually enough to enable the
subjects to restructure the problem to become one
of creating a pendulum by using some handy pliers
as a weight. This then enabled them to get hold of
both strings when the pendulum swing brought
them closer together.

According to this approach, a key element of
creativity involves breaking a ‘set’—a fixed way of
seeing or thinking about things which limits the
development of new ideas. Known as ‘functional
fixedness’, this was also demonstrated by Duncker
(1945) in a task where people were given the task
of supporting a candle from a wall using objects
which included a box of candles and some tacks.
Since people saw the box as a holder, most of them
failed to arrive at the solution, which involved
pinning the inside of the box on to the wall to act
as a base. This set was overcome by providing the
subjects with a different verbal label that enabled
them to see the box as having other possible func-
tions.

Weisberg (1995), on the other hand, argues
that creativity is normally based on essentially
ordinary cognitive processes which combine to
yield extraordinary products. This involves repro-
ducing and extending previous knowledge and
using techniques which have proved effective in
the past. Weisberg refers to case studies of emi-
nent creators and their work, such as Picasso’s
painting Guernica and Watson and Crick’s analy-
sis of the structure of the DNA molecule.
Weisberg describes how such breakthroughs did
not happen as some sudden, insightful discovery
but were rather the outcome of long-term, me-
thodical development. Guernica, for instance,
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Figure 4.7 Key stages in the creative process
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Source: Based on Fiske et al. (1992)

was actually developed from earlier, very similar
paintings, and the sudden ‘discovery’ of the struc-
ture of DNA in fact took a number of years and
depended on a great deal of contemporary work
by other researchers.

The Geneplore model derived by Fiske et al.
(1992) describes the interplay of generative and
exploratory processes in developing new and use-
ful ideas. As shown in Figure 4.7, the ‘generative
stage’ involves a range of normal cognitive proc-
esses which can result in ‘pre-inventive structures’.
These can then be explored to assess their creative
possibilities, or the process can be repeated to con-
sider more structures and possibilities. This model
also emphasises that the overall process involves
considering constraints about the functions of
what is needed and the usefulness of what is arrived
at.

The implications of this approach are that
creativity does not depend on some vague form of
‘insight’ and that it can be developed by encour-
aging students to use these types of techniques
and processes. There is indeed evidence that crea-
tivity and elements of the creative process can be
developed in school by the use of appropriate
techniques.

Facilitating creativity

Torrance (1963), however, argued that teachers
tend to discourage creativity since independence

and divergent thinking can interfere with the nor-
mal convergent processes of teaching. The impli-
cation is that teachers should possibly be more
tolerant and aware of the need for creativity in
pupils and foster it when possible. This is sup-
ported by Haddon and Lytton’s (1968) investiga-
tion of the outcome of primary school teaching
based on informal teaching styles which empha-
sised greater pupil freedom (before SATs and the
literacy and numeracy hours!). They found that
pupils taught in this way scored higher on meas-
ures of divergent thought and that they retained
this superiority even after transfer to secondary
school. Bennett (1976), however, found that
there were no differences between the creative
writing of pupils that depended on whether they
were taught in formal or informal classrooms.
Although there are doubts about the validity of
his ‘formal’-‘informal’ classification, it does seem
that divergent thinking by itself might not be
sufficient to improve the more complex task of
creative writing and that the applying of diver-
gent thought by pupils may need specific devel-
opment work.

Creativity also appears to be related to intrin-
sic motivation—when children are involved in
an activity for its own sake. If children perceive
that they are involved only because of some form
of external pressure (such as a reward), then this
perception will limit their self-commitment and
they will do only whatever is necessary to get the
reward. In the original investigation by Lepper et
al. (1973), children who expected a reward for
doing drawings actually produced more of these
but they were of lower quality than the drawings
of children who did not expect the reward.

Children’s creativity can also be encouraged
by techniques such as brains terming, which was
originally developed by Parnes (1967). This in-
volves setting up a group to generate a number of
ideas on a topic, with an emphasis on fun and
avoiding the use of criticism. Such ideas can then
be evaluated to see which might be useful, or to
develop key concepts further. Torrance (1963)
also emphasised that practical creativity often
involves problem solving (see ‘Thinking skills’,
below). Maier (1933) carried out an early inves-



tigation of this by giving a group of students a 20-
minute lecture on problem-solving techniques
which involved flexibility, originality and avoid-
ing becoming ‘bogged down’. When given a
number of unusual problems to solve, these stu-
dents were then able to produce significantly
more creative solutions, indicating that such aca-
demic training could be effective.

Covington and Crutchfield (1965) found that
students were able to develop their ability to use
creative techniques by following a course of pro-
grammed instruction. This involved 16
cartoontext booklets, each featuring mysterious
and baffling situations to be explained. As part of
their explanation process, pupils were encouraged
to generate ideas and then to compare these with a
range of illustrative examples of relevant, fruitful
and original ideas. Each lesson was designed so that
students gradually worked towards the solution
and were eventually brought to the stage where
they could make the final discovery for them-
selves. An evaluation of the abilities of children
who had completed this course showed that they
performed better on problem solving and that this
superior ability transferred well to a range of differ-
ent tasks. Pupils were also subsequently much more
motivated in problem situations and showed
greater persistence and willingness in their general
school work.

There is therefore evidence that schools can fos-
ter the development and use of creative abilities,
although they might sometimes not fit too well
with current achievement targets and the need for
schools to cover a prescriptive curriculum. There is
also an increased current emphasis on whole-class
teaching in British schools and it seems likely that
this will tend to discourage individuality and di-
vergent thinking.

Thinking skills

Other, more recent ways of understanding indi-
vidual differences involve analysing the processes
that make up intelligent or creative thought. These
approaches attempt to explain cognitive abilities
and to see whether it is possible to develop these
by appropriate teaching techniques.

THINKING SKILLS

According to Eysenck and Keane (1995), a
great deal of thought depends on using existing
knowledge or information, with most models of
thinking incorporating the use of a storage system.
As was described in Chapter 2, memory comprises
a limited short-term, active store (known as work-
ing memory) and a long-term store holding a range
of concepts—groups of items that share and are or-
ganised by key attributes. Long-term memory also
contains a set of rules or logical relationships
which are the basis for thought processes. Thinking
can act on different types of representations, such
as verbal categories or words, when we can literally
talk to or reason with ourselves, or imagery, when
we visualise a representation of what we are con-
cerned with. Other forms of thought can involve
more abstract features, and much of the time we are
probably not consciously aware of the processes in-
volved.

Whatever the form that thinking takes, much
of it depends upon concepts being activated and
linked together in some meaningful way. Eysenck
and Keane consider that the key operations in-
volve reasoning, the use of information to make
inferences, and decision making, by which people
evaluate likely outcomes and select between al-
ternatives. These operations can be used to de-
velop further concepts, and to establish
additional rules about the ways in which they
relate together.

Reasoning can involve logical processes,
whereby inferences are made according to certain
propositions. The strongest arguments are based
on deductive reasoning, where the conclusion must
be valid if the original premises are true. For
example:

A capital city is a country’s seat of government.
Lima is the capital of Peru

Therefore, Lima is the seat of government of Peru.

People appear to be able to follow such logical
processes, and Rips (1983) has shown that the time
taken to arrive at such conclusions depends on the
complexity of the rules involved. This is therefore
one form of thought which can be used by pupils
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when the subject material embodies such logical
relationships.

People also use inductive reasoning, which in-
volves reaching a conclusion on the basis of spe-
cific instances. Such conclusions are only probably
true, on the basis of the information given. For ex-
ample:

Mrs Smith qualified as a teacher.
Mrs Smith works in a school.

Therefore, Mrs Smith works as a teacher.

Although this conclusion would probably be cor-
rect, it is also possible that Mrs Smith has retired as
a teacher and is now going back to help with or-
ganising the school play. Such thinking is common
in everyday situations, and pupils will use their
general knowledge and understanding of the world
with problems in school to arrive at likely infer-
ences. ‘Wrong’ answers to questions by a teacher
are often due to pupils basing their reasoning on
familiar premises and knowledge which are there-
fore logical and meaningful to them. For instance:

Teacher:  ‘“What would you usually go into an off-licence
for? (looking for the answer ‘alcohol’)
Pupil: ‘Some fags, sir.’

Rather than criticising or discarding such answers,
it would be better for teachers to acknowledge the
thinking and knowledge behind them and then to
give prompts to extend the reasoning to arrive at
the desired outcome, for instance by:

Teacher:  “Yes, you could, but why do you think they need
to be licensed—what do they sell that has to be
controlled?

Pupil: ‘Booze, sir.

Decision making also appears to be based upon logi-
cal, probabilistic judgements. If pupils need to
choose between possible solutions for a problem,
they will assess the likelihood that each of the out-
comes will achieve their goals before making a
choice. Much of the time, however, the way in
which people think or the decisions they arrive at
are simply the result of applying knowledge or be-
haviour that worked in the past.

People are also able to generalise from previous
situations with similar features, or even to use more
complex analogies, often with models that incor-
porate the key elements and functions of a system.
In understanding the structure of the atom, for in-
stance, it can be useful to compare it with the solar
system, with the sun representing the nucleus and
the planets representing the electrons. This can
help promote understanding of other features such
as electron shells, as being similar to a number of
planets in the same orbital sphere. In general, then,
although thought can be logical, it is often based
on wider knowledge and understanding. It is also
often specific to domain areas which can have
their own rules and principles.

Problem solving

Many educational tasks involve problem solving,
such as answering higher-level questions and inves-
tigative work. Problem solving corresponds to
Gagné’s (1965) highest level of learning and in-
volves both reasoning, to combine and apply con-
cepts and rules, and decision making, to evaluate
different outcomes.

Early descriptions of the problem-solving proc-
ess considered that it covers a number of stages and
strategies in progressing towards a final solution.
Wallas’s (1926) classic description of creative
problem solving included:

e preparation—defining the problem, making first
attempts to solve it;

¢ incubation—where the problem is left aside to
develop;

¢ illumination—where the solution comes in a
sudden, Gestalt-like ‘insight’; and

e werification—in which the solution is evaluated
to make sure that it really works.

Eysenck and Keane (1995), however, consider that
this approach is rather too general and says little
about what is involved. The ‘incubation’ and ‘illu-
mination’ stages in particular are rather vague and
have been largely reinterpreted in terms of general
unconscious reasoning processes, with conscious ‘in-
sight’ occurring when a final goal state becomes near.



Figure 4.8 Problem space for fraction to decimal
conversion
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In education, many problems are relatively well
defined and discrete. For instance, pupils might be
given the task of working out the percentage that
corresponds to a particular fraction. One way of
explaining this involves the use of a ‘problem
space’. This is a model which is usually shown as in
Figure 4.8, with initial and goal states, and indi-
cates how the person tackling a problem can iden-
tify intermediate subgoals and appropriate
strategies for achieving them.

Whenever possible, pupils should be encour-
aged to specify where they want to end up—that is
to say, what will constitute a solution. They should
also be clear about what they initially know, or
need to know, and then should set up intermediate

Figure 4.9 Towers of Hanoi problem

THINKING SKILLS

goals which will bring them closer to the final goal
(see the Towers of Hanoi problem below). Often,
problem solving can be helped with visual models
such as drawings, but at other times it can be
helped by the use of more abstract approaches.

Knowledge and rules

Problem solving which is relatively ‘knowledge
poor’ has to depend on the use of general rules
and principles. These can be investigated, and
can be developed in children with logical puzzles
such as the Towers of Hanoi problem (Figure
4.9). This involves moving three different-sized
discs one at a time on to different pegs until they
are all stacked in an identical way on the farthest
peg, without ever placing a larger disc on top of
a smaller one.

A generally important ‘rule of thumb’ principle
(known as a heuristic) is to set up an intermediate
state that is part-way towards the goal, then to look for
ways of solving that simpler problem. This principle is
commonly referred to as the means-end heunristic.
With the Towers of Hanoi, applying it involves the
intermediate goal of getting the largest disc on to
the farthest peg, as shown in Figure 4.10; this in its
turn can be achieved by first moving the two
smaller discs on to the middle peg.

As shown in Figure 4.11 the problem can then
be completed in three more moves.

| q [ |

Figure 4.10 Achieving the intermediate goal

Figure 4.11 Moving to the final goal
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Egan and Greeno (1974) found that experience
of using this heuristic transferred to more complex
problems with similar tasks. There is also evidence
that it can be used across a range of other practical
problem areas, and this rule is therefore an exam-
ple of a ‘domain independent’ heuristic. These are
usually relatively weak (they do not necessarily
help very much), but training in them can help
with general problem-solving skills. Other heuris-
tics can be more powerful, but these are usually
‘domain specific’ and do not help in other areas of
knowledge. With the Towers of Hanoi problem, a
specific heuristic would be that ‘moves often in-
volve separating the upper discs and then combin-
ing them again’.

In school, problems and thinking are often
poorly defined, without a simple goal or obvious
ways of separating out intermediate stages. They
are also usually ‘knowledge intensive’ and de-
pend upon a great deal of initial information, and
rules and stratagems that are specific to that par-
ticular domain. Progress in a particular academic
area therefore normally depends mostly on
closely related existing attainments since these
are the knowledge and abilities that will help
subsequent progress. Such attainments can oper-
ate over long periods of time, and Thomas and
Mortimore (1996), for instance, found that aca-
demic attainments at secondary transfer
accounted for nearly 60 per cent of the
eventual variance in GCSE attainments five years
later.

Schools therefore need to establish a strong
foundation of subject knowledge in pupils, but it
is also important for them to develop ways of using
this information and to establish more general
techniques which can be used across a range of sub-
ject and topic areas. These can establish greater
flexibility in children’s abilities and enable them
to develop new knowledge and understanding
more rapidly.

Use of thinking skills

A range of thinking skills can be generally useful
in school work, including domain-independent
strategies such as the ‘means-end’ heuristic. Other

techniques, apart from the one of setting up strate-
gies for achieving goals, involve ways of structur-
ing and linking information, such as Ausubel’s
(1968) advance organisers. These set the scene for
new information by reviewing the key points of
earlier learning and establish the relevance of new
information. Students often carry these strategies
out for themselves, but Mayer (1979) found that in
novel areas it can be useful for a teacher to provide
prompts and an initial structure.

Analogies are a common and powerful way to
develop pupils’ understanding of new ideas and
processes. They involve likening something that is
already known to whatever is being studied, and
effectively involve transfer of knowledge from one
domain or context to another. Chen et al. (1995)
investigated the way in which analogies can help
understanding by studying 8-year-old children’s
ability to solve ‘insight riddles’ such as: ‘A boy
walked on a lake for 20 minutes without falling
into the water. How did he do this?” One approach
to help children with this problem might be to give
them an abstract principle which does not incorpo-
rate any causal relationship such as: ‘Some liquids
can become hard. Heavy things can be held up.’
However, when the investigators tried this, it actu-
ally interfered with the children’s ability to solve
the problems.

Their performance was greatly improved, how-
ever, when they were either given, or were encour-
aged to generate, concrete analogous examples
along with the abstract principle. This involved
sentences such as: ‘Heavy objects can be held up by
liquids when the liquids become hard. The truck
drove over the hard lava without sinking.” Analo-
gies therefore appear to be most effective when
they have features which are close to those of the
target problem and where a principle can be seen
to work. It seems advisable that teachers who are
using abstract principles to help pupils to under-
stand a new area should either use analogous ex-
amples, or encourage pupils to generate some for
themselves.

Learning and memory can also be improved by
a range of general techniques, which involve or-
ganisation and coding. As was described in Chap-
ter 2, there are a number of effective mnemonic



strategies and study skills which enable
students to develop their knowledge and under-
standing so that it is less likely that forgetting will
occur.

Metacognitive skills

It is important for students, as well as having a
range of thinking or learning skills, to be aware of
situations when it would be relevant to use such
strategies, and to select and to use appropriate
ones. It may, for instance, be very effective to use a
simple rehearsal technique with information
which has little intrinsic meaning or which does
not need to be retained for very long. Other mate-
rial, however, which is more fundamental to an
area of study, might require deeper learning tech-
niques, based perhaps on links with existing
knowledge (by establishing integrating princi-
ples), or by establishing an overall schema by using
a ‘knowledge map’.

Doing this involves conscious monitoring and
planning, and Biggs (1985) found that students
who were capable of such metacognitive thought
had high general abilities which presumably ena-
bled them to develop and use these skills. These
students also had a belief that any progress was due
to their own efforts, which appeared to motivate
them to utilise their independent abilities. Al-
though a review by Wang et al. (1990) indicated
that metacognitive abilities are one of the most im-
portant variables which affect students’ progress,
Biggs found that many students did not appear to
have these skills, even at the upper end of second-
ary school.

It is important to know whether metacognitive
abilities are just a consequence of high general
abilities, or whether they might be the basis of
such abilities and could be taught to pupils. An
investigation of this by O’Sullivan and Pressley
(1984) found that teaching the ‘keyword’
memory strategy (described in Chapter 2) to stu-
dents improved their learning with a task where
they had to link the names of cities with an im-
portant industrial product. When given another
task of learning Latin vocabulary, they were able
to transfer this strategy, although they were helped

THINKING SKILLS

greatly by direct instructions to use the keyword
technique in the new learning situation. This in-
dicates that such abilities may have an effect on
progress in school and could be a useful target for
teaching and advice on appropriate learning
strategies.

Programmes to develop thinking skills

Because of their potential effectiveness, there have
been many attempts to teach thinking skills. As
was discussed earlier in this chapter under the
heading ‘Creativity’, one example of a highly ef-
fective approach has been Covington and
Crutchfield’s (1965) course on creative problem
solving. This developed pupils’ abilities to man-
age and use thinking strategies, and significantly
increased their problem solving in a number of dif-
ferent areas.

Fuerstein et al. (1980) have also developed as-
sessment and teaching techniques based on instru-
mental enrichment, as a way of training relatively
poorly functioning Israeli immigrants to improve
their general thinking abilities. Early informal
evaluations of this by Fuerstein were very posi-
tive, but the approach used emphasises relatively
abstract principles—for instance, using concepts
associated with the way in which a set of geomet-
ric shapes alter. It seems unlikely that such prin-
ciples would generalise to other areas, and a
subsequent evaluation of the use of this approach
in the UK by Blagg (1991) found that there did
not seem to be any measurable effects on pupils’
academic progress. However, teachers’ attitudes
towards the approach were generally positive,
and pupils appeared to be more active in their
learning and more aware of different strategies
they could use.

Blagg et al. (1993a) therefore developed the
‘Somerset Thinking Skills Course’ for 10- to 16-
year-old children in school, which was subse-
quently extended into ‘“Thinking Skills at Work’
(Blagg et al., 1993b) for people preparing or re-
turning to work. These courses teach a range of
general skills including problem-solving tech-
niques, organising and memorising, analysis and
synthesis, the use of patterns, and the specific use
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of analogies and comparisons. They also empha-
sise the need to analyse and organise responses to
the demands of new situations, and use prompts
such as ‘PLUG’ (PLan, Understand, and Go) to
trigger the necessary habits of thought. These
skills are linked and applied with realistic tasks
and settings to ensure transfer and generalisation.
A number of evaluations of these courses by
Blagg et al. (1994) indicate that they appear to
result in significant improvements in abilities re-
lated to school learning and early vocational de-
velopment.

Cognitive acceleration through science education

Shayer and Adey (see Shayer, 1996) have devel-
oped a highly effective form of metacognitive
training based on developing pupils’ general
thinking skills in science. Known as Cognitive Ac-
celeration through Science Education (CASE),
this is based on the developmental sequence pro-
posed by Piaget, with the aim of developing
thought at the stage of formal operations. Nor-
mally, relatively few children of secondary age
would be capable of such abstract thinking, which
involves being able to manipulate the key features
of problems, and to ask ‘what if’ questions. The
programme runs over the first two years of second-
ary schooling, with a session every two weeks. The
scheme’s learning experiences are based on the be-
lief of Vygotsky that learning is developed within a
social context, and encourages children to reflect

on their own thinking and to discuss with other
children how they approach problems. These are
set by the teacher and involve complex, real-life
situations such as how to organise food in a larder,
or predicting the force needed to raise a heavy load
in a wheelbarrow.

These experiences appear to be highly effec-
tive in raising the overall long-term level of chil-
dren’s academic achievements, as shown by their
GCSE performance three years later. Since the
GCSE results for a school are normally closely
related to the achievement and ability of its in-
take, an evaluation by Shayer (1996), shown in
Figure 4.12, compared schools in terms of the
performance of their intakes. These findings show
that the overall effects of running the CASE pro-
gramme was to increase the number of C grades or
above in science by about 18.8 per cent.
Achievements were also raised in other subjects
such as mathematics (14.9 per cent) and English
(15.6 per cent), indicating that the programme
was having a generalised effect on thinking and
learning skills across a range of curriculum areas.
Other research by Askew et al. (1997) has also
found positive effects on mathematics learning
when teachers utilise similar teaching techniques,
based on pupils making comparisons between
their own problem-solving approaches and those
of other students.

The CASE approach has also been found to
continue to have strong and positive effects when
developed by workers other than the original team,



indicating that the findings are not just due to early
enthusiasm and commitment. The general ap-
proach is therefore being extended by the original
authors to cover mathematics education, and to
develop thinking skills at earlier educational
stages.

Cognitive style

The study of intellectual abilities is usually quanti-
tative; that is to say, it is concerned with the gen-
eral level of academic attainments. A
complementary approach is to look at differences
in the way in which individuals deal with informa-
tion and how these are matched with different
types of tasks. These differences are referred to as
‘styles’, and research has started to integrate and ap-
ply theories in this area.

Cognitive style has been defined by Tennant
(1988) as ‘an individual’s characteristic and con-
sistent approach to organising and processing infor-
mation’. It is therefore usually seen as a stable
feature and to underlie an individual’s functioning
in a number of different areas. [t can be contrasted
with cognitive strategies, which can vary according
to the demands of particular tasks. These may vary
from time to time and can be learned and devel-
oped (see ‘Thinking skills’, above).

An early approach by Witkin (1962) looked at
field independence-dependence, which is an indi-
vidual’s ability to ‘disembed’ his or her perception
from the effects of context. This was first investi-

Figure 4.13 The holistic-analytic continuum

Holists

COGNITIVE STYLE

gated in tests of people’s ability to judge the up-
rightness of a rod when the frame around it was
tilted. Some people appeared to be particularly af-
fected by the context of the frame and tended to
judge that the rod was upright when it was tilted in
the same direction as the frame. Although it may
appear to be just a test of perception, this ability
does seem to affect a range of general cognitive ac-
tivities, which Witkin argues involve the extent to
which people use internal or external cues.

Impulsivity-reflectivity is another style which was
proposed by Kagan et al. (1964). This is also re-
ferred to as ‘conceptual tempo’ and considers the
speed at which people make decisions under con-
ditions of uncertainty. This is typically evaluated
with the Matching of Familiar Figures Test
(MFFT), which involves seeing how quickly a per-
son is able to match a particular shape with the cor-
rect one among a number of alternatives.

Integrating styles

There are a large number of other styles but a factor
analysis study by Riding and Cheema (1991)
found that most of these tend to cluster together
into a few families, with the main one being on a
holistic-analytic continuum (Figure 4.13). This di-
mension is typically assessed by the ability to
match different geometric shapes. For instance, a
target shape may be contained within a more com-
plex geometrical figure. As shown in Figure 4.14,
this task involves the ability to ‘disembed’ a sim-
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Figure 4.14 Embedded figure test

Answer

3

Is this shape part of the
design on the left?

pler shape from within a more complex one.
Analytics are relatively superior at this, since they
are less distracted by the overall context.

Performance on such tests usually correlates
positively with intelligence, leading some critics
such as Carroll (1993) to argue that analytic
thought is really just one aspect of general abil-
ity. To counter this, Riding (1991) has devised a
further test of the holistic style which involves
the speed at which subjects can match simple
geometric shapes. Combining this with an em-
bedded figures test can give a ratio for wholist as
against analytic abilities, which Riding and
Pearson (1994) found was essentially independ-
ent of intelligence (correlating with it only at
0.05), and which also contributed independ-
ently to performance on a range of academic
tasks.

Verbaliser-imager cognitive style

Riding and Cheema (1991) also found a second-
ary, independent style related to the way in which
individuals are inclined to represent information
during thinking. This can be assessed by giving
subjects decisions to make which depend upon ei-
ther the appearance of things, or more verbal, ab-
stract information. ‘Imagers’ are people who tend
to be good at dealing with information which can
be represented with images, such as ‘teacher’. This
ability is similar to Paivio’s (1969) demonstration
of the importance of ‘concreteness’ in memory,
with concepts which can be visualised well being
recalled better. ‘Verbalisers’ on the other hand are
best with tasks that involve thought using language
and more abstract concepts which are difficult to
represent visually, such as ‘truth’.

Implications of different cognitive styles

The tests mentioned above depend largely on per-
ceptual processes, and at first seem unlikely to re-
late to anything meaningful to do with
higher-level studies in education. However, meas-
ures of cognitive style do in fact show a number of
significant relationships with various aspects of
teaching and learning, and these have important
implications for educational processes. Witkin et
al. (1977), for instance, found that field-independ-
ent (analytic) teachers tended to be generally more
formal, focusing on the work content rather than
the learner, being more inclined to criticise learn-
ers and explain why they are wrong. Field-depend-
ent (wholist) students preferred group work, with
frequent interactions with other students and with
the teacher. Field-independent learners were likely
to have more self-defined goals and to respond to
intrinsic motivation, whereas field-dependent
learners required more structured work by the
teacher and responded more to extrinsic motiva-
tion.

With specific learning tasks, Riding and
Anstey (1982) found that verbalisers were supe-
rior at initially learning to read, which is consist-
ent with the general importance of phonological
processing in early reading (see Chapter 9). Fur-
ther work by Riding and Mathias (1991) also
found that reading ability in 11-year-olds was sig-
nificantly greater for wholist-verbalisers, with a
mean reading quotient of above 120, compared
with the overall mean of about 100. This is a
major difference and was presumably due to the
superior combination of general integrative abili-
ties with phonological skills.

Riding and Pearson (1994) found meaningful
differences between school subjects, with students
who scored high on the wholist style being sig-
nificantly better at school subjects such as French
(Figure 4.15). A plausible explanation for this is
that such subjects may depend on the ability to
retain the overall meaning or to use general pat-
terns in the information studied. The intermedi-
ate style appeared to be best for subjects such as
science, where analysis is important to distinguish
the effects of separate parameters, but in which



Figure 4.15 Achievements of different subjects
according to their cognitive style
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elements may also need to be combined into gen-
eral, holistic theories. The extreme analytic style
appeared to be a disadvantage for learning most
subjects, although for mathematics it was equiva-
lent to the other styles. Mathematics is a subject
where specific analytic abilities probably
compensate for any inability to integrate informa-
tion.

Riding and Douglas (1993) investigated learn-
ing progress with a computer-presented tutorial on
the topic of car brakes and found that the mode of
presentation interacted significantly with the
verbaliser-imager dimension (Figure 4.16). Al-
though this is perhaps not a surprising finding, the
size of the effect was quite large, indicating that it is
generally best to present verbal information linked

Figure 4.16 Overall recall scores of verbalisers and
imagers
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with a visual aid, and particularly for those stu-
dents who prefer the visual mode. It is likely that
any teachers who prefer the verbaliser style will
tend to neglect the use of illustrations; it may
therefore be a good idea for all teachers to monitor
their practice to ensure that they are not over-reli-
ant on textual explanations.

Personality

Personality refers to those stable characteristics by
which individuals differ from each other and
which acts as the basis for what they do. It is a
label normally applied to interpersonal behav-
iour and we would for instance typically say that
a person who is socially outgoing has an extra-
verted personality. It has also been used to cover
cognitive and emotional differences, and Cattell
et al. (1970) include general ability as one of 16
key personality factors. Such personality traits can
be used to categorise or to predict behaviour, al-
though Mischel (1968) argues that in general,
individual differences are relatively small and
that what we do is mostly determined by the situ-
ation that we are in. Thus, for example, a child at
school is generally more likely to be sitting down
and studying than he or she would be at home.
Tattum (1982) also found that differences in chil-
dren’s behaviour in school were largely deter-
mined by the contexts of different classes, and
different teachers generally do not agree very
well in their assessment of separate pupils’ behav-
iour.

Within the same situation, however (e.g. the
same class), any stable differences in behaviour
will be more evident. Self-report questionnaires
for children also show consistent personality traits,
for example with the Junior Eysenck Personality
Inventory (Eysenck and Eysenck, 1975). This as-
sesses two dimensions, which, as shown in Figure
4.17, can combine to produce different personality
types. These types can have implications for edu-
cation, and Eysenck and Cookson (1969) found
that stable extraverts tended to do best in the pri-
mary school; however, this effect starts to reverse in
secondary schooling, and by higher education, un-
stable introverts do better. A possible explanation
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Figure 4.17 Dimensions of extraversion and introver-
sion

Unstable (neuroticism)
(anxious, moody)

Extraversion
(sociable, impulsive)

Introversion
(quiet, careful)

Stable
(calm, weli-adjusted)

for this is that primary learning experiences are
more social and therefore favour the outgoing and
confident child. Later education probably in-
volves progressively more independent, isolated
working, with anxious students being more moti-
vated to work. A longitudinal analysis by Anthony
(1983) indicated that such changes probably hap-
pen as a result of academic students becoming
more introverted as they progress in education,
rather than by introverted students gradually doing
better.

Using more factors

Although significant, these correlations are rela-
tively weak and typically do not account for more
than 4 per cent of the variance in academic attain-
ments. In order to obtain stronger correlations, it is
necessary to use a test with a larger number of low-
order factors, which cover relatively specific traits.
The Children’s and High School Personality Ques-
tionnaire (Cattell and Beloff, 1960) is based on
this approach and assesses 14 personality traits (the
adult version assesses 16). Cattell et al. (1972)
found that a combination of these (without intelli-
gence) accounted for about 20 per cent of the vari-
ance in general academic achievements. The
single-factor correlations which were significant
for Grade 7 pupils are shown in Table 4.3.

The big five

One problem with personality research is that using
different questionnaires or ways of analysing them
will give different personality factors. However,

Table 4.3 Correlations of personality factors with
achievements

Factor Correlation with
achievements

A (warmth) 0.08

C (stability) 0.19

G (conscientiousness) 0.31

O (self assurance) 0.22

Q, (self-disciplined) 0.19

developments in personality theory have tended to
converge on the importance of the ‘five-factor
model’ (John, 1990). This combines the higher-
level factors of extraversion and neuroticism with
agreeableness, conscientiousness, and openness to
experience. A study by Wolfe and Johnson (1995)
confirmed the importance of the factor of Consci-
entiousness (a combination of Cattell’s G and Q
above) in education, finding that it accounted for
9 per cent of the variance in general grade achieve-
ment for college entrants. This effect is even more
impressive given that it was assessed by means of a
shortened form which only used seven questions.
However, these were largely based on attributes
such as perseverance, carefulness and reliability,
and it is perhaps not particularly surprising that stu-
dents who are high on these qualities are also gen-
erally good at studying.

Motivation

It can be argued that the motivational level of pu-
pils is a relatively stable individual characteristic
and should be seen as an aspect of their personality.
Higher levels of ‘need achievement’ (see Chapter
5) can certainly lead to better academic progress,
and a study by Boyle et al. (1989) of the School
Motivation Analysis Test found that it accounted
for around 20 per cent of the variance in a range of
school subjects. The key attributes for students
were that they should have a keen interest in things
and an integrated, conflict-free view of them-
selves. However, motivational levels are usually
the outcome of a number of factors and are prob-
ably more subject to change than normal measures
of personality.



Different frames of reference

A very different approach to personality is based
on the humanistic perspective of Kelly (1955).
According to this, who we are is very much a ques-
tion of our system of personal constructs. Such con-
structs are our unique ways of categorising and
understanding the world and determine how we
are able to interact with it. One individual might,
for instance, tend to see things in terms of how
dominant or passive people are; another might see
things mainly in terms of academic success or fail-
ure. Salmon (1988) considers that this approach,
unlike trait theories of personality, which are rela-
tively rigid, enables us to emphasise the possibili-
ties and the processes of change in the ways in
which pupils and teachers view things. Unfortu-
nately, there can be difficulties if there is a mis-
match between the construct systems of pupils and
teachers, in particular about what is the purpose of
certain types of lessons. In one example quoted by
Salmon, pupils saw design and technology lessons
as being about making something; design and tech-
nology teachers, however, saw the educational
process as fostering design, a goal which was likely
to be frustrated without the pupils’ active involve-
ment in this.

Educational implications

Many psychologists, such as Cattell and Eysenck,
believe that personality is largely inherited and
that it is therefore relatively stable. This would
imply that in order to be effective, teachers
should accommodate what they do to differences
in pupils’ personalities and learning styles. This
might perhaps mean that teachers should ensure
that the quieter pupils in primary schools get their
equal share of attention. They could also make
sure that such pupils are involved in tasks where
learning depends on cooperation, for example by
giving them positive structured roles in the type
of group activities to be described in Chapter 6.
Academic experiences for older pupils might also
be made more social to allow the involvement of
more outgoing pupils. This might involve a

SUMMARY

greater emphasis on study groups and seminar
work.

The significant prediction of key personality
features such as ‘conscientiousness’ in general aca-
demic success indicates that it may be useful to in-
corporate measures of this into academic and
vocational counselling. Entwistle (1972) also
found that certain personality factors correlate
with success in certain subjects. Stable introverts
were best at natural sciences or history, neurotic in-
troverts were best at engineering and at languages,
and social science students (such as psychology)
were intermediate for both extraversion and neu-
roticism. Although these are not strong predictors,
they could be useful as a basis for helping students
to decide on future areas of study.

Views of personality such as Kelly’s theories see
it more as an active construction by people, and
theories of the self argue that much of the consist-
ency in our behaviours can be seen as an attempt to
present a view of ourselves to others. This implies
that education could have an impact on children’s
typical behaviours, although they are likely to
hold on to their views of the world and self-con-
cept unless there is a good reason to change. As de-
scribed above, it may therefore be important to be
aware of pupils’ different perspectives and to adapt
teaching to them when possible. However, one
view of education, which is probably a useful per-
spective for teachers to adopt, is that it is all about
developing these very aspects—expanding the
ways in which children construe the world and de-
veloping their sense of self and belief in what they
are capable of.

Summary

Differences between children are important be-
cause they indicate how learning experiences
could be matched with pupils’ thinking processes,
cognitive style and personality. General ability or
‘intelligence’ tests were developed in order to sepa-
rate children for different levels of educational ex-
periences. However, there are doubts about the
validity of a single measure of ability, and in any
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case intelligence is a relatively weak predictor of
present and future academic progress.

Although there is evidence which supports the
belief that intelligence is inherited and therefore
biologically based, this remains an unresolved de-
bate. There is also persuasive evidence that chil-
dren’s home backgrounds have a significant effect
on their general verbal cognitive development.
Although family size and birth order probably
have only a limited impact, direct measures of
early parenting appear to have a large and lasting
impact on children’s intellectual and academic
abilities.

Children with high abilities or who have a spe-
cific strength in some area are often referred to as
‘gifted’. Generally speaking, this seems to be an
extension of the normal range of abilities, and
such children do not necessarily have unusual
social or emotional difficulties. They do appear
to benefit from higher-level work that is matched
with their attainments, but the effects of such
matching are not great and some forms of inap-
propriate support can have negative social conse-
quences.

Creativity involves generating novel ideas or
solutions to problems. It appears to depend on a
sufficient level of general abilities, associated
with certain personality and motivational charac-
teristics, as well as specific knowledge of the tar-
get domain. Early ideas about creativity saw it as
involving a different way of thinking about an
area. More recent theories emphasise the ability
to extend and apply existing knowledge and
abilities. Creativity in pupils appears to be en-
couraged by less formal teaching and an emphasis
on intrinsic motivation, as well as specific tech-
niques.

Thinking processes underlie general ability and
creativity and can be based on logic as well as the
use of previous experiences and knowledge. With
problem solving, traditional theories have empha-
sised the role of the unconscious, resulting in a sud-
den insight into the solution. Recent
developments consider that problem solving
comes from deriving and achieving successive goal
states, using heuristic (procedural) rules of differ-
ent strengths and generalisability. In schools these

include the use of ‘organisers’ and analogies, both
of which guide and structure learning. It is also pos-
sible to develop general thinking skills with edu-
cational programmes, some of which appear to be
highly effective.

People also vary according to how they typi-
cally organise and process information—their
cognitive style. An integration of approaches in
this area considers that two key dimensions are
holistic-analytic, and verbaliser-imager styles.
These have important implications for teaching,
with learning being most effective when materials
and teaching techniques are matched with pupils’
styles.

Stable differences in behaviour are what make
up personality, and variations in social orientation
can affect academic progress to some extent. Per-
sonality factors which are related to effort and in-
volvement typically account for much more of
pupils’ achievements, and there can also be con-
flicts due to the different ways in which pupils and
teachers construe the educational process. It is pos-
sible for teachers to adjust to such variations be-
tween individuals, although a more positive role is
for them to emphasise the ways in which pupils can
develop.

Key implications

e The concept of a unitary general ability (intel-
ligence) appears to have little value in the mak-
ing of educational decisions.

e Children’s specific home background and expe-
riences have a major impact on their cognitive
and educational development. These are
largely beyond the influence of the school.

e It is probably not very effective to consider
some children as being ‘gifted’. There should,
however, be a range of matched and flexible
educational provision to meet the needs of chil-
dren of all abilities.

e Creativity and thinking skills can be fostered by
particular teaching approaches.

e Taking account of cognitive style and personal-
ity can improve the educational process.



Further reading

Michael Howe (1997) IQ in Question: The Truth

about Intelligence. London: Sage.
Howe makes a strong case for deconstructing
the concept of intelligence. He sets up and
knocks down twelve apparent ‘facts’ about in-
telligence and in the process covers the key
ideas and findings in this area. This is a short
and readable book which goes beyond many of
the accepted beliefs about general ability.

Joan Freeman (1998) Educating the Very Able: Cur-

rent International Research. London: The Stationery

Office.
A concise review of the research findings on
high-ability children and their needs. An im-
portant conclusion of this book is that very able
children have the normal range of emotional
problems. Freeman argues for a more generally
inclusive approach which gives high-level op-
portunities for all children.

Carol McGuiness (1999) From Thinking Skills to

Thinking Classrooms. Research Brief no. 115. Not-

tingham: DfEE Publications.
A review and evaluation of research into think-
ing skills. Considers the key ideas in this area
and evaluates the main approaches which are
being used. This relatively short publication
provides a rapid introduction to recent devel-
opments.

Richard Riding and Stephen Rayner (1999) Cog-
nitive Styles and Learning Strategies. London: David
Fulton.
A technical book which describes in some de-
tail the justification and use of recent ap-

FURTHER READING

proaches to cognitive styles. These have a
number of immediate implications for teach-
ers, including the possibility of analysing their
own style and ways in which they can become
more sensitive to the cognitive styles of their

pupils.

W.Ray Crozier (1997) Individual Learners: Personal-

ity Differences in Education. London: Routledge.
Looks at the need to account for personality
theories in teaching and learning. Goes into
some detail concerning the five main traits of
aggressiveness, anxiety, motivation, self-confi-
dence and shyness. Rather academic but draws
out the main implications from direct research
studies.

Practical scenario

Stephen’s mother has just complained to the headteacher
that her son’s educational needs are not being met in school.
She has brought in a report from a private psychologist
which assessed his 1Q as being ‘superior’ and she asked what
the school is going to do to help his particular needs. In class
Stephen is doing well and is always keen to answer questions,
showing that he has good general knowledge. Both the
headteacher and class teacher would like to extend Stephen’s
studies but do not feel that there is the time to give him
separate work.

e Is Stephen’s mother right that her son has educational
needs which are different from those of other children?

¢ What could the school do to ensure that work is at the right
level for Stephen? Would it be appropriate to move him on
to higher work, possibly by linking in with higher classes in
some way? Would it be a good idea to set up a special
group of high-achieving children who could receive additional
help?

¢ Are there any other techniques which would meet
Stephen’s needs and also match in with those of other pu
pils in his class?
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5 Involving students

Motivation

What is motivation?

Why is motivation important for education?
Roles, conformity and obedience

Instincts, drives and needs

Arousal and stress

Emotions and their functions

Behavioural approaches to motivation
Extrinsic versus intrinsic motivation

The self

Attributional processes
Attribution retraining
Problems with self-worth

Chapter structure

Implications for teacher control and
management

Task involvement and cognitive

development

Applying Piagetian theories

Play and learning

Implications of cognitive development for
teaching

Teacher expectations
How expectations work
Empowerment

Motivation

What is motivation?

Motivation refers to the psychological processes
that lead us to do certain things. Common-sense
views of motivation tend to see it as a single fac-
tor that we can have more or less of, and which
can energise what people do. Many ideas about
the role and importance of motivation in educa-
tion tend to portray it as a form of personal qual-
ity, which can directly affect learning. This has
been confirmed by investigations such as that by
Cattell and Child (1972), who found that in ad-
dition to the effects of ability and personality,
pupils’ levels of motivation independently ac-
counted for about 20 per cent of the variance in
reading achievement.

Although it is possible to see motivation as a
general quality, in many ways it can be relatively
specific. A pupil who puts in very little effort
with school work, and hence might be said to
lack motivation, might spend a lot of time and
energy on a complex and demanding computer
game. In the same way, some pupils can also be-

come much more involved and successful in one
particular academic subject area than in others.
There are many reasons why we do or do not
become involved in a specific activity, and ex-
planations for motivation encompass the com-
plete range of perspectives in psychology.
Perhaps the best way of understanding motiva-
tion is to see it not as a single quality but rather
as a process that comes into play whenever we are
involved in an activity. In a sense, unless people
are in a coma, they can always be said to be
motivated to do whatever it is that they are do-
ing. Part of explaining motivation therefore in-
volves reasons for the direction, as well as the
level, of involvement. Even if pupils are just
chatting with their friends, or staring out of the
window and daydreaming, we can still look at
explanations for why they are involved in such
intrinsically motivated activity—‘intrinsically’
meaning ‘for its own sake’. The problem for
teachers is that such behaviours are unlikely to
lead to much academic progress. For this reason,
educational definitions of motivation tend to
focus on academic achievement and involvement
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with tasks in school. These can involve more
extrinsic forms of motivation; that is, factors ex-
ternal to the pupils themselves. We should be
aware, however, that these may not necessarily be
very high on some students’ personal agendas.

Why is motivation important for
education?

Observational studies such as those of Galton et
al. (1999) have found that pupils work independ-
ently most of the time they are in school, showing
only limited work-oriented involvement with
their teacher or with other children. Whatever
learning pupils do achieve is therefore likely to
be heavily dependent on their own level of effort
and involvement. McGee et al. (1986), for in-
stance, have found that poor concentration and
attention significantly limit children’s educa-
tional progress when they start school. At all
stages in education, progress in a particular sub-
ject is mainly determined by students’ initial at-
tainments. However, Lange and Adler (1997)
found that such predictions for pupils in grades 3,
4 and 5 were significantly improved by taking
into account their motivation, as measured by in-
trinsic goal orientation (being interested in a sub-
ject for its own sake) and academic
self-perception (how pupils saw themselves as
learners).

Bruner (1966b) has pointed out that school
experiences differ from other forms of learning
because they are decontextualised. This means that
learning occurs separately from the actual thing
or process that is being studied and therefore re-
quires specific and conscious effort to maintain
involvement. Children in school who are learn-
ing about windmills are likely to receive informa-
tion from their teacher or books, but only rarely
by actually visiting a windmill. Before children
come to school, and in societies where formal
education does not exist, learning appears to hap-
pen with little effort or external pressure. Bruner
argues that this is because such learning is
contextualised, meaning that children acquire
knowledge which has the context of being mean-
ingful and useful for them. All the major early de-
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velopments such as walking, talking and social
interaction are not taught in any formal way, but
develop because they immediately enable chil-
dren to interact with and to control their environ-
ment.

The decontextualising of learning is partly the
product of a prescriptive curriculum and class
sizes which limit the ability of teachers to respond
to individual interests and needs. However, it can
also be argued that education must inevitably
involve the developing of abstract learning, since
it is impossible to experience personally the basis
of every new item of knowledge that will be use-
ful to us. Despite this, Bruner argues that it is still
possible to develop learning by some form of di-
rect experiences in school and that a process of
learning by discovery will maintain children’s
natural curiosity and motivation. There is some
support for these ideas, although the practicalities
of covering the curriculum mean that some com-
promises have to be made.

Despite the fact that it is the job of teachers to
involve children and make sure that they learn, it
is actually quite difficult for teachers to monitor
their learning. Although it does not seem too dif-
ficult to check whether a child is ‘on task’ or not,
being ‘on task’ is not the same as active learning.
Children can be quite adept at making it look as
though they are involved with their work when
they are just putting on an outward show, or do-
ing the minimum to keep out of trouble. On the
other hand, children can appear to be unin-
volved but may well be thinking about work.
This was confirmed by Peterson et al. (1984), who
carried out observations of pupils following a
standard mathematics unit. The amount of time
during which pupils appeared to be ‘on task’ cor-
related with their actual progress only at 0.31,
indicating that appearances can be quite decep-
tive. On the other hand, pupils’ reports on their
own involvement were a better predictor of
progress, correlating with attainments at 0.48,
which accounts for more than twice the variance.

Another way to judge children’s motivation is
from the quality and the amount of work that
they produce. However, their work also depends
on ability, and it is hard to know whether pupils
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who have not done much work are not trying, or
just do not have any knowledge or understanding
of what they are supposed to be doing. Teachers
try to overcome this difficulty by forming an im-
pression of children’s potential abilities, often
from how well they cope with other forms of
work, or by the consistency of their output. If they
find that children can write well on one occasion
then it is reasonable to assume that they should be
able to do so at other times and that poor work is
probably the result of limited effort. However, it
can take some time to form these judgements, and
some children adopt long-term work-avoidance
strategies. Galton et al. (1999), for instance,
found that a quarter of all children engaged in
such ‘easy riding’, which involved giving the ap-
pearance of working while putting in only lim-
ited effort, in order to reduce teachers’
expectations of them.

Academic motivation may thus be important
in determining educational progress, but difficult
for teachers to monitor directly. There are a
number of explanations as to why pupils do or do
not become involved with academic tasks in
school, and most of these have direct implica-
tions for what teachers might be able to do about
1t.

Roles, conformity and obedience

A great deal of children’s behaviour in school can
be seen as conforming to their role as pupils, and
obedience to the authority of teachers. Activities
such as going to classes, following the instructions
of the teachers and being involved with and com-
pleting work assignments are examples. Most of
the time pupils rarely infringe on these expecta-
tions or do so only in minor ways, such as talking
when they are not supposed to. Children evi-
dently have the belief that they should follow
these patterns of behaviour, and it is likely that
this is due to a general desire to ‘fit in’. People are
generally rather anxious about the consequences
of not conforming, and a series of classic experi-
ments by Asch (1955) demonstrated that the
feared negative reactions from other group mem-
bers included being ridiculed and social rejec-

tion. Developing expectations about what is ap-
propriate in certain situations and the need to
consider the reactions of others are part of early
socialisation. These can be critical in determin-
ing early academic progress, and Riley (1995)
found that those children who did not show rapid
and positive social adjustment to school were
four times less likely to be reading by the end of
their first year when compared with the average,
regardless of their skills on entry.

Not all children conform to school norms or
show obedience to their teachers. Some either fail
to develop expectations of social roles at an early
age, or subsequently adopt certain peer group
roles which are directly in opposition to the
work-oriented norms of schooling. Negative roles
learned from peer groups can particularly affect
boys, and children from certain ethnic minorities
who need to establish a strong separate sense of
identity. Connell (1989) has described how this
can result in a subgroup ethos where academic,
cooperative behaviour is seen in a negative way,
with pupils who conform to this being labelled as
‘swots’ and ‘wimps’.

The effects of peer conformity increase during
secondary schooling, and can be very difficult for
schools to counter. One effective approach in-
volves the use of adults from out of school in an
individual mentoring role. A study by Miller
(1997) of the effects of this in a number of
schools found that it improved students’ self-re-
ported motivation and significantly increased
their grades at GCSE—by an average of just be-
low half a grade for each subject they took.

Instincts, drives and needs

The simplest and earliest approaches to motiva-
tion tended to see all behaviour as being im-
pelled by wunderlying forces or drives.
Investigations based upon this perspective at-
tempted to identify what these motives were, and
the way in which they operated. However, one
difficulty with such approaches is that they de-
pend on a relatively circular logic and do not
really explain a great deal. The existence of vari-
ous instincts, drives or needs is inferred from the



behaviours that we see, and the behaviours are
then explained by referring to those underlying
motives. Such explanations therefore tend to be
mainly descriptive and do not necessarily get us
much further in trying to improve children’s in-
volvement with appropriate activities in school.
However, these theories are still used a great deal
in education and it is worth briefly reviewing
them.

Instincts

Instinct are behaviours that involve little if any
learning and are the simplest form of drive state.
They involve simple responses to specific stimuli
and appear to be simply ‘wired into’ the brain. In-
stincts are established by exposure to appropriate
situations during sensitive periods during devel-
opment They are also ‘species-specific’, and inex-
perienced kittens, for instance, will
spontaneously show ‘chasing and catching’ be-
haviours towards small moving objects, behav-
iours which can also be activated when a specific
part of the brain is electrically stimulated. Al-
though our genes differ by less than 2 per cent
from those of the chimpanzee, our nearest genetic
relative, the difference is sufficient to encode for
a brain that is much larger, particularly the outer
layer or cortex, which is able to carry out many
generalised interconnections. Human behaviour
may have an underlying primitive basis, but most
of our behaviours are flexible and are the result
of learning processes.

Despite this, some psychologists have argued
that we still have a certain sensitivity or propen-
sity to develop certain behaviours. Bowlby
(1951) originally believed that babies go through
a particular stage when they are able to form so-
cial bonds with their mother. He felt that if chil-
dren somehow missed out on this stage, their
social and emotional development would inevi-
tably be damaged. However, this view has been
modified by subsequent research, which has
found that although early socialisation experi-
ences are important, older children can still over-
come quite major early social deprivation. More
recently, Pinker (1994) has put the case for lan-
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guage development’s being due to the expression
of inherited abilities. However, there are alterna-
tive explanations based on socialisation processes
and children’s ability to learn and to generate
complex systems. Although we may have the po-
tential for certain abilities and behaviours, these
involve considerable variability, and are very
different from what is normally considered as in-
stinctive.

Drive reduction

Other early theorists such as Hull (1943) argued
that all behaviour is linked with the need to re-
duce basic biological drive states such as hunger
and thirst. Although these can certainly motivate
us, most of what people do is far removed from
such immediate necessities, and it is difficult to
see how such ideas could be at all applicable to
educational experiences.

Hull did, however, attempt to explain more
everyday concerns by linking basic or primary
drives with secondary drives, which enable the
primary ones to be achieved. In this way, earning
money could be seen as a secondary drive since
the money can be used to pay for food and shel-
ter. Although this has some plausibility and may
apply to some situations in life, it is still a long
way from having any educational relevance. It is
quite unlikely that students will regularly make
the extended links between studying hard, even-
tually getting a job and then satisfying their pri-
mary drives. There is also the fact that many
effective motivators, such as certain types of ver-
bal feedback, or being allowed to carry out a
social activity, seem to have only the most tenu-
ous of links with such basic drive states. Although
they were once popular and still have a certain
simplistic attraction, Hull’s theories are therefore
usually nowadays considered to have little rel-
evance.

The psychodynamic approach

Another well-known theory based on drive re-
duction was proposed by Freud at the start of the
twentieth century. According to this approach,
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Figure 5.1 Mental structures as proposed by Freud

CONSCIOUS

UNCONSCIOUS

The Ego is our conscious sense of self-identity. It
is formed early in life to control the needs of the Id
and to fit in with the demands of reality. The Ego
balances the demands of the |d and the Superego.

SUPEREGO

The Superego is formed after the Ego, at
about 5/6 years of age. it is the partly
conscious internalisation of the parents’
control and moral values and is formed from
the Oedipus complex (identification with the
same-sex parent due to early sexuality).

The Id is the unconscious, basic source of
intrinsic motivation or drives. [t involves

positive, sexual forms of psychic energy, as
well as self-destructiveness and aggression.

motivation comes from the interplay of three
mental structures known as the id, the ego and the
superego. As shown in Figure 5.1, these exist at
different levels of conscious awareness. The role
of the ego is to balance the wilder demands of the
id with the moralistic controls of the superego.

Freud believed that the action of the mind is
to discharge drive states which primarily originate
from the id, and to reduce them to their lowest
level possible. This is achieved by processes
known as defence mechanisms, of which we are
largely unaware and which protect the conscious
mind from our baser desires. Typical forms of de-
fence mechanisms which might be seen in educa-
tion include:

e Repression—the earliest and most common
form of defence mechanism, which involves
simply pushing unwanted demands into the
unconscious. Repression could lead to moti-
vated forgetting of unpleasant thoughts or
knowledge.

¢ Rationalisation—creating seemingly rational
causes for impulses we do not want to ac-
knowledge. An example would be blaming
failure in an exam on poor teaching rather
than lack of study.

e Projection—transferring one’s own undesirable
qualities on to other people. Pupils doing this
might justify their own cheating by believing
that everyone else cheats at exams.

e Displacement—redirection of impulses to safer
forms. A pupil’s anger towards a teacher might

therefore be directed to the safer target of an-
other pupil. One form of this is sublimation,
when energy is channelled into positive ac-
tivities such as studying or sport.

From this perspective, motivated behaviours are
normally the result of unconscious drives and ad-
aptations. Although this can appear to be an at-
tractive explanation, the psychodynamic
approach has been heavily criticised since it is
impossible to prove whether it is right or not.
This is because the general complexity of the
theory means that it can predict a range of contra-
dictory outcomes. If, for instance, children have a
poor relationship with their parents, then this
could result either in displacement of these nega-
tive feelings on to their teachers, or identification
with them, which is another defence mechanism
leading to more positive feelings.

Because of such difficulties, psychoanalytic ex-
planations have been largely superseded by cogni-
tive perspectives. In the above example of
rationalisation, the tendency to blame others can
be accounted for by attribution theory (see later in
this chapter), whereby we tend to have a ‘self-serv-
ing bias’ in our analysis of causes. There are further
difficulties with applying Freud’s theories to prob-
lem behaviour, and therapeutic techniques based
on them have no apparent effectiveness. Despite
such difficulties, Freud’s ideas continue to be sur-
prisingly popular, and Coren (1997) describes how
the psychodynamic approach can be applied to a
range of issues in education.



A more general criticism of drive reduction
theories such as Freud’s or Hull’s is that they see
rewards or pleasures as coming from a desire to re-
duce drive states. In Freud’s theory in particular,
he believes that the ultimate state, in which there
are no more bothersome drives, is death! Apart
from being a rather gloomy perspective on life,
this completely fails to explain why it is that we
will become involved in activities such as watch-
ing a frightening film, where there is no apparent
drive reduction. Indeed, achieving a high arousal
state often seems to be part of the attraction of
the activity. As we shall see later in this chapter,
motivation often seems to be generated and
maintained just by being involved in an activity.
In these situations there is no apparent separate
predisposition or motive to become involved,
and concepts such as instincts or drives are un-
likely to be of any use.

Needs

A need implies a lack of, or a want for, some-
thing. Murray (1938) considered the way in
which this can lead to motivated behaviours,
originally proposing that there are two main cat-
egories of biological and social needs. An exam-
ple of a biological need would be a lack of food
leading to hunger, and a social need would be a

Figure 5.2 Maslow’s hierarchy of needs

SELF-

ACTUALISATION

COGNITIVE
NEEDS

/ ESTEEM NEEDS \ """""

/LOVE AND BELONGINGNESS\ ______

/ SAFETY NEEDS \ —-———-

\ - - =~ Food, water, sex, etc.

/ PHYSIOLOGICAL NEEDS

MOTIVATION

lack of contact with other people leading to a
desire for this.

Murray also identified a general ‘need for
achievement’, which appears to have some rel-
evance to education. This can be assessed using
the Thematic Apperception Test (the TAT),
which involves subjects’ spontaneous verbal in-
terpretations of a range of ambiguous pictures.
For example, when given a picture of a woman
sitting in front of a mirror, a pupil might say, ‘The
woman is daydreaming about doing well at her
new job’, indicating an interest in achievement-
oriented themes. Although this test is not specifi-
cally related to education, Wendt (1955) found
that students who scored high for need achieve-
ment on the TAT did much better on arithmetic
tasks than other students, even when they were
not directly monitored by a teacher.

The concept of underlying needs has also been
developed by Maslow (1954) as part of a more
general humanistic perspective, with lower levels
being a necessary foundation for the higher levels
of self-fulfilment. The lowest levels are similar to
the basic drives of Hull and are concerned with
the physical maintenance and well-being of the
individual. As shown in Figure 5.2, the levels rise
through social and self-concept needs before cog-
nitive needs can be met; this level involves the
need for meaning and predictability, and is simi-

= -Developing self-fulfilment; achieving one’s potential.
— - Appreciation of beauty, symmetry and order.
—-Development of knowledge and understanding.

== Feelings of achievement and competence.

— Positive emotional ties with others.

= Security, lack of danger.

-
o
O

g 433deyn



110

INVOLVING STUDENTS

lar to Bandura’s concept of self-efficacy, to be dis-
cussed later in this chapter. The next level in-
volves aesthetic needs, leading to the ultimate
stage of self-actualisation where individuals can
realise their full potential

According to Maslow, we are unable to pro-
ceed to higher levels before our lower needs are
secure. Children who are mainly concerned about
their physical needs or security are unlikely to be
concerned with meeting their higher, cognitive
needs at school. This seems quite plausible, and a
survey by Kleinman et at. (1998) found that chil-
dren who were regularly hungry in school were
about seven times more likely to have social and
emotional difficulties, and twice as likely to have
special educational needs. Although the
specificity of such findings is probably con-
founded by a number of effects, setting up break-
fast clubs has been shown to be associated with
significant improvements in some children’s at-
tainments.

Maslow’s approach appears to bring together a
number of different theories of motivation and
also anticipated many of the more recent devel-
opments, such as intrinsic motivation. A number
of different aspects of the theory also appear to
have some validity when applied to educational
settings. For example, children who have low
self-esteem may fail to make progress and meet
their cognitive needs, although the effects of such
failure are much more specific than Maslow en-
visaged.

Despite these strengths, there is still the under-
lying problem that, like Murray’s ideas, this ap-
proach tends to see needs as existing in isolation.
When applied to education, it is therefore lim-
ited to techniques which only take needs into
account, rather than considering their origins and
how they could be modified or directed.

Before we go on to consider motivation as part
of more general cognitive processes, it is worth
considering a further basic perspective based on
the biological functions of the brain and body.
Since these underlie arousal, stress and emotions,
they have important influences on behaviour,
and have implications for the ways in which
teachers should manage such states.

Arousal and stress

Arousal is the general level of physiological and
psychological activity, and is an important aspect
of the extent to which people are involved in
tasks. In the first place, arousal can be a conse-
quence of involvement, since if something is very
interesting or important, it will tend to increase
the mental and physiological activity of the per-
son carrying it out.

Arousal has also been shown to cause different
amounts of involvement and performance, de-
pending upon the level of the arousal and the na-
ture of the task. The effects are relatively
generalised, and drinking a cup of coffee and just
being more awake at a certain time of day would
both facilitate learning. You can have too much
of a good thing, however, and Yerkes and Dodson
(1908) first demonstrated the classic ‘inverted U
shape’ (Figure 5.3) that is found. Increasing
arousal at first increases performance and in-
volvement, up to a certain optimum point. Be-
yond this, performance deteriorates and
individuals will be less likely to be effectively
involved in the task.

In school, arousal states can be altered by chil-
dren’s level of alertness and interest in what they
are doing. Dynamic and entertaining or ‘enthusi-
astic’ teaching has certainly been shown to in-
crease the involvement and achievements of
pupils. Arousal states can also be affected by chil-
dren’s anxiety about their performance, particu-

Figure 5.3 Arousal and performance: the Yerkes-
Dodson law
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Figure 5.4 Effects of arousal on different tasks
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overlearned task

Complex, or
newly-learned
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Arousal

larly in situations such as examinations. Although
a certain amount of anxiety can help arousal and
performance, high levels of worry can interfere
with performance and lead individuals to avoid
becoming involved in such situations.

The Yerkes-Dodson law also describes how dif-
ferent tasks can be affected by arousal. Complex
tasks, or ones which have only just been learned,
are most vulnerable to even moderate arousal
states, such as the effects of being watched by an
audience. Simple tasks, or ones which are well
learned, are much more resistant to the deleteri-
ous effects of arousal, and arousal can promote
higher levels of performance. The most vulner-
able tasks are cognitive ones, while physical
skills, which are normally ‘overlearned’, are least

affected.

Stress

Prolonged and high levels of arousal can have
disorganising, negative effects, particularly when
an individual is also affected by anxiety. The
anxiety can be due to a threat or a lack of per-
ceived control and is often referred to as a state of
stress. Although this term is rather too general for
most purposes, a basic physiological process un-
derlies most long-term arousal states. Selye
(1956) originally described a general adaptation
syndrome in which perceived stressors produce
adaptations which initially allow us to function
at a higher level. Following interpretation of the
meaning of a stimulus, these are at first triggered
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by the actions of the hypothalamus, a small con-
trol centre in the base of the brain.

The ‘alarm phase’ then involves the sympa-
thetic nervous system, which generally gears up
the body into a higher level of activity by stimu-
lating the adrenal glands to release adrenaline
and noradrenaline into the bloodstream. These
have the effect of increasing heart rate and blood
pressure, dilating the pupils, diverting blood flow
from the digestive system to the muscles, and gen-
erally readying the body to cope with some form
of threat. The hypothalamus also activates the pi-
tuitary gland, which lies just underneath the
brain, to release adrenocorticotrophic hormone
into the bloodstream. This stimulates a number of
glands, including the outer layer of the adrenal
gland, to release a number of other hormones
which are involved in the regulation of basic bio-
logical processes. These include cortisone and
corticosterone, which affect glucose metabolism
(to provide energy) and also influence the im-
mune system, reducing reactions such as inflam-
mation.

Continued stressors produce a long-term ‘resist-
ance phase’, where the body reduces the level of
sympathetic activity but continues to involve the
stress hormones at a high level. Eventually the
body reaches the ‘exhaustion phase’, when the ad-
renal glands can no longer function and the im-
mune system and the control of glucose
metabolism are no longer effective.

Long-term arousal in this way can lead to an
increase in susceptibility to illnesses. Cohen et al.
(1991) found that individuals who reported the
most stressful experiences in their recent past were
about twice as likely to become infected with a
cold virus. Such infections appear to be particu-
larly likely to happen about four days after emo-
tional disruptions such as a row with someone
who is close to you.

PUPILS AND STRESS

School-based stresses for children can come from
academic pressures, particularly those resulting
from the various forms of examinations or other
assessments which are now present at all phases of
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education. Jemmott et al. (1985), for instance,
found that the experience of exams significantly
reduced the levels of antibodies measured in stu-
dents’ saliva. These substances are produced by
the immune system, and such reductions make the
body more susceptible to disease.

Social difficulties such as being bullied or
school phobia can also cause long-term problems.
These are often associated with high levels of
anxiety and can be very debilitating for some
children. Long-term stress has also been impli-
cated in a number of physical problems that chil-
dren may suffer from. Cleare and Wessely (1996),
for instance, consider that there is a significant
role for stress in the debilitating condition of
myalgic encephalomyelitis (ME), also known as
chronic fatigue syndrome. This is relatively com-
mon and educationally significant, with Dowse
and Colby (1997) finding that it accounted for
about 42 per cent of all long-term absences from
school. However, most stress reactions are not usu-
ally so severe, and the most typical signs that
teachers should be aware of involve headaches
and stomach-aches.

TEACHERS AND STRESS

Borg et al. (1991) have shown that about
onethird of all teachers state that they experience
moderate or severe levels of stress. Because of the
various pressures of the job, about one in five
consider that they would not become teachers if
they had their time again. As shown in Table 5.1,
Borg et al. found that teachers associated four
main factors with stress.

Pupil misbehaviour stands out as the greatest
source of stress, with noisy pupils and difficult

Table 5.1 Factors associated with teacher stress

Factor Variance in stress
Pupil misbehaviour 29%

Time/resource difficulties 10%

Professional recognition needs 6%

Poor relationships

(staff, parents and pupils) 6%

Source: Based on data in Borg et al. (1991)

classes being the highest contributors to this fac-
tor. Teachers also have a constant and intensive
load in terms of supervising and managing large
groups of children, with Jackson (1968) finding
that they are typically involved in more than 200
interpersonal interactions every hour. The direct
demands of managing this load mean that teach-
ers find additional administrative burdens
particularly irksome and sometimes overwhelm-
ing.

HE LIVED
FOR TEACHING

!

{

P THAT WaS
HIS PROBLEM

It can be difficult to make direct comparisons
with other professions because of the unique na-
ture of the job demands and pressures on teachers.
However, Fisher (1996) found that health risk
factors based on purely actuarial figures placed
teachers in the highest insurance group, along
with doctors and tunnelling engineers.

STRESS AND CONTROL

Many studies have shown that the key features in
producing stress involve the extent to which indi-
viduals feel they have control over a situation,
particularly one which makes high demands. In a
classic experiment, Brady et al. (1958) found that
many monkeys that had to press a lever every 20
seconds to avoid electric shocks eventually died
of stress-induced gastric ulcers. Other monkeys
that were given the same level of shocks without
the possibility of stopping them were unaffected,
so the stress was not simply due to the shocks.



Further investigations indicated that the most
important aspect was the lack of feedback to the
monkeys about whether they had avoided the
punisher. This meant that they could not have
any real sense of being able to control the shock
and therefore had to be constantly vigilant.

Seligman (1975) too found that individuals’
sense of control could be limited by situations
where they were repeatedly unable to affect the
outcome of events. If animals were given electric
shocks which they could not escape from, then
they subsequently remained in the situation even
when they were allowed the possibility of escap-
ing. This is a state referred to as learned helpless-
ness, and individuals who experience it become
withdrawn and unreactive, which Seligman con-
siders is similar to the normal development of de-
pression. Hiroto and Seligman (1975) found that
humans who were exposed to a loud, stressful
noise over which they had no control had subse-
quent difficulty in learning tasks which would
have led to a reduction in the noise. Like the
animals, the people involved seemed to have
learned that they had no control over this aspect
of their environment. These particular types of
beliefs about the causes of things (known
as attributions) are very important in determining
motivation, and are discussed later in this chapter.

Rotter (1966) has also shown that such expe-
riences lead people to develop a sense of where
control generally comes from. It can be either
from within themselves, known as having an inter-
nal locus of control, or from outside themselves,
known as having an external locus of control When
people have the sense of an external locus of
control and the feeling that they cannot control
events, they are unlikely to take an active ap-
proach to dealing with problems and will be more
vulnerable to stress. The experience of externally
imposed Ofsted inspections appears to be a classic
example of this, and Hackett (1998) found that
nearly half of all schools reported increased levels
of staff sickness in the following two to three
months.

In school, children who have made limited
progress with basic academic skills are particu-
larly likely to perceive that they are unable to
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control this aspect of their lives. Although chil-
dren may attempt to avoid the area where they
have problems, the process of normal schooling
will repeatedly make demands on them that they
cannot manage. Most lessons, for instance, in-
volve some reading and writing, and children
who do not have functional literacy skills will
repeatedly experience failure. When this pressure
is reduced by transferring them to a special
school, children usually experience a significant
reduction in the academic stress that they experi-
ence. This is of course not an option for most pu-
pils, and in any case there is a price to pay in the
effects of segregation.

If academic pressures and lack of control cause
stress, then it should be possible to reduce pupils’
anxiety and arousal by increasing their sense of
control and effectiveness with school work. This
can be done by making sure that school work is
matched closely with their level of achievement
and thereby increasing their overall success. Chil-
dren can also be helped by giving them experi-
ences which alter their attributions of why they
succeed or fail. Dweck (1975) has developed a
successful approach to improve the sense of effec-
tiveness and motivation of students which in-
volves setting up experiences that are moderately
difficult and then encouraging pupils to persist in
order to achieve success.

Other techniques include therapies based on
exercises to enable children to develop a ‘relaxa-
tion response’. These exercises promote both
mental and physical relaxation, encouraging chil-
dren to focus on a soothing image or experience
and then tensing and relaxing the major muscle
groups of the body. Then, experiences which
would normally cause anxiety or arousal are in-
troduced, usually at first in imagination, then by
using relaxation ‘triggers’, such as the relaxing
image, in the actual situation. This approach is
technically known as desensitisation and is often
carried out by therapists in a hospital or clinic
setting. Schools can carry out the simpler ele-
ments such as relaxation with groups of pupils,
who can then be encouraged to apply this ap-
proach in situations which they find difficult to
manage.
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The Yerkes-Dodson that
overlearning of information should also avoid
the disruption caused by high arousal and prevent
anxiety and underfunctioning. Children who
were very anxious about reading something out
loud in an assembly would find it much easier to
cope if they had practised the reading so that it
was automatic for them. A sense of control in
situations such as examinations can similarly be
increased by rehearsals with ‘mocks’ which are
made as close to the real experience as possible,
but with questions the children can cope with.
Students can also be helped to establish greater
control by using a structured approach with their
revision studies and also when they sit the exami-
nation. This can involve working through old
papers and identifying key areas for subsequent
study, making structured notes covering these,
and examination strategies which involve identi-
fying questions and making initial notes as a basis
for answers.

law shows

Emotions and their functions

Emotional states are based on primitive forms of
brain-body interactions and involve a range of
different types of arousal states and cognitive
processes. The initial stages of developing an
emotional state usually involve some form of ap-
praisal of the meaning of a situation. Smith and
Ellsworth (1987) consider that various features
combine to generate a feeling. The examples
shown in Table 5.2 show how these can form the
foundation for four possible emotions.

Most emotional states involve some form of
physiological arousal. This varies according to
the emotion: the physical sensations of fear such
as ‘weak knees’ and ‘butterflies in the stomach’

Table 5.2 The cognitive basis of emotions

are very different from the angry sensations of
feeling ‘tense’ and ‘heated’. These different states
are often triggered by our initial appraisal of a
situation. Awareness of our physical state can
then feed back to increase our emotional arousal,
often setting up a self-maintaining positive feed-
back. Sometimes, however, the arousal can hap-
pen rapidly and without conscious thought, for
example if we are startled by something. The
generalised physical sensations we experience are
then used as cues to develop an emotional state,
and this state can then direct our appraisal of
what is going on. A teacher might be surprised by
an unexpected loud noise caused by a pupil acci-
dentally knocking a chair over. In this case the
teacher is more likely to become angry than if he
or she had seen the pupil bump into the chair and
been ready for the noise.

Once started, a state of physiological arousal
takes some time to dissipate, since the various
stress hormones are not broken down immedi-
ately. As well as the directly arousing effects of
the adrenaline released into the blood by the
adrenal bodies, the noradrenaline too has a gen-
erally stimulating indirect effect on the whole of
the sympathetic nervous system. There are also
psychological feedback processes that operate
once a person is physiologically aroused. This
means that if your body feels ‘hyped up’, you will
often interpret the feeling as an emotional state
and maintain or even increase your general
arousal.

Thus emotional or arousal states can escalate
suddenly but may take some time to calm down.
One way of describing the sudden and discon-
tinuous changes in arousal is with the graph
shown in Figure 5.5, which ‘jumps’ from one
level to another, depending on the direction of

Did something Was it/would it Who was Emotion
happen or not? have been desirable? responsible for it?

Yes No Another person Anger
Yes No Me Guilt

Yes Yes Joy

No No Relief




Figure 5.5 Effects of changing stimulation on arousal
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>
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change of stimulation. This shows that there is an
‘overshoot’ in both directions before changes
happen. Most people will generally avoid getting
emotional until they cross a certain threshold, but
will maintain their state for some time after any
causes have reduced.

Calming down children who are upset or angry
may take some time, and at first their heightened
emotional state will probably mean that it is not
possible to reason with them. In these situations it
is often best to have a cooling off period during
which the arousal can subdue. For similar reasons,
many teachers have a short ‘quiet time’ when pu-
pils have just come in from an active break or PE
session, before starting a class lesson in which
high arousal could be disruptive. On the other
hand, once pupils are enthusiastic about a sub-
ject, their enthusiasm is likely to continue for a
while, and it is therefore worth starting off lessons
in an upbeat, enthusiastic way in order to gener-
ate some ongoing involvement.

‘But that’s illogical, Captain’

In the original Star Trek series, the half-Vulcan
Spock was famous for his lack of emotion and his
emphasis on the use of pure logic. In education
this sort of cerebral approach can sometimes seem
an attractive way to avoid the confounding ef-
fects of children’s feelings, particularly when
there is a need to cover an academic curriculum
at speed. Emotions are certainly primitive mental
states, and one view of them is that they are
merely awkward leftovers from our evolutionary
past.

Despite this, there is considerable evidence to
support the belief that emotions are vital in ener-
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gising and maintaining behaviour. One key func-
tion seems to be to ensure long-term commitment,
which is necessary in maintaining social relation-
ships and effective decision making. This has
been shown by Antonio and Damasio’s (1994)
description of an individual called ‘Elliott’ who
lost his ability to experience emotions, owing to
brain damage caused by a tumour. Although he
had a normal IQ and memory, Elliott’s life subse-
quently unravelled in a series of personal and
economic disasters. He was unable to maintain
marriages or jobs and appeared to be unable to
make effective decisions or to plan ahead for
even a few hours. This was apparently related to
a break in the connection between Elliott’s
‘knowing’ things and ‘feeling’ things. Lacking the
prompt of emotional commitment, he could
weigh up and alter decisions ad infinitum without
the ‘gut feelings’ which normally enable people
to maintain consistent behaviour.

Emotional content is also closely involved in
our long-term knowledge and understanding, and
under the right conditions can facilitate recall. In
general, it therefore seems that educational proc-
esses should encourage and develop emotional
involvement and understanding whenever this is
possible. Interest and enthusiasm for the content
of lessons can be readily modelled and encour-
aged by teachers, which probably accounts for at
least part of the large positive effects of ‘enthusi-
astic teaching’ to be described in Chapter 6.

Behavioural approaches to motivation

Operant conditioning, as outlined in Chapter 2, is
a powerful way to motivate specific behaviours.
It works by linking experiences that a pupil is al-
ready motivated by—a reinforcer or punisher—
with an activity that we want to use in order to
generate motivation. Accordingly, we can try to
motivate pupils to work harder in school by using
rewards such as praise and merit points, or sanc-
tions such as detentions. For instance, a teacher
might encourage pupils to complete some class
work by allowing them out to play (the reinforcer
being to socialise with their friends) only when
they have completed their assignments.
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In order for behavioural approaches to work
effectively, pupils need to be aware of what is
generally expected of them, in the form of
‘ground rules’. These should cover classroom rou-
tines, with an emphasis on positive, work-di-
rected behaviour. The effective behavioural
approach of Assertive Discipline (Canter and
Canter, 1992) emphasises a clear and unambigu-
ous set of rules which are agreed on by staff and
which should be displayed on the classroom wall.
These are limited to about six in number, and it
can be an effective approach to negotiate these
with a new class. Pupils are normally very aware
of what is expected of them in school and if any-
thing are rather over-punitive when considering
the consequences of disobedience.

In terms of motivation, pupils need to be
aware of the positive and negative outcomes that
are associated with such rules. Discipline proce-
dures in schools usually focus on the failure to
carry out expectations, and the most common
outcome of this is a verbal reprimand. Punishers
may often have unwanted effects, however, and a
further danger with rebukes is that they may be-
come reinforcing for children because of the at-
tention that is involved. This paradoxical
reinforcement can lead to even more disruptive
behaviour. Despite this, Leach and Tan (1996)
found that sending negative letters to parents was
highly effective, increasing general on-task be-
haviour in a class from about 60 per cent to
above the 90 per cent level. It is likely that this
was due to the powerful nature of the letters as a
punisher since parents control many aspects of
their children’s lives.

Praise

A range of rewards are possible in school, the
most common form given in classrooms being
teacher praise and encouragement. For most
teachers, their positive comments are usually out-
numbered by negative ones, although these are
usually directed towards behaviour rather than
achievements. Wheldall et al. (1985) found that
when teachers were trained to give more positive
comments, pupils’ on-task behaviour increased

significantly. Unfortunately, as mentioned earlier,
such behaviour is not necessarily the same as ac-
tual learning, and a review of the effects of praise
by Brophy (1981) found that it does not usually
relate very well to students’ achievements. One
reason for this appears to be that teachers do not
normally use praise in a very effective way, tend-
ing to use it only with pupils who are already
doing well. Although there is a weak positive
relationship between praise and achievements for
younger pupils and children from deprived socio-
economic backgrounds, this effect disappears
with older pupils, and in some studies has even
been negative.

Praise is a form of social interaction and its
effectiveness therefore depends very much on
the relationship between the pupil and the
teacher, and whether this is valued by the pupil.
In general, pupils up to the age of 8 want to
please adults, so praise can be effective. After
this the role of the peer group becomes progres-
sively more important, and praise from an adult
is likely to have only limited effects—or even
negative ones, depending on the peer group’s
culture.

In order for praise to be at all effective, Brophy
(1981) argues that it should emphasise informa-
tion about achievements and be credible to the
pupil. The use of praise should also follow the
principles of learning theory, and be reliable and
contingent on some specified performance. Pure
behaviourists such as Skinner believe that there is
no need to consider why such motivators work,
just how they can be used. However, conditioning
is effective because it changes individuals’ expec-
tations about what will be the outcome of their
actions. If pupils are in the class of a teacher who
notices good work and regularly gives praise, they
should be more likely to work for such recogni-
tion.

Praise also seems to be ineffective if it gener-
ates a defensive self-concept, with limited ap-
proaches to learning. Dweck (1999) describes the
way in which a great deal of teacher praise nor-
mally emphasises ability (‘You’re really clever’) or
achievement (‘You've done that work well’). This
encourages pupils’ efforts and involvement in the



short term, but, surprisingly, has long-term nega-
tive effects. Such ability- or achievement-ori-
ented praise seems to make students most
concerned about maintaining a positive image,
which means that they will subsequently tackle
only relatively easy tasks, in which success is guar-
anteed. If pupils experience work that they are
less successful with, then this serves to undermine
their ability- or achievement-oriented self-con-
cept, leading to a helpless, passive orientation to
future work.

Dweck argues that effective praise should em-
phasise effort and strategy. This might involve
comments such as “That’s right—you worked re-
ally hard on that one’, or ‘Good—that was a re-
ally effective approach’. This type of feedback
appears to encourage pupils to see their own
abilities and achievements as modifiable. When
they encounter difficulties, they are then much
more likely to persist and to adopt different strat-
egies. Crowne and Marlowe (1964) have, how-
ever, shown that some individual pupils have a
strong need for social approval and that the use of
positive personal comments can be particularly
motivating. Even so, it may be more healthy for
them if they are weaned off this dependence and
encouraged to take a more active and flexible ap-
proach to learning.

Extrinsic versus intrinsic motivation

In most behavioural approaches, the reinforcer or
punisher is usually separate from the activity, and
this is said to bring about extrinsic motivation.
Some critics consider that extrinsic motivation
can interfere with the normal processes of intrin-
sic motivation, when an activity is carried out for
its own sake. According to this, rewarding pupils
in school is seen as a form of ‘bribery’ which will
prevent them from developing natural interests
and involvement.

Lepper and Greene (1978) argue that the ma-
jority of the activities which people normally en-
gage in, such as sports, socialising or even
vocational employment, involve such intrinsic
motivation. They believe that this is a more
‘natural’ way for pupils to be involved with work
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and is likely to result in more effective learning.
Their views are similar in many ways to Bruner’s
ideas about contextualised learning, and, as de-
scribed later in this chapter, the basis of intrinsic
motivation can be explained by the normal proc-
esses of cognitive development.

Lepper et al. (1973) carried out a classic inves-
tigation into the effects of extrinsic motivators on
such natural learning in a study of children’s
drawing activities. First they observed a group of
nursery school children in a free-play period to
see how much time they spent on drawing. They
chose a number of children who seemed to like
drawing and split them into three groups which
subsequently had different expectations and ex-
periences of reinforcement. Only one of the
groups was told that they would get a ‘good-
player’ award for making drawings, and then all
three groups were allowed to ‘play’ with some
drawing materials. After this session, the reward
was given to the group which expected it, and a
reward was also given to the children in one of
the other groups, who did not expect one.
There was therefore one group of children re-
maining who did not expect, and were not given,
a reward.

All three groups were then allowed a further
free-play session, during which they were ob-
served to see how much time they spontaneously
spent on drawing activities. The key finding was
that children in the group which had been prom-
ised and then received a reward now spent less
time than the other two groups on drawing.
Lepper et al. interpreted these results as indicating
that the children who had expected a reward had
come to use this as a reason to justify why they
were involved in drawing. When the reward
stopped, then there was no longer any reason to
continue with the drawing; the children’s sense of
personal control or involvement with the task it-
self had been removed and drawing was an activ-
ity they did only to get something else.

By analogy, in normal school work it would be
counter-productive to use any of the normal
range of extrinsic rewards such as house points,
certificates or various privileges. Although re-
wards may have short-term positive effects—the
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group expecting a reward did more work than the
other two groups on the second session—they are
likely to result in superficial efforts geared solely
to getting the reward. The drawings produced by
the group expecting the reward were in fact of
lower quality than those of the children who were
drawing purely for the sake of it.

However, these findings have not always been
confirmed when children have had different ex-
periences and expectations. Cameron and Pierce
(1994) point out that the group in the original
Lepper et al. study who did not initially expect a
reward, but did receive one, actually performed
best of all in the final free-play session. This in-
dicates perhaps that it was not the reward itself,
but the expectation of reward which affected sub-
sequent motivation. In a meta-analysis of 96 stud-
ies, Cameron and Pierce found that motivation is
reduced only in the specific situation when a tan-
gible reward is given merely for doing a task.
When a reward is given to children for doing
better on a task, a number of studies show that
there is generally no damaging effect on subse-
quent intrinsic motivation.

These findings can be understood in terms of
the way in which children interpret and use in-
formation. When pupils are rewarded whatever
they do, this devalues their efforts and involve-
ment. However, when reward or praise is contin-
gent on what they have done, this gives
feedback and is likely to increase feelings of
competence and subsequent involvement. The
message for teachers is clear. They should at-
tempt to link rewards with specific achieve-
ments, and it would also seem safest initially to
emphasise performance on the task, rather than
the importance of the reward.

Lepper and Greene (1978) have also reviewed
findings that using something as a reinforcement
can have the effect of reducing its value. Suppose
the reward used was being allowed to look at a
book; reading would then not be so pleasant if it
were regularly linked with having to do some dif-
ficult mathematics. Evidently, if this is the case,
teachers should be wary of the way in which they
use reinforcers so that they avoid weakening de-
sirable behaviours.

Trying to use an intrinsically motivating ac-
tivity to increase involvement in another activ-
ity can also sometimes reduce the desired target
activity. Higgins et al. (1995) investigated the
effects of emphasising different tasks when chil-
dren were given a book which they could both
colour in and read from. When colouring was
the main activity in the first session, Higgins et
al. found that children were subsequently less
likely to want to do the reading and seemed to
have developed the idea that reading was a sub-
sidiary and less interesting activity. In general, it
seems safest to develop children’s interests in ac-
tivities for their own sake wherever possible.
However, some activities are complementary
with a natural association, for example follow-
ing a story in pictures with an explanation un-
derneath which can be read. When this is done,
the important aspect is to emphasise the overall
task, by saying ‘Let’s find out what happens
next’, rather than ‘If you read this then I’ll let
you look at the next picture’.

The self

A more immediate and powerful explanation for
academic motivation is that it comes from a pu-
pil’s self-concept, related to school work. If pupils
do not generally see themselves as successful, or
feel that they are likely to fail on a particular
task, they are unlikely either to get involved with
the task or to put much effort into it. The findings
of Dweck (1999) in relation to the effects of
verbal feedback have already been mentioned,
and the key aspect of these findings appears to be
the effect that verbal feedback has on children’s
views of themselves.

Coopersmith (1967) assessed the general self-
esteem of a large number of boys and found that
pupils with high self-esteem achieved more in
school and were generally more successful
vocationally. He also found that they were the
product of a parenting style which set clear and
firmly enforced boundaries to behaviour but
which also encouraged independence and free-
dom within these limits. These features seem
likely to develop children’s sense of control, and



the ability to act within the realities of situa-
tions.

Self-efficacy

Bandura (1986) argues that our perception of our
own ability to perform academic tasks is a form of
esteem known as self-efficacy. This may be the re-
sult of past experiences, and can affect our future
academic motivation. Experiences of failure tend
to reduce self-esteem, whereas success tends to
generate higher expectations and a more positive
self-concept, leading to increased motivation, ef-
fort and success. Bandura found, for instance, that
when students were given negative information
about their performance on a mathematics task
(irrespective of how they had done), their subse-
quent success and involvement in similar tasks
were often significantly reduced.

Bandura considers that children’s judgements
of their effectiveness come, as well as from task
achievement, from comparisons with the achieve-
ments of their peers, from their general arousal
(see earlier in this chapter) and from advice from
key others (such as teachers). Zimmerman et al.
(1992) have also shown that children will set
their goals according to what they perceive they
are capable of and will avoid the emotional con-
sequences of failure. Students with good self-es-
teem set themselves realistic, achievable goals
and will expend considerable effort to achieve
them. Students with low self-esteem, however,
will either set themselves low goals, where they
can be certain of success, or unrealistically high
ones, where they can blame their failure on the
difficulty of the task; in neither of these situations
will they need to expend much effort.

Shavelson et al. (1976) originally argued that
self-concept is a multifaceted, hierarchical con-
cept, with general self-esteem coming from self-
concept in a number of different areas. For
schoolchildren, educational experiences are an
important part of their lives, and children who do
better at school certainly seem to have higher
general self-esteem. This is not a particularly
strong effect, however, and in a review of a

number of studies Hansford and Hattie (1982)
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found a mean correlation coefficient of only 0.21
between self-esteem and academic achievements.
General self-esteem can come from a number of
different sources and will also depend on a child’s
particular context; a good footballer who is not
doing too well at school will evidently have
much more self-esteem when playing football.

Marsh and Yeung (1988) have found that chil-
dren’s sense of academic self-efficacy appears to
be relatively specific to their achievements in
particular subjects and that it is not very useful to
talk about a general academic self-esteem. Al-
though pupils who do well in English are also
generally likely to be doing well with mathemat-
ics, a surprising finding is that pupils tend to see
their achievements in these as relatively separate.
Marsh explains this as being due to a combina-
tion of external and internal frames of reference.
An external comparison with other children’s
achievements may show pupils that they are do-
ing well in a particular subject such as mathemat-
ics. However, any sense of achievement will be
cancelled out if they make an internal compari-
son with another subject such as English where
they are doing even better, effectively saying to
themselves, ‘I can’t be that good at maths because
I’'m not as good as [ am in English.’

Should teachers try to boost self-esteem?

A key issue is whether self-esteem affects achieve-
ments, or whether it is mainly achievements
which develop self-esteem. This is important,
because if self-esteem determines academic
progress, then teachers should make direct efforts
to boost it in children. This aspect was investi-
gated by Marsh and Yeung (1997) in a long-term
three-year study of children’s academic self-con-
cepts and their achievements in mathematics, sci-
ence and English. Using a form of path analysis to
separate out the different causes, they found that
academic self-concept and achievements in each
of the subjects had reciprocal effects, but that the
impact of achievements was much stronger. The
coefficients for the effects of self-concept were of
the order of about 0.1, compared with about 0.5
for specific achievements. The effects of self-es-
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teem were related to pupils’ marks, as well as
teacher assessments, which were presumably fed
back to pupils on a regular basis.

Chapman and Tunmer (1997) found that the
effects of achievements on self-esteem were only
starting to develop in the second year of school-
ing, as children began to perceive their progress
and to make comparisons with the attainments of
others around them. Rosenberg et al. (1995)
found that later in school, the academic self-es-
teem for grade 10 boys had risen to give a path
coefficient of 0.30 for its effects on achievements.
It seems likely from this that pupils’ academic
self-concept develops throughout the process of
schooling and may have progressively greater ef-
fects on their achievements.

Hay et al. (1997) also found that pupils’ aca-
demic self-concept was affected by the general
academic context of the class that they were in.
There was a substantial overall correlation of
0.46 between pupils’ self-concept and the differ-
ence between their achievements and the average
of the class they were in, an observation known as
the ‘big fish-little pond (BFLP) effect’. The out-
come of this can be that pupils who are in a group
above their achievement level are likely to de-
velop low self-esteem and reduced effort. Con-
versely, those in a group below their achievement
level may develop high self-esteem and improved
effort, although there is also the danger that they
may reduce their effort to ‘fit in” with their social
group. These effects would, however, be less
likely to happen in a secondary school if pupils
were able to make comparisons with other
classes.

Part of the process of self-evaluation also ap-
pears to be the extent to which pupils are able to
achieve the goals to which they aspire. Dweck
(1986) has distinguished between ‘task goals’,
where pupils seek to achieve mastery of an area,
and ‘ability goals’, where pupils set what they
wish to achieve relative to other children. In gen-
eral, pupils seem to show more commitment and
involvement with task goals, and these seem to
involve the same intrinsic motivational processes
as those associated with general cognitive devel-
opment (to be discussed later in this chapter).

Taken as a whole, these findings indicate that
there are reciprocal effects between achievement
and self-esteem, but that self-esteem usually has
the minor role. The strongest predictor of progress
in an academic area is actually pupils’ initial at-
tainments in that area, with Marsh and Yeung
(1998) finding path coefficients greater than 0.8
for both mathematics and English test scores.
These would give rise to the processes shown in
Figure 5.6.

Since self-esteem usually has only a limited
impact on achievement, attempts to boost it are
probably not going to be the most effective way
to improve motivation and achievement. In fact,
it is likely that a teacher’s attempts to praise pu-
pils’ work would be discounted by them if the
evidence from marks or what other children were
achieving went against this. Since self-efficacy is
relatively specific, academic or non-academic
self-esteem is also unlikely to transfer over to
boost self-esteem and effort in other areas. Pupils
who are competent at sports might feel better
about themselves, but this would not have much
impact on their efforts or achievements with read-
ing.

The most effective ways to affect children’s
sense of efficacy and effort would probably be to
improve pupils’ real progress, and also to ensure
that they value their achievements. As described

Figure 5.6 Reciprocal effects of self-esteem and
achievement

Effort

Earlier

achievements
Academic

self-esteem

Academic
achievements

External sources:

Marks, teacher feedback, others’ achievements (BFLP).
Internal sources:

Mastery, achieving own goals, relative performance in
different areas.



below, some approaches are able to alter
attributional styles by encouraging pupils to set
worthwhile goals and supporting them in attain-
ing these. For children in groups set by ability or
achievement, the most motivating situation will
be membership of a group where they can see that
they are doing as well as or better than the other
children around them. Although this will be im-
possible for some children (not everybody can be
above average), teachers usually try to avoid any
significant mismatches. The negative effects of
context can be minimised by avoiding between-
class comparisons and by emphasising pupils’ in-
dividual learning goals.

Attributional processes

There is a strong general tendency for people to
want to find out the reasons why things happen.
This is probably part of the way in which we
model and attempt to make sense of the world.
It allows us to think about and plan ways in
which we can interact with the various features
of our environment. We particularly seek causes
or attributions for the behaviour of other peo-
ple, but we also seem to look for causal links be-
tween our own actions and possible effects.
When we believe that we can accomplish some-
thing, this belief appears to have an important
impact on our future involvement or motiva-
tion.

Rotter (1966) suggested that one form of attri-
bution is the way in which individuals can have
a sense of whether control originates from them-
selves—an internal locus—or from things sepa-
rate from them—an external locus. In an
educational setting, individuals who have an
external locus of control are inclined to believe
in ‘luck’ rather than effort attributions, which
tends to result in lower effort and achievements.
Learned helplessness has been described by
Seligman (1975) as an extreme form of an exter-
nal locus of control and involves a negative,
apathetic and withdrawn approach to situations.
As described earlier, it is likely to result when
students have repeated experiences where their
efforts appear to have little or no effect.

ATTRIBUTIONAL PROCESSES

Weiner (1985) has taken this concept further
by considering that there are three main dimen-
sions for the perceived causes of success or fail-
ure:

e Stability—whether the cause changes or not.
Ability or intelligence is usually perceived as
a stable cause, whereas effort can change.

¢ Internal or external—whether the cause lies
within the individual or comes from outside.
External causes would be the perceived diffi-
culty or other characteristics of tasks, whereas
internal causes include ability and effort.

e Controllability—whether the result can or
cannot be affected by the individual’s expend-
ing greater effort. Traits such as ‘laziness’ are
generally seen as being under voluntary con-
trol, whereas traits such as mathematical apti-
tude or physical coordination are not.

Some of the main categories of perceived causes
are: ability, which is stable, internal and has low
controllability; effort, which is unstable, internal
and has high controllability; luck, which is unsta-
ble, external and has low controllability; and task
difficulty, which is stable, external and has low
controllability. If pupils fail on a particular task
they might attribute their failure to any of these
categories. If their attribution involves stable and
uncontrollable causes such as a belief that they
have no ability, or that tasks are always too diffi-
cult, they will feel that not much can be done to
avoid future failure. The same will happen with
attributions for external causes with low control-
lability, which is the basis for learned helpless-
ness. Even when students are successful,
attributing the outcome to ‘luck’ or ‘low task dif-
ficulty’ means that they are still going to feel that
their success was not due to anything that they
did, and they are therefore unlikely to be moti-
vated in the future.

On the other hand, students who attribute suc-
cess at some task to internal causes such as effort
or ability are likely to feel positive about their in-
volvement and will be highly motivated in the
future. If students fail and attribute the failure to
unstable characteristics such as effort or luck, they
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are still likely to persist in the future, since they
are likely to think that they might succeed by try-
ing harder, or by having better luck another time.

Positive attributional styles are most readily
developed by successful experiences, where pu-
pils perceive that they are competent and in con-
trol, and that it is worthwhile expending effort.
Such perceptions can be encouraged and devel-
oped by teachers. Mueller and Dweck (1998)
found that students who were praised for their
effort at solving mathematical problems subse-
quently showed much greater persistence than
students who had been praised for their intelli-
gence. Praising ability led students to worry more
about failure and to choose tasks only where they
were certain they could be successful. The pupils
who had been praised for effort, on the other
hand, showed more resilience and persistence,
and concentrated on ways to learn different ap-
proaches to solving problems.

Attribution retraining

Once students have established a negative
attributional style, however, this will tend to per-
sist, whatever their subsequent experiences of suc-
cess or failure. Indeed, it is quite possible for it to
become more ingrained over time, since they may
put in decreased or inappropriate effort and will
then experience even fewer successes. Even if the
teacher is able to gear the work closely to a stu-
dent’s abilities and thereby ensure a high level of
success, students are still likely to devalue this
and attribute their achievements to the low level
of the tasks. Cooper (1983) has found that this is
particularly likely to happen with ‘remedial’
teaching, if the pupils see the tasks as being
closely managed by the teacher, and if compari-
son with and comments from other children show
that they are in fact doing lower-level work.

To break into this negative cycle, students can
be given tasks which they perceive as difficult,
but which they are encouraged to persist and to
succeed with. When students are unsuccessful, the
teacher can emphasise that the lack of success was
due merely to lack of effort, or an inappropriate
strategy, explaining where they went wrong, then

encouraging them to try again. Dweck (1975)
found that when treated in this way, students
started to attribute success or failure to their own
actions and were then able to improve their mo-
tivation and achievements. Group work can also
increase the effectiveness of such training if pu-
pils see other children making attributions to ef-
fort, thereby providing them with models for
change.

Problems with self-worth

Unfortunately, some students will opt out of con-
sidering academic tasks to be of any value, in
order to protect their sense of self-worth. They
will be strongly motivated to avoid the possibil-
ity of failure and may focus on other aspects of
their lives to achieve such positive self-esteem.
One problem is that they may do so by joining
social groupings whose attitudes and actions run
counter to the school ethos and general social
norms.

Avoidance of failure can also affect general ef-
fort and involvement with school work. In one
experimental investigation, Craske (1988) was
able to identify a group of pupils whose perform-
ance on a mathematics task improved, surpris-
ingly, when they were told that the items were
hard and that they were not expected to do very
well. This instruction appeared to remove the
need to protect self-worth since they could blame
any failures on the task difficulty and could then
put in effort without any risk to their self-esteem.
These particular pupils did not respond to con-
ventional attribution retraining, apparently since
they were not prepared to take the risk of putting
in effort in normal situations.

The involvement of such pupils can of course
still be managed by behavioural approaches, but
the results would be unlikely to generalise to
other situations where the same rewards or pun-
ishers did not apply. Other ways of involving and
motivating such alienated pupils can include al-
ternative curriculums in off-site units. These can
involve a range of individually tailored pro-
grammes of study, social and recreational activi-
ties in an environment which depends for its
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success on the quality of the adult-child relation-
ship. These activities may bear little relationship
to conventional school work, however, and tend
to be used only with the most disaffected pupils,
where a deschooling approach may be the only
option.

Implications for teacher control and
management

Attributional theories give rise to the rather
counter-intuitive prediction that a high level of
direction by a teacher might actually reduce mo-
tivation and subsequent achievements. If stu-
dents perceive their own involvement and
attainments at school as being mainly under the
control of their teacher, then this perception is
likely to reduce their own sense of control or in-
volvement. Research summarised by Spaulding
(1992) shows that motivation and achievements
are decreased by teachers who emphasise their
evaluative over their informative role, and who
monitor students’ behaviour and performance in
an intrusive way.

A high level of teacher control may increase
the short-term involvement and attainments of
students but does not appear to produce long-
term benefits. In a review of a number of different
types of pre-school programmes, Miller and Dyer
(1975) found that highly structured, formal ap-
proaches were associated with the greatest imme-
diate cognitive gains. However, they were also
associated with the greatest cognitive losses when
the children later moved on to primary school. It
is also worth noting that although the educa-
tional system puts great value on literacy, White-
head (1977) discovered that by the age of 14, 36
per cent of all children read no books at all by
choice. It seems that reading skill that is devel-
oped under the direction and control of teachers
does not necessarily transfer into independent
usage.

Although high student control and intrinsic
motivation may be desirable, schools are organ-
ised on the basis of relatively few adults manag-
ing large numbers of students. Unfortunately,
this type of arrangement tends to require a high

degree of external control and direction. To
overcome this problem, a number of attempts
have been made to allow students to choose
their own activities in schools. However,
Spaulding’s (1992) review indicates that such
developments have generally been unsuccessful
in achieving conventional curriculum goals and
that they were usually rapidly replaced by tradi-
tional instruction programmes. One famous sur-
viving British example is Summerhill, a ‘free’
school operating on the principles of self-direc-
tion by pupils. A study by Bernstein (1968) of
the outcomes of this school found significant
benefits in terms of social abilities, self-confi-
dence and continuing personal growth. On the
other hand, this study also found that parents of
children at Summerhill who had themselves at-
tended the school tended to remove their chil-
dren after the age of 13 because of a lack of
confidence in the conventional academic out-
comes there. There have also been official pres-
sures on the school resulting from its failure to
conform to the National Curriculum.

Task involvement and cognitive
development

Theories based upon self-concept and
attributional theory can account for a great deal
of behaviour, but they still ultimately depend on
some underlying need state such as self-efficacy,
or a need for achievement. As discussed earlier, a
major problem with this dependence on need is
that most activities that people involve them-
selves in appear to have intrinsic qualities that
arise purely from involvement with the task. Un-
derstanding this depends on seeing motivation as
part of cognitive development, rather than as just
a level of activation. Earlier writers such as Hunt
(1971) and Rogers (1951) have emphasised that
mental activity goes on all the time, and from this
perspective, motivation can be seen as involve-
ment directed or redirected towards meaningful
activities.

Even when pupils are not directly involved in
‘work’, they are still actively involved in some-
thing, even if it is just ‘daydreaming’ (a state
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which is in fact very productive for certain types
of goals). Unfortunately, pupils’ goals might not
be the same as the teacher’s, who has a responsi-
bility to cover a specific curriculum. Recruiting
children’s natural or intrinsic involvement has the
potential to develop more meaningful and effec-
tive learning experiences. Underlying theories of
cognitive development, and practical findings in
this area, can offer approaches which are useful
for teachers.

Applying Piagetian theories

Eckblad (1981) in particular has developed
Piaget’s concepts of equilibrium/disequilibrium
(see Chapter 2) to explain why individuals be-
come involved in some tasks rather than others.
According to Piaget’s ideas, we are in complete
equilibrium with our environment when new in-
formation or experiences fit in directly with ex-
isting schemas (mental structures). When that is
the case, there will be little novelty, challenge
or interest in such tasks, and the activation of
schemas, as shown by task involvement, will be
low. When new information or experiences do
not fit completely with existing schemas, then
we are in a state of disequilibrium, which, ide-
ally, produces involvement with the environ-
ment or task as the schema become modified.
This resolution of disequilibrium is called ac-
commodation: changing ourselves to cope with
new experiences or information. When disequi-
librium is at a high level, however, then every-
thing is new and schemas will be unable to
change so as to cope, leading to low levels of
involvement.

Moderate levels of disequilibrium should
therefore lead to higher levels of involvement or
motivation, with occasional ‘leaps’ when schemas
undergo general reconfigurations. We see this
when children make very sudden and highly mo-
tivating improvements as their reading abilities
progress rapidly through the phonic skills stage at
about 7 to 8 years (see Chapter 9).

Eckblad reports that spontaneous involvement
in a range of different activities appears to be
greatest when around 95 per cent of a task can be

coped with. When the figure is higher, the task
becomes boring; when it is lower, the task is too
difficult for people to want to be involved. Fisher
et al. (1980) report, however, that many class
teachers aim for success rates as low as 60 per
cent, and such teachers are less effective at help-
ing their pupils learn than are teachers who pro-
gramme for 90-100 per cent success rate on
assignments.

Maria Montessori (1936) developed an ap-
proach to early (nursery) learning that depends
on allowing children to work on simple tasks at
their own level, such as physical apparatus,
while introducing basic variations such as al-
terations in certain dimensions. She described
the highly motivating quality of this with one
particular little girl, who was so engrossed in
repeatedly placing wooden cylinders in holes in
a block that she did not appear to notice when
other children were active around her, or even
when her desk was picked up and moved around
the room!

Cognitive involvement that is closely matched
to an individual’s abilities and interests also
seems to capture the key features of tasks which
are intrinsically motivating, with an emphasis on
the process rather than the final outcome. A high
level of absorption in self-directed learning tasks
is essentially the state of ‘flow’ that
Csikszentmihalyi (1975) describes as being char-
acteristic of skilled performers such as surgeons or
rock climbers—people who must be totally ab-
sorbed in what they are doing. In this state, indi-
viduals lose their sense of self-awareness and
effort, and allow themselves to be carried along
by the task in which they are engaged. Bowman
(1982) has pointed out that such states are also
characteristic of children engaged in certain com-
puter games which have the potential to produce
higher motivational states combined with more
formal educational objectives. For example,
Cordova and Lepper (1996) found that students
made significantly greater progress with learning
when a computer-based mathematics activity was
made more intrinsically interesting by the use of
individual choices and personalised fantasy ele-
ments.
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Play and learning

‘Play’ can also be seen as part of this perspective
on cognitive activity. Play is essentially a sponta-
neous, self-directed activity that involves high
levels of success, involvement and progressive de-
velopment. As Jay (1968) notes, it seems to be
characteristic of all animals with a certain higher
level of development of the nervous system (par-
ticularly humans, chimpanzees and dolphins).
This appears to indicate that play is something
that happens whenever there is the potential for
complex cognitive activity.

Play also appears to be important in the devel-
opment and mastery of skills. Hutt (1976) de-
scribes the role of curiosity and exploration in
young children’s mastery of a novel toy. Children
who were more active in this process subse-
quently showed better long-term development in
a number of other areas, indicating that the ear-
lier experiences of play formed a foundation for
later, more formal skills. Early theorists such as
Herbert Spencer in the mid-nineteenth century
saw children’s play as merely a peripheral way of
using up excess energy. However, recent theories
view it as intrinsically motivated learning and an
important part of the educational process.

Formal schooling tends to restrict the focus on
play to early-years education, largely because of
the need to develop certain skills such as reading
or number work. Such formal skills cannot be de-
veloped by normal play experiences and need a
considerable level of direction. However, it is
still possible to incorporate some formal goals
into less structured activities, as with number and
letter rhymes and games. Such types of experi-
ences were implemented in an American project
called High/Scope described by Schweinhart and
Weikart (1993), which compared groups of chil-
dren receiving different early pre-school experi-
ences. Children in the groups whose time was
spent on guided play did significantly better than
those in groups exposed to narrower, more formal
learning experiences. These differences lasted
into adult life and affected both educational at-
tainments and social success. Schwein hart and
Weikart’s work is supported by findings reported

on by Judd (1998) that children from countries
(such as the United Kingdom) which start formal
education at a relatively early age tend to be less
successful with later academic achievements. All
this implies that play may be a key part of initial
learning experiences and that an emphasis on for-
mal objectives can interfere with early develop-
ment and subsequent progress.

Implications of cognitive development
for teaching

Hunt (1971) believes that motivation is essen-
tially the product of the match between the task
and the individual. Rather than motivation pro-
ducing learning, it is the process of cognitive de-
velopment (learning) that produces the
motivational state. From the perspective of the
teacher, active, independent learning should
come from an initial analysis of a student’s abili-
ties, then from learning experiences provided by
the teacher which gradually extend these. Ideally,
the learning experiences would depend on a pu-
pil’'s own development, as shown in spontaneous
interests and curiosity. Although this closely
matched process is difficult to achieve with larger
groups of children, it implies that teachers should
concentrate mainly on subject matter and indi-
viduals’ specific progress with ideas and concepts,
rather than on gross evaluations, targets and
rankings.

Spaulding (1992) in particular recommends
that teachers should focus their teaching on skills
that pupils can use to guide their own learning,
that tasks should be moderately challenging, and
that factual information should be acquired
through the completion of tasks or projects. An-
other facet of the instructional role of the teacher
should be to support pupils to generate their own
subgoals and by demonstrating effective study be-
haviours. Extrinsic rewards can still be useful
when there is no intrinsic motivation to under-
mine, such as when a student feels incompetent or
when a task is inherently uninteresting. Also,
marking should emphasise feedback, rather than
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evaluation, by using specific comments about
work, rather than just giving a grade level.

Teacher expectations

The motivation and the achievements of indi-
vidual pupils appear to be affected by what
teachers believe they are capable of, irrespective
of whether this belief is true or not. This is a strik-
ing finding and implies that teachers may have a
significant effect on their pupils’ progress, even
though the teachers may not necessarily be aware
of what they are doing.

The original and classic study in this area is
‘Pygmalion in the Classroom’, which was carried
out by Rosenthal and Jacobson (1968). In this in-
vestigation they first tested all the children in one
school with 18 classes, using the ‘Test of Inflected
Acquisition’ from Harvard. This, the investigators
claimed, was supposed to identify academic po-
tential and to be particularly sensitive to children
who were underfunctioning. Following this as-
sessment, 20 per cent of pupils were identified as
being capable of further intellectual progress—
the ‘late bloomers’—and their teachers were in-
formed of who these children were.

The ‘bloomers’ were in fact selected on a ran-
dom basis and the test used was not a test of po-
tential but a new non-verbal test of intelligence.
Eight months later, at the end of the school year,
the children were again tested for their intelli-
gence. The surprising finding was that the chil-
dren who had simply been identified to their
teachers as having potential had made signifi-
cantly greater progress than the other children in
the same classes. Teachers’ expectations that had
been formed from one piece of information
seemed to be enough by themselves to alter the
general intellectual attainments of pupils.

These findings were soon challenged by re-
searchers such as Snow (1969), on the basis of
poor experimental design and analysis in the
original study. One criticism was that the teachers
themselves administered the final intelligence
test and may have biased these results by inad-
vertently helping or encouraging the identified
students. Also, the tests used were criticised as

having relatively poor reliability, which can give
rise to variations in scores and is more likely to
produce a ‘fluke’ effect. These doubts were con-
firmed when a subsequent replication by
Claiborn (1969) failed to produce the same re-
sults as the original study.

Despite this setback, further investigations and
a review of the key findings by Brophy and Good
(1974) supported the basic concept of the effects
of teacher expectations. Although some of the
criticisms of the original study were valid, stu-
dents have been shown to make differential
progress in real academic skills, such as reading,
which were not subject to teacher testing bias or
to problems with test reliability. To a great extent
the inability of studies such as Claiborn’s to gen-
erate effects appears to have been due to the fail-
ure of the teachers to acquire the expectancy that
the experimenter wanted them to have. When
faced with too great a discrepancy, for instance
being told that a low-achieving child was sup-
posed to be quite clever, teachers appeared to
discount what they were being told and acted
according to their own beliefs.

Also, the size of the effect of inducing expect-
ancies is not great and can easily be missed by in-
vestigators. An analysis of a number of
experimental findings by Rosenthal (1985) indi-
cated that teacher effects account for only about
3 per cent of the overall variance in student
achievements. It is possible, however, that the ef-
fects in real life could be greater than this, since
expectancies are normally formed by the teachers
themselves and they are more likely to believe
and act on them. Expectancies also probably act
over longer periods of time than a short-term ex-
perimental investigation and their effects may be
cumulative.

How expectations work

Subsequent explorations of effect of teacher ex-
pectations have looked at the effects of naturally
occurring expectancies, and have moved on to
consider the ways in which these operate in the
classroom. Good and Brophy (1978), for in-

stance, have identified that teachers actively con-



struct expectations of students from their earliest
contact with them. Much of this initial impres-
sion formation may in fact be accurate and appro-
priate; many teachers are, after all, very
experienced and should be able to identify good
work styles in pupils.

Teachers can form expectations about children
even before they have seen them, perhaps via in-
formation from records or comments from other
teachers. Baker and Crist (1971) found that
teacher expectations for a child (and their subse-
quent achievements) could be positively or nega-
tively affected by knowing how well an older
sibling had done. As shown in Figure 5.7, the ef-
fect was confirmed by comparisons which showed
that there was no effect on the pupil’s progress if
the older sibling was not known to the teacher.

Good and Brophy (1978) hypothesised that
having formed differential expectations of stu-
dents, teachers would be led to alter their behav-
iours. The teachers’ behaviour in turn could
communicate to each individual student how he
or she is expected to behave in the classroom and
perform on academic tasks. Good and Brophy
also felt it likely that such teacher expectations
would have an effect on student self-concept,

Figure 5.7 Effects of having an older sibling on
teacher expectations

Academic achievements
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Older sibling had
same teacher
Older sibling had
different teacher
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Academic achievements
of older sibling

Source: based on Baker and Crist (1971)

TEACHER EXPECTATIONS

achievement motivation, level of aspiration,
classroom conduct, and their interactions with
the teacher. Over time the result could be to re-
inforce the teachers’ original perceptions and
eventually lead to differences in student achieve-
ments.

Research summarised by Brophy and Good
(1974) generally confirmed these processes, with
findings that teachers do modify their classroom
behaviour in accordance with how they expect
pupils to achieve. With children for whom they
have high expectations, teachers:

generally pay more attention;

criticise less often and praise more;

seat students closer to them;

demand more in terms of academic perform-

ance;

e give students the benefit of the doubt when
marking; and

® engage in more positive non-verbal interac-

tion.

When groups are streamed or set by ability, there
is also evidence that teachers tend to give great-
est attention and preparation to the higher-abil-
ity groups. This emphasises the differences
between such groupings and reduces the oppor-
tunities for lower groups to achieve. Such differ-
ential treatment has also been shown to have a
direct effect upon students’ beliefs about their
own abilities and competence. Brattesanti et al.
(1984) found, for instance, that teacher expecta-
tions predicted 12 per cent of the variance in
student expectations about their own perform-
ance, over and above the effects of prior student
achievement.

Although the general findings on teacher ex-
pectancy emphasise the inequalities that can re-
sult from this, they also indicate that a generally
positive approach to children’s abilities and
potentials could produce real effects. Research
on teacher and school effectiveness by Rutter et
al. (1979) indicated that higher expectations for
student achievement were part of a pattern of
differential attitudes, beliefs and behaviours
characterising teachers and schools that maxim-
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ised their students’ learning gains. However, one
should perhaps be cautious in assuming that in
order to improve attainments, all that teachers
need do is expect more from their students. If it
were so simple, teachers would already do it, al-
though Brophy and Evertson (1976) did identify
a small proportion of bitter and disillusioned
teachers who were particularly ineffective and
who would probably benefit from some support
to rekindle a more positive approach with their
pupils, or who should consider other occupa-
tions.

Empowerment

A humanistic perspective adopted by Lefrancois
(1994) emphasises that one of the most impor-
tant of educational objectives is to empower stu-
dents. This perspective is in direct contrast with
beliefs about education which emphasise its
economic role in developing a highly educated
workforce in order to drive the economy along.
There is in fact little evidence to support the be-
lief that education is the basis of economic
progress, and it can be argued that the true role
of education should be to remove constraints
holding back individuals and to increase pupils’
potential.

Empowerment means that teachers should pro-
vide students with the skills and knowledge to do
important things they could not do otherwise,
and to develop their independent cognitive
abilities and intellectual processes. Many of the
approaches which develop motivation also in-
volve giving students the power to achieve and
to be in control of their own learning. Tasks
which are intrinsically motivating and which in-
volve a high level of self-efficacy and a positive
attributional style enable students to become in-
dependently motivated and to extend their learn-
ing beyond formal educational experiences.
Teachers have a certain moral responsibility to
facilitate such development, although the reali-
ties of class teaching and curriculum coverage
must inevitably to some extent limit the extent to
which they can do so.

Summary

Motivation refers to whatever it is that leads us to
engage in some activity. Although it is difficult to
monitor directly, children’s efforts and involve-
ment with educational tasks have significant ef-
fects on their progress and it is important for
teachers to find ways of facilitating this.

To a great extent children’s general behaviour
and involvement with work in school are the out-
come of conforming to social roles and obeying
the authority of teachers. There can be problems
if some pupils adopt alternative norms, and edu-
cation may then need to adopt alternative forms
to deal with this.

Early, more individually based explanations
emphasised the role of underlying forces in the
form of instincts, drives and needs. However, rela-
tively little human behaviour can be described as
instinctive or the result of basic drive states. Al-
though Freudian theory appears to offer a particu-
larly complex explanation based on drive
reduction, it has little utility or empirical support.
Theories which are based on the concept of
‘needs’ suffer from the limitation that they tend to
be mainly descriptive, although Maslow’s hierar-
chy of needs anticipated many recent develop-
ments in cognitive science.

The general level of individuals’ involvement
can be partly explained by arousal levels, which
are the result of interactions between the mind
and the body. Prolonged arousal states where in-
dividuals lack control are often referred to as
stress, and these can interfere with learning and
educational performance. Stress management can
include techniques to cope with physiological
arousal, as well as enabling control through struc-
tured study techniques. Emotions involve more
complex appraisal and physiological states and
are important in generating involvement and
commitment as part of pupils’ educational expe-
riences.

Behavioural approaches attempt to increase
pupil effort and involvement by operant condi-
tioning, with the use of contingent rewards and
punishers. One common reward, praise, is nor-
mally less effective than people imagine when it



lacks social relevance or if it gives pupils limited
or inappropriate information. Moreover, the use
of rewards has been criticised as damaging the
natural processes of intrinsic motivation. Extrin-
sic motivators can be effective, however, if they
provide appropriate information to pupils.

Pupils’ self-concept will also motivate behav-
iour as they attempt to maintain a positive evalu-
ation of themselves and to present this to other
people. Self-concept in different areas of func-
tioning appears to be relatively specific, although
pupils will compare their attainments between
different academic areas and with those of other
pupils. It seems likely that academic self-esteem is
mainly the result of achievements and that at-
tempts to improve it in isolation would not nor-
mally be effective.

The ways in which pupils attribute causes for
success or failure affect how they are likely to ap-
proach future tasks. A positive style attributes
success to effort and ability, and ascribes failure to
luck or task difficulty. It is possible to train stu-
dents to develop such positive attributions by set-
ting them difficult tasks where they are supported
to succeed through effort and strategy, although
this does not work with pupils who have a very
negative view of themselves.

Involvement in tasks can be seen as part of
general cognitive development. This is the basis
of intrinsic motivation and depends on tasks
which are closely matched with pupils’ abilities
and interests. Play can be seen as part of this proc-
ess and is an important form of learning.

Teachers’ expectations can have a significant
effect on pupils’ progress by generating more en-
couraging behaviours. These may have general
and positive effects but are likely to account for
only a small proportion of the variance in aca-
demic attainments.

Pupil empowerment is a key goal for educa-
tion and involves developing independent moti-
vation and bringing out students’ long-term
potential.

FURTHER READING

Key implications

= Teaching should focus on pupils’ direct active
involvement with learning tasks, rather than
motivation or drives and needs.

= In the short term this can be achieved with
close management and extrinsic (behaviour-
ist) approaches.

« The use of intrinsic involvement (involve-
ment for its own sake) is more effective as a
basis for independent and long-term involve-
ment.

= Students’ active participation is greater when
they have a positive view of themselves as
learners.

< Having a positive view also depends on a
close match between children’s educational
experiences and their cognitive development.

Further reading

Paul Pintrich and Dale Schunk (1996) Motiva-

tion in Education: Theory, Research and Applica-

tions. Englewood Cliffs, NJ: Prentice-Hall.
This gives a broad and technical coverage of
the complete range of motivational theories,
their developments and how they can be ap-
plied by teachers. Not the sort of book that
you would want to pick up casually, but gives
in-depth coverage and would be excellent for
following up ideas and for reference.

Carol Dweck (1999) Self Theories: Their Role in

Motivation, Personality and Development. Hove,

East Sussex: Psychology Press.
This readable book reviews findings that just
under a half of all children have a negative
and defensive view of their own abilities.
Carol Dweck relates this to a belief in a fixed
view of intelligence and shows that children
can develop more active and robust attitudes
to learning from educational experiences
which emphasise effort and strategy.
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INVOLVING STUDENTS

Practical scenario

At King Charles Il secondary school, most subject teach-
ers are finding the lowest sets in the final year difficult to
motivate. Almost all these pupils have limited academic
skills and few will achieve a GCSE. Some subjects do,
however, aim for certification when the pupils have com-
pleted a relevant course. Although these teaching groups
are relatively small (comprising about 14 pupils each), it is
hard to involve them in class work and there are often
behavioural problems which interfere with attempts to get
through any formal work. The various subject heads are
wondering if there is anything more that they could do to
make this situation easier.

What view do you think the pupils in these classes have
of themselves relative to school? How would they have
formed these opinions?

To what extent is it possible to alter the curriculum to
match with these pupils’ needs and interests? Is it
necessary to continue with the whole of the normal
curriculum?

Would a changeover to mixed ability make any
difference? Is there a danger that this might mean that
the school’s exam results would suffer?

Could the school consider a more radical approach
involving some form of deschooling?



6 The educational context

The importance of context

School effectiveness
Do schools make a difference?
Size of school effects

The physical environment
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Open-plan designs

Density and crowding
Noise and pupil progress
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Time of day and learning

Classroom location of pupils
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The importance of context

Children spend a large amount of time at school,
amounting during term times to nearly one-third
of their waking life. It seems likely that pupils’
experiences there will have important effects on
their development, particularly in terms of the
formal academic aims of schooling.

The organisation of schools is based on a
number of general features and processes. Class
and school size, the use of different forms of abil-
ity grouping and the ways in which schools are
laid out are some of the aspects of school life
which are believed to make important differences
to educational outcomes. Variables like these are
frequently used for political management and di-
rection in order to achieve improvements.

Student and teacher perceptions of the educa-
tional environment usually centre on the more
immediate experiences and feelings that affect
learning and social interactions. One typical
measure of this is the ‘Individualised Classroom
Environment Questionnaire’ for secondary classes
(Fraser, 1986). This covers 15 scales, of which

higher levels of ‘cohesiveness’, ‘satisfaction’ and

‘goal direction’, and less ‘disorganisation’ and
‘friction’, have been shown to relate consistently
to better achievement on a variety of educational
outcomes. This is supported by a key study car-
ried out by Rutter et al. (1979) which identified
the general ethos of a school as being the main
feature associated with its apparent effectiveness.
Achieving such a positive learning climate is an
important goal and there have been attempts to
search for the principal elements which contrib-
ute to this at school and classroom levels.

School effectiveness

Do schools make a difference?

Before we can understand which features of
school life matter, a first step is to investigate
whether there are existing, meaningful differences
in effectiveness between different schools. If there
are, it might be possible to identify the basis of
such effects and then to improve schools which
are low on measured effectiveness. This has very
much been the underlying basis of political ini-
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tiatives such as Excellence in Schools (DfEE,
1997¢), which argued that all schools should be
brought up to the level of high-achieving ones
with (apparently) comparable intakes. This
premise also underlies much of the role of advis-
ers or inspectors, who are assumed to be part of
this improvement process. On the other hand, if
there are no real existing differences (that is, after
allowing for disparities in intake) between the
effectiveness of schools, then this would indicate
that any basis for improvement must lie beyond
existing levels and types of provision.

Although it may seem obvious that schools
do differ, earlier reviews of US findings such as
those by Coleman et al. (1966) and Jencks et al.
(1971) suggested that there was only a minimal
variation in their effectiveness. Studies at that
time indicated that educational outcomes were
mainly linked with children’s basic abilities,
their home background and community cultural
resources. Even intensive early additional edu-
cational input such as the ‘Head Start’ project,
designed to overcome social inequalities, ini-
tially seemed to accomplish little. This was in-
terpreted as indicating that within-child features
were of overwhelming importance and that fur-
ther compensatory programmes would be a waste
of money. In Britain the Plowden Report (1967)
also reviewed existing findings, and agreed that
social class and parental attitudes gave the best
explanations for variations in children’s per-
formance.

However, if the effects of home background
are so strong, they may mask any weaker (but
real) effects of schooling. For instance, as shown
in Figure 6.1, the students from school A with a
poor catchment may make good progress but still
ultimately achieve at a lower level than students
in school B, where less progress is made, but
which has a good catchment. Although one could
set up a study that controlled for home back-
ground by allocating students randomly to differ-
ent schools, this is evidently not feasible. Various
studies have, however, attempted to try to make
fair comparisons, by statistical analyses that take
pupils’ backgrounds or initial achievements into
account, and by identifying factors that are asso-

Figure 6.1 Academic progress with different
catchments
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ciated with the remaining differences between
schools.

The results of this type of analysis can be
shown by a graph (Figure 6.2), where the overall
relationship between input variables (such as
achievement and/or home background) on start-
ing a phase of schooling can be related to pupils’
final achievements. The thick central curve is the
overall average for pupils in all schools and
shows what one would predict, or expect from
knowing the input measure(s). Figure 6.2 is essen-
tially the same as graphs generated by the DfEE
(1998b), which can be used to evaluate ‘value
added’ effects by comparing actual progress with
predicted progress. It is also similar to graphs
given by attempts to equate for input by placing
schools in bands according to the level of free



school meals. Pupils in school A appear to be
achieving better results than one would expect
from their input measures, while pupils in school
B appear to be achieving poorer results than one
would expect. Pupils in school B who start off at
a lower level also appear to be making relatively
worse progress, and it might be that this school
tends to place an emphasis on the achievements
of the more able pupils.

One relatively recent statistical approach de-
scribed by Goldstein (1995) is called multilevel
modelling and enables researchers to separate out
the various effects on pupils’ academic progress.
This approach can account for initial attainments
and assesses the variance in final attainments
which can be accounted for at pupil, class, de-
partmental and school level. In Figure 6.2 it can
be seen that schools will vary about the central
curve, and in the same sort of way, pupils, classes
and departments will vary within individual
schools.

Primary school evidence

At the primary level, Mortimore et al. (1988) car-
ried out an early form of multilevel modelling
and over a four-year period followed a group of
2,000 pupils in 50 randomly selected schools.
After accounting for differences in intake, this
study found significant differences between the
educational outcomes of different schools, seem-
ingly associated with different factors.

In general, children made better progress in
schools where class teachers kept individual
records, where work outlines were forecasted, and
where parents were regularly involved in progress
meetings and helped in the classroom. Too nar-
row a focus on basic skills had a negative effect,
as did an emphasis on punishment rather than
praise as a motivator. Progress was greatest when
teachers discussed work with children and least
when teachers directed work without explaining
its purpose. The most effective teachers mini-
mised disruption (noise and movement), told sto-
ries to children, and regularly listened to children
read.

SCHOOL EFFECTIVENESS

Secondary school evidence

Rutter et al. (1979) similarly investigated the
characteristics of effective secondary school edu-
cation. In a study of 12 different schools, they
attempted to identify those factors which had sig-
nificant effects on both behaviour and academic
attainments. Although the study did not use
multilevel modelling, there was an attempt to
balance out different intakes by carrying out ad-
justments based on pupils’ initial attainments.

The main findings of this study were that sec-
ondary schools did have different effects on their
pupils, and that these were related to differences
in the overall ethos, or the general social charac-
teristics of schools. Those schools which had a
positive ethos produced both good academic out-
comes and good pupil behaviours.

Features that related positively to academic
outcomes included the general level of academic
emphasis (shown, for example, by the amount of
homework set), involvement of pupils in the
school life (for example, if there were form repre-
sentatives), general pupil conditions (but not
staff conditions), and involvement of staff in de-
cision making. Children in the more successful
schools were also more likely to use the library
and to have work put up on walls. Since these
aspects tended to group together, Rutter et al.
considered that they formed part of a general
culture which could be more or less favourable to
academic achievement and which had significant
and long-term effects on pupils’ progress.

Creemers and Reezigt (1996) carried out a re-
view of a number of such studies which had been
based on multilevel modelling and found general
agreement for the importance of nine main fac-
tors. These were:

an orderly environment/school climate;
consensus and cooperation between teachers;
a focus on basic skills/learning time;
monitoring of student progress/evaluation;
effective school educational/administrative
leadership;

having a policy on parental involvement;

e high expectations;

_
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¢ coordination of curriculums and approaches to
instruction; and
e quality of the school curriculums.

On the face of it, this list appears to be eminently
reasonable; it would be hard to argue that schools
should not be organised and run well, or that
teachers should not try to manage and deliver
learning. Such factors have therefore commonly
been used in inspections to assess schools’ effec-
tiveness and have formed the basis for recommen-
dations about how schools could be improved.

The full story is more complex, however, and
Coe and Fitz-Gibbon (1998) have pointed out
that such findings are based only on observa-
tional data. It may be a doubtful enterprise to
assume causation or to allocate responsibility for
any outcomes. High expectations, for instance,
could be the result of pupils’ attainments, rather
than a cause. It is also quite likely that schools
have very different tasks in terms of the balance
of the quality of their intake. Research by Thrupp
(1998) has found that positive organisation and
management in schools very much depends on
the presence of a ‘critical mass’ of well-behaved
and able pupils. Gewirtz (1998) also describes
how key staff in a school with a low socio-eco-
nomic intake were overwhelmed by the daily
pressures of behavioural crises, pupil turnover
and inadequate funding. Accordingly, positive
initiatives such as curriculum development or
extracurricular activities were difficult to set up
or maintain.

The majority of schools which are judged by
Ofsted to be ‘failing’ or which appear to be un-
derachieving on ‘value added’ measures are
largely those schools which have the poorest stu-
dent intake. Indices such as the take-up of free
school meals or even initial academic achieve-
ments are only part of the reasons for children’s
progress. There are many other influencing fac-
tors, such as pupil motivation and self-concept, as
well as peer group membership and home back-
ground. Gibson and Asthana (1998) used a range
of weighted background socio-economic factors
and were able to account for 64 per cent of the
between-school variance in GCSE scores, which

is at least 10 per cent more than estimates based
on free school meals. Plewis and Goldstein
(1997) also quote findings that the take-up of
free school meals accounts for only half the vari-
ance that can be accounted for by initial attain-
ments. It is likely that DfEE-based attempts to
equate for intake on the basis of free school meals
alone greatly underestimate the difficulties that
some schools face.

Size of school effects

Although research based on sophisticated statis-
tics has shown that there appear to be significant
differences between the effects of schools, if these
are not very large they may not be too meaning-
ful. If schools vary widely from the predicted
average, as shown in graph [ (Figure 6.3), then
knowing which school a pupil was in would be a
good predictor of his or her ‘value added’
progress. If, however, schools are generally close
to the average, as shown in graph II (Figure 6.3),
then this would mean that the overall differences
between schools are slight and that they generally
have the same effectiveness.

Although such studies do show that schools
vary somewhat, they typically show that their ef-
fect is quite small and that the overall impact of
schools is far outweighed by student characteris-
tics. One large and representative study by Tho-
mas and Mortimore (1996) was able to compare
and quantify the effectiveness of 79 secondary
schools in Lancashire after equating for different
intakes, in terms of prior pupil attainments, gen-
der effects, proportion of students on free schools

Figure 6.3 Apparent effectiveness of different
schools
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Figure 6.4 Value added effects for the range of
secondary schools
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Source: Based on data from Thomas and Mortimore
(1996)

meals (which is related to parental income), eth-
nic background, and mobility between schools.
GCSEs were given numerical values from A=7 to
G=1 and added together for each pupil.
The overall average for each pupil was just
above 33.

An analysis of the study’s findings indicates
that most of the schools (1 standard deviation,
or 68 per cent) were within a band where they
added or lost up to three and a half GCSE
grades—the difference between three or four
grade Ds and three or four grade Cs. Some schools
of course achieved much better and some much
worse ‘value added’ effects than this. The graph
in Figure 6.4 shows the general distribution,
which would fit these findings.

Although this effect is significant, the normal
range of GCSE scores is from O to about 50, and
Thomas and Mortimore found that the school ef-
fects accounted for only about 10 per cent of the
overall variance in this. Such a finding is quite
representative of the findings of school effective-
ness studies, and some studies which focus on di-
rect effects have established even lower values.

A three-year study by Zigarelli (1996) looked
at more than 1,000 schools in the United States
and evaluated key school variables which could
be related to pupil progress from grades 8 to 12.
Significant features included high expectations
by staff and students, high levels of classroom

SCHOOL EFFECTIVENESS

learning time, positive teacher morale,
headteacher autonomy, parental support and time
for teachers to prepare work. However, together
these specific school factors accounted for only 5
per cent of the variance in achievements. Taken
separately, student effort and ability accounted
for 73 per cent and socio-economic status and pa-
rental expectations accounted for 24 per cent.

Such findings at secondary level are largely
paralleled by similar studies with primary-aged
children. Strand (1997), for instance, found that
about 11 per cent of the variation in Key Stage 1
scores was attributable to schools. Initial attain-
ments on school entry accounted for 39 per cent
of the variance, and free school meal entitlement,
gender and not having English as first language
together accounted for only another 2 per cent.
Bondi (1991) also looked at children’s reading
attainments on completing junior education and
again found a very similar figure of about 10 per
cent for the effects of different schools.

Such studies indicate that school effects do ex-
ist, but that they appear to be dwarfed by the ini-
tial abilities of pupils, with an additional effect
due to their ongoing home environments. One
might also argue from the findings of Hart and
Risley (1995), discussed in Chapter 4, that initial
attainments are also themselves largely due to the
early home context. Mortimore and Whitty
(1997) therefore argue that any realistic attempt
to improve educational standards must take
proper account of children’s social context and
that ‘blaming schools for the problems of society
is unfair and unproductive’ (p. 12).

_
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Positive effects of schooling

Saying that schools do not differ much is of
course not the same as saying that they fail to
have any effect at all. One possible interpretation
of the above findings is that most schools are gen-
erally doing a similar job, in so far as they are
constrained by factors such as their intake, com-
munity resources and general funding. It would
also be very surprising if schools did not have
positive effects on children’s progress, and these
can be shown when children’s formal education
has been limited for some reason or another.

One classic finding is the significant decrease
in children’s intelligence and academic attain-
ments which happens during school holidays, par-
ticularly for children whose backgrounds mean
that they are unlikely to be involved in activities
similar to school work. A meta-analysis by
Cooper at al (1996) of 39 studies showed that the
overall summer loss was equivalent to about one
month and that this was greatest for subjects such
as mathematics, which pupils are unlikely to
work on by themselves. Children from the lower
social classes and special needs pupils showed the
greatest decline, while middle-class students
showed gains on reading tests, presumably due to
opportunities and encouragement from their
home backgrounds.

The time of year at which children start school
has also been to shown to have an effect on their
attainments, with Sharp and Hutchinson (1997)
finding that if pupils start school two terms later
than others, this reduces their end-of-Key Stage 1
attainments by about 10 per cent. A sophisticated
analysis by Cahan and Coren (1989) also sepa-
rated out the effects of age and the amount of
schooling for children in grades 5 and 6. This
demonstrated that schooling had a significant ef-
fect on general intellectual abilities such as non-
verbal intelligence, but had the greatest
consequences for verbal and academic attain-
ments. The estimated impact of one year’s school-
ing gave an effect size of 0.4 for vocabulary and
0.5 for arithmetic achievements.

Schooling does therefore appear to make a big
difference to children’s academic and cognitive

progress. It also has a strong effect on equity, lev-
elling up the progress of children who come from
a less stimulating home background, although (as
noted elsewhere) it is unlikely that it will ever be
able to compensate for this completely.

Improving education

If the apparent effects due to different schools are
relatively small, with overall attainments mainly
due to the nature of their intake, then it may be
relatively fruitless to blame schools which have
problems or to attempt to improve them by graft-
ing on features of other schools which seem more
successful. However, if intake balance is impor-
tant, then one possible approach would be to en-
sure that each school has the ‘critical mass’ of
good students referred to earlier. This could be
achieved by limiting parental choice and moving
students around to balance intakes. Unfortu-
nately, this is a political impossibility and very
much against current market-led ideologies.

Alternatively, it would be possible to ac-
knowledge that schools with a poor intake actu-
ally have a much more difficult job to do, and to
allocate increased resources to them, so that key
staff could be freed from crisis management in
order for them to carry out more planning and
development. Also, teachers could be given more
time off from direct teaching to enable them to
cope with the additional stresses and to prepare
effective approaches. Again, this does not seem
politically feasible as it would involve either
massive increases in educational funding, or real-
locating money away from schools which have
better intakes.

One possibility is that if schools and commu-
nities are given meaningful support through ini-
tiatives such as ‘Action Zones’ and the pre-school
‘Sure Start’ programme (which will receive about
£150 million a year in England), there may then
be some genuine levelling up of attainments and
life opportunities. Although early conclusions
about the effectiveness of similar American ini-
tiatives such as Head Start in the United States
were rather negative, long-term follow-ups such



as those described by Barnett (1995) found sig-
nificant educational and social benefits, particu-
larly when support was long term and intensive
and involved children’s families. Owing to its ef-
fectiveness, Head Start received annual funding
of nearly $4 billion in 1998 and supported more
than 800,000 children and their families with a
range of pre-school provision. If a programme in
England were funded on the same basis, it would
receive nearly £500 million a year.

The physical environment

Although the overall impact of schools (and
teachers) normally results in only relatively minor
educational differences, some physical and struc-
tural factors have been shown to have a signifi-
cant relationship with pupil progress. These
therefore have implications for the ways in which
schools should be designed and organised if the
appropriate level of resources is available.

Layout and pleasantness

Rutter et al.’s (1979) study of secondary schools
indicated that the general physical layout of the
schools (split site, age of the buildings) generally
did not account for any variations in academic
achievement. However, variations in the care and
decorations of buildings, including the cleanli-
ness and tidiness of rooms and the use of plants,
posters and pictures, were related to positive out-
comes. General conditions for pupils also corre-
lated positively with academic outcomes; these
included features such as pupils being allowed to
use the buildings during breaks, access to a tel-
ephone, and the availability of hot drinks.

A problem here is that since these general find-
ings are correlational, it is not necessarily the case
that these environmental features caused the
good outcomes; indeed, Rutter et al.’s interpreta-
tion is that they were part of the general ethos of
the school. It does seem very likely that the gen-
erally more positive attitudes in some schools
could lead to a range of effects such as better care
of the buildings and privileges for pupils.

THE PHYSICAL ENVIRONMENT

Schools usually have fairly basic levels of fur-
nishing and decoration which are below the lev-
els which children and adults experience in most
other aspects of their lives. It would be surprising
if the unattractive decor did not have any effect
on pupils’ comfort or sense of value. A direct ex-
perimental study by Wollin and Montagne
(1981) showed that students made better progress
when moved from unattractive rooms to ones
which were painted in attractive colours and
decorated with posters, area rugs, plants and other
items. When they were moved back to the less
attractive rooms, their progress also returned to
previous levels, indicating that the improvements
in progress were due to the environmental
changes.

Open-plan designs

‘Open-space’ schools have few interior walls or
partitions and are designed to free students from
traditional barriers such as conventional seating.
It is argued that this should allow them more op-
portunities to explore the learning environment,
with different areas given over to specialist ac-
tivities. Unfortunately, studies comparing and
evaluating the effectiveness of this design have
often been confounded by the fact that teachers
tend to teach in the same way in both types of
rooms. Rivlin and Rothenberg (1976), for in-
stance, found that in many open classrooms,
teachers continued to use conventional class
teaching and grouped learning tasks, failing to
adapt to the new opportunities there.

A review by Weinstein (1979) indicated that
there were no overall differences in academic at-
tainment between students in open-space schools
and those in conventional schools. There did,
however, seem to be some benefits in terms of in-
creased persistence and involvement for children
taught in open classrooms, as well as more posi-
tive attitudes towards school. On the other hand,
Cotterell (1984) discovered that students who
had educational difficulties found the independ-
ence and variety difficult to cope with and could
need additional support.
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There can be major problems with open-plan
designs due to the increased levels of noise and
distractions from other pupils and classes. Evans
and Lovell (1979) therefore investigated the ef-
fects of altering the general physical environment
of an open-space school that was experiencing
such difficulties. They used sound-absorbent par-
titions of varying heights, placed so as to redirect
traffic away from certain class areas or to make
class area boundaries more meaningful, and
added several small areas to provide more oppor-
tunity for private work. Observations made be-
fore and after the changes showed that they had a
significant effect, with the alterations leading to a
decrease in classroom interruptions and an in-
crease in the number of content questions.

Density and crowding

Hall (1966) has analysed four zones of personal
space (shown in Figure 6.5) which affect the way

Figure 6.5 Hall’s zones of personal space
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in which we interact with other people. In most
of our lives there appear to be proxemic rules
which govern the distances which we use in our
interactions. Children, however, appear to be less
sensitive than adults to these rules, and can some-
times intrude on others’ inner zones too readily. A
teacher’s role would also appear to be somewhat
ambiguous, with distances depending on the na-
ture of the task or interaction; directions to the
whole class usually involve greater distances,
whereas close interactions may be appropriate
when working with an individual.

In the average class many children are together
in a single limited space, and seating and general
working arrangements usually position them
within each other’s casual-personal zone (see Fig-
ure 6.5). It therefore seems likely that density
might have a significant effect on pupils’ sense of
being intruded upon and their ability to work ef-
fectively. Research reviewed by Weinstein
(1979), however, has shown excessive density has

(interactions with colleagues at work
and formal contacts; above |12 feet, in
public occasions such as lectures)

(interactions with close friends,
trusted acquaintances, and some
social occasions such as parties)




only limited effects and that there have to be
relatively extreme conditions before learning is
affected.

The key feature appears to be whether there is
a subjective experience of crowding and whether
this affects individuals’ feelings of privacy and
control over their environment. When tasks are
relatively constrained and passive, as in lectures,
student performance is not affected by high lev-
els of density. Even when students have contact
within their intimate zone, Freedman et al.
(1971) found that this did not seem to matter so
long as the students had their own clearly sepa-
rated desk space and were able to work inde-
pendently. However, when tasks are more
complex and require higher levels of interac-
tion, then students are more likely to experience
crowding. Heller et al. (1977), for instance,
found that high densities or high levels of physi-
cal interaction were sufficient to produce per-
ceptions of crowding, but that only a
combination of the two led to poor task per-
formance. Over a period of time such conditions
can also lead students to make attributions that
they are not able to control their environments.
This can lead to the feelings of helplessness de-
scribed in Chapter 5, and students may then
withdraw from active involvement.

The overall density and relationships between
pupils and the nature of the task can also affect
tolerance of others. Fisher and Byrne (1975)
found that students working in libraries (with a
low density) were particularly disrupted by stran-
gers’ sitting close to them, even though they and
the strangers were working independently. This
appeared to be due to a sense of intrusion, and fe-
males especially were affected by a stranger sitting
next to them—a position they would normally re-
serve for interacting with a friend. In school, how-
ever, pupils usually know one another well, and
are more likely to tolerate close interactions. In
designs of seating in public spaces in schools, it
may be appropriate to limit the closeness of seat-
ing, although conversely classes may benefit from
closer physical groupings, particularly when co-
operative group work is being undertaken.

THE PHYSICAL ENVIRONMENT

Noise and pupil progress

Most teachers believe that too much noise is bad
for learning and will often strive for very quiet
conditions to avoid pupils’ being distracted. In
one sense, noise can of course be an indication of
low task involvement, if pupils are talking about
other things or directly calling out to one another.
Alternatively, some teachers will aim for more
moderate levels, accepting a ‘working buzz’ as
part of active class work. In small-group work,
such as a science investigation, one would expect
that there would have to be a certain amount of
noise for learning to occur. Pupils would need to
discuss their strategy, allocate responsibilities and
coordinate the carrying out and analysis of the
work.

Such short-term exposure to moderate levels
of noise from within the school appears to have
only limited effects. A typical investigation by
Slater (1968) compared seventh-graders’ perform-
ance on a reading comprehension test which re-
quired written answers, under three conditions.
These were: in a quiet classroom with 45-55 dB,
in an average classroom with 55-70 dB, and in an
extremely noisy classroom with 75-90 dB. Sur-
prisingly, children’s performances over a class pe-
riod did not show any differences between these
conditions, indicating that such interfering noises
can be mostly ‘tuned out’ when necessary.

When external noise is particularly intrusive,
however, it can significantly limit progress.
Bronzaft and McCarthy (1975), for instance,
found significant reduction in reading scores for
pupils whose classroom was next to an elevated
railway, with train noise interfering for about 30
seconds every four and a half minutes. Measures
to sound-proof the room with acoustic tiles were
associated with a subsequent improvement in
reading, indicating that the noise levels had been
interfering with learning.

Perhaps more importantly, McSporran (1997)
reviewed findings that the typical class noise lev-
els of 60-65 dB are louder than the normal voice
levels of many teachers. Most classrooms also
have reverberation effects that interfere with the
intelligibility of pupils’ perceptions. Because
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much of class learning involves teacher direction
and verbal interaction such as questioning, it is
important for teachers’ speech to be significantly
louder than the background noise, typically by at
least 15 dB. Unfortunately, speaking at this level
is likely to cause vocal damage, and McSporran
advocates the use of a small portable wireless mi-
crophone and amplification. Reviews of the use
of this indicated that it resulted in improved
learning and behaviour and was liked by both
teachers and pupils.

School size

In their study of school effectiveness, Rutter et al.
(1979) also looked at the effects of the overall
school size (which in this study varied from about
450 to about 2,000 pupils). Although there was a
trend for smaller schools to have better academic
and behavioural outcomes, this was not signifi-
cant, and the sample size of 12 was probably not
large enough to show any effects. Budge (1996a),
however, reported on US research findings, in
789 high schools, that the most effective of these
had between 600 and 900 pupils. A possible in-
terpretation of this result comes from a study by
Good and Brophy (1977), who found that as
school size increased, individual participation in
school life decreased, with a negative effect on

T T T

1,750 2,000 2,250

educational outcomes. Smaller schools were more
likely to suffer from limited specialisation and a
reduction in educational variety.

Despite these plausible findings, a general re-
view of the educational outcomes in 618 British
grant-maintained schools by the Funding Agency
for Schools (1998) initially found little differ-
ence according to school roll (Figure 6.6), al-
though there was a general tendency for the
smallest schools to have poorer outcomes. A
closer inspection of this graph, however, reveals
that it includes a separate group of schools at the
top of the GCSE range. These are in fact those
grant-maintained schools which had a selective
intake and would generally achieve at a high
level whatever their size. If one removes this
group (virtually all schools above the 90 per cent
level), then there is an apparent relationship, al-
beit still a very weak one. Smaller schools seem to
achieve at a lower level and increasing size is as-
sociated with higher exam results, up to about a
1,250-1,500 roll.

It is possible, however, that pupil background
factors could produce this effect. This might hap-
pen if middle-class, aspiring parents took their
children out of schools which had a generally
low-ability intake (and a corresponding poor
reputation) and sent them to schools with a better
reputation. This would have the effect of increas-



ing the size of schools which have a good intake
and reducing the size of those with a poor intake.
A study by Bradley and Taylor (1998) controlled
for such effects of socio-economic status, mainly
by using entitlement to free school meals as a
proxy measure. A significant effect of school size
was still found, with an increase of 100 pupils
leading to a rise of 0.7 percentage points of pupils
achieving five or more A* to C GCSEjs, flattening
out for schools with more than about 1,000 pu-
pils.

However, the entitlement to, or take-up of,
free school meals is only a partial measure of
home background and support, or of pupil abili-
ties. When multilevel analyses have also taken
pupils’ initial achievements into account, school
size effects largely disappear. In a study of 249
secondary schools, Gibson and Asthana (1998)
found that size did have an effect on the variance
in GCSE attainments, but that this was tiny com-
pared with the effects of home background vari-
ables such as socio-economic class.

In a study of 143 primary schools, Bondi
(1991) was unable to find any effect at all for
school size after accounting for social class, gen-
der, initial attainments and ability. However,
Mortimore et al. (1988) found most effective-
ness with medium to small schools with a junior
roll of around 160 or fewer pupils, which would
mean that there would be at least one class for
each year group. Larger schools seemed to have
less integration and involvement of staff, and
there was more variation in the practice of indi-
vidual teachers.

Organisation of pupils and teaching

Overall school structures

In terms of their general organisation, most sec-
ondary schools have a separate academic and
pastoral structure, which may be organised by
‘year groups’ or in ‘houses’. Rutter et al. (1979)
found no differences between these, in terms of
academic progress or behavioural outcomes, and
it seems that either system can be operated effec-
tively. Continuity does seem to be important,

ORGANISATION OF PUPILS AND TEACHING

however, and Mortimore et al. (1988) showed
that there was a significant academic superiority
for primary schools which took children through
from age 5 to 11 years, instead of being separated
into separate infant and junior schools.

Time of day and learning

Most teachers believe that children’s learning is
more efficient earlier in the day; this has generally
led to an emphasis on timetabling the more aca-
demic subjects in the morning, and the increasing
adoption of the ‘Continental day’ (which in-
volves an earlier start and finish, with a shortened
lunch break).

In view of these beliefs it is surprising to learn
that most work that has been carried out on
arousal and general mental functioning indi-
cates that pupil learning is likely to peak during
the late afternoon. Diurnal variations such as
body temperature seem to go through a general
cycle of a slow rise during the morning, a short
dip after lunch, then a progressive rise to higher
levels during the afternoon, followed by a fall
only much later in the evening. Jones (1992) has
summarised the way in which such indices of
arousal correspond with changes in real learning
ability. In one typical investigation, Folkard et
al. (1977) looked at the learning ability of 12-
and 13-year-old children with stories read to
them at either 9 a.m. or 3 p.m. After one week
the afternoon group showed both superior recall
and superior comprehension, retaining about 8
per cent more of meaningful material. The
morning group showed only some limited short-
term benefits in terms of retention of low-level
factual information.

One reason put forward by Jones for the diffi-
culty which most teachers have in believing such
findings could be that in the mornings, less alert
students may be more manageable and therefore
appear to be more receptive. Although students
may be generally aroused and capable of learning
more in the afternoons, they may also be more
difficult to control and less likely to be involved
in more formal (boring) learning tasks. When stu-
dents are older and more likely to be self-
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Figure 6.7 Seating and pupil participation in lessons
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motivated, later learning sessions may be even
more effective. This is supported by findings of
Skinner (1985) that marks for college exams were
better when courses were taught in the afternoon
rather than in the morning.

Classroom location of pupils

There is also evidence to show that children re-
spond directly to the arrangement of the space
that they are taught in and their place within it.
As shown in Figure 6.7, Delethes and Jackson
(1972) demonstrated that roughly 64 per cent of
student participation in academic discussion was
by students who sat in the front row or in the strip
running up the centre of the classroom.

Teachers appear to encourage the more respon-
sive pupils to sit in these areas, but the effect can
also be a reciprocal one. Schwebel and Cherlin
(1972) found that when less attentive students
are moved into these places, they increased the
amount of time they spent on school work and
became better liked by the teachers.

Seating arrangements

Students in most primary classes tend to be placed
around tables in groups of four to six, to work on
exercises set by the teacher. In Britain, the
Plowden Report (1967) justified this seating ar-
rangement on the basis that it would enable chil-
dren to learn from each other through discussion
and cooperation. Wheldall (1991), however, ar-

gued that while the seating arrangements may
have changed, the style of working at that time
remained largely individual, with the problem
that groups give greater opportunities for pupils
to distract one another. Wheldall investigated
this by observing a number of classes for two
weeks during which the children sat round tables,
then altering the arrangement into more tradi-
tional rows for two weeks, before eventually re-
turning to the original group pattern. The main
finding was that students’ on-task behaviour rose
by about 15 per cent when they were seated in
rows, and fell by the same amount when they re-
turned to sitting around tables. Some children’s
performance rose by over 30 per cent in the row
configuration, and a few of them even com-
plained about having to go back to being seated
in groups.

Despite such findings, Galton et al. (1999)
found that the majority of classes in junior
schools in 1996 continued to have grouped seat-
ing, although some classes were able to use flex-
ible arrangements depending on the nature of the
task involved. There was also a significant in-
crease in the use of a single ‘carpet area’ to bring
children together for whole-class instruction or
discussion.

Learning in groups

Many studies have shown that with appropriate
organisation, cooperative learning with other stu-
dents can be more effective than independent
learning. Johnson and Johnson (1987), for in-
stance, reviewed 122 studies in this area and con-
cluded that cooperative learning produced better
learning, self-esteem and social outcomes than
individual learning and competitive situations.
Factors that were important in this appeared to be
the exchange of information between group
members and the use of other children’s perspec-
tives. Children also developed a sense of value
that came from contributing to the group and an
improved ability to interact with other children.

Although the use of grouped seating is very
popular, most classroom work actually occurs on
an individual basis. Observational research of



junior classrooms by Galton et al. (1999) found
that children mostly worked independently, only
13.5 per cent of the time being involved with
other pupils on task-related interactions. These
were also mainly restricted to practical work, with
interchanges being typically brief and mostly
confined to simple information giving and re-
ceiving. Pupils also interacted with the teacher as
part of a group for 3.7 per cent of the time, but
this was mainly to receive information and did
not require much involvement with other group
members.

A great deal of such normal classroom work is
also competitive, with work marked and compared
with that of other students. Far from improving ef-
fort, this is likely to decrease motivation, and may
also develop oppositional interaction between pu-
pils. Johnson and Johnson (1987) found that stu-
dents often try to discourage each others’ work by
poor communication with their classmates and by
attempts to hide information from each other.

Cooperative group work

To combat these difficulties, Aronson et al.
(1978) have devised an alternative approach to
develop more cooperative work, by the construc-
tion of what they term the jigsaw classroom. In this
arrangement the class is divided up into groups
and all of these are given a task which has a
number of separate aspects to it. This could in-
volve, say, deciding where it would be best to
locate a factory, taking into account roads, work-
ers, raw materials. Within each group, children
are given separate aspects to specialise in and
they then go off to find out more about this par-
ticular aspect with the members of other groups.
After this, each original group then comes to-
gether again and is able to combine the knowl-
edge and ideas from all of the specialist groups to
arrive at a final solution.

Aronson et al. found in configurations such as
this, that children from different social and ethnic
backgrounds interacted in positive ways. Chil-
dren with differing abilities also supported each
other, with more able children becoming in-
volved in tutoring less able children. This has

ORGANISATION OF PUPILS AND TEACHING

been shown to benefit not only the less able chil-
dren, but also the more able children, since the
process of explanation means that they must or-
ganise their own understanding.

A study of the processes of such groupings by
Bennett and Dunne (1989) found that children in
cooperative groups showed high levels of in-
volvement, with 88 per cent of the talk being on-
task. In a further study by Bennett and Cass
(1989), mixed-ability groups also showed higher
levels of interaction, with high-ability children
performing better than they did in homogeneous
groups.

Although group work appears to be an effec-
tive teaching approach, Gavienas (1997) found
that most primary teachers avoided collaborative
working since they anticipated that if adopted, it
would result in antisocial behaviour. Galton et al.
(1980) also found that although one in five of a
sample of teachers were enthusiastic about group
work, they largely failed to implement it effec-
tively in their teaching. One important reason is
perhaps that collaborative group work requires a
significant amount of preparation and organisa-
tion, and needs to develop over a period of time.
Unfortunately, busy teachers have to respond to
the ongoing demands of covering the curriculum,
and an individualised learning approach requires
less time to manage.

Mixed-ability versus ability grouping

Most primary schooling is organised with
agedetermined mixed-ability groupings. Despite
this, a survey by Hallam (1999) indicated that
nearly two-thirds of all primary schools were
adopting ability grouping of some kind, largely in
an attempt to raise educational standards. The ex-
tent to which this was being used increased pro-
gressively throughout the primary vyears,
especially for mathematics lessons, for which it
was used twice as much as for English. Usually,
children were grouped by ability within classes,
with the aim of helping to match work with pu-
pils’ abilities. In their comparison of school effec-
tiveness, Mortimore et al. (1988) found evidence
that this is an effective approach.

N
N
w

9 493deyn



144 THE EDUCATIONAL CONTEXT

Secondary schools typically allocate children
to classes according to their ability in a particular
subject (setting), or sometimes according to their
overall achievements (streaming). In some sub-
jects, such as mathematics, this is often done early
on, but in other, more practical subjects, such as
art, mixed-ability groups are often retained
throughout the whole school. Although grouping
classes by ability can limit children’s access to the
full range of the curriculum, it arguably enables
closer matching of work and would appear to be
a justifiable way of organising teaching groups.

The evidence for its effectiveness is rather dif-
ferent, however, and early research by Lunn
(1970) in primary schools and by Rutter et al.
(1979) at secondary level showed little differ-
ence between the overall achievements of pupils
in streamed and those in unstreamed schools.
They did, however, find differences within
schools that were using ability grouping. One
particular difficulty is that there can be problems
with the self-perception and behaviour of pupils
in lower-attaining ‘sink’ classes. Also, teachers
alter their expectations of lower groups and give
less time to preparing work for them, with the
result that pupils in such groups do worse aca-
demically than equivalent pupils in schools or-
ganised by mixed ability. Although some
research, such as Lunn’s (1970) review, shows that
pupils in the upper sets usually do better than
they would in mixed-ability groups, this effect
was quite small (equivalent to about 5 IQ
points). Also, a study by Boaler (1997) of math-
ematics groupings showed that a number of pupils
in upper sets often experienced difficulties in
working at the pace of the class, resulting in dis-
affection and underachievement. In one school,
pupils in sets spent more time apparently ‘work-
ing’ but did not achieve as well in GCSE as
equivalent pupils from another school with
mixed-ability teaching.

A wide review of a number of studies by
Sukhnandan and Lee (1998) found that stream-
ing and setting had no overall positive or nega-
tive effects compared with mixed-ability
teaching. Like Mortimore et al. (1988), they
found withinclass grouping to have a more posi-

tive effect, particularly for the more ‘linear’ sub-
jects such as mathematics, science and modern
languages.

One major justification which many schools
tend to give for the use of setting is to improve
the performance of higher-achieving pupils. Al-
though a few studies have found some limited
support for the belief that such pupils’ perform-
ance can be enhanced in this way, a review by
Slavin (1990) considers that any improvement
may occur partly because students in upper
groups actually follow different courses. In Brit-
ain, top mathematics groups are usually entered
for the higher tier of the GCSE and as a conse-
quence will cover more in-depth material. It is
also possible that top classes will have the more
experienced and better-qualified teachers allo-
cated to them, who may be more able to coach
classes to better examination results. The out-
comes of setting may be real and valuable to
schools, but the evidence indicates that there is
probably a price to pay in terms of the wider
school population’s achievements and social ad-
justment.

Class size effects

It may seem obvious that having smaller classes
would lead to more effective teaching. If teachers
have more time for individual children, then they
ought to be able to monitor their progress more
closely and to match the work with each indi-
vidual’s needs. The implications of this are of
course that class sizes should be as small as is fea-
sibly possible. There are, however, major cost
implications since wages are the largest single el-
ement of expenditure in education. This issue
therefore has political as well as educational im-
plications and is a regular area of public and pro-
fessional attention.

One major investigation reported by Davie et
al. (1972) was based on the National Child De-
velopment study of 18,300 children born in one
week in March 1958. Information about these
was gathered at ages 7, 11, 16, 21, 31 and 37. The
study covered the whole of Britain and looked at
the correlation between achievement and class



size, after attempting to control for school size,
length of schooling, parental interest and occupa-
tion. Surprisingly, pupils in larger classes ap-
peared to be doing better than pupils in smaller
classes. As in all correlational studies which study
only what is already happening, there could be
many factors other than the presumed one causing
this unexpected result. For instance, pupils with
low achievements are often put into smaller
groups, and classes with the more able pupils may
have fewer disruptive pupils and so can be made
larger. Because of this, a lack of positive findings
may be due to limitations on the range and the
design of such investigations. Some of the follow-
ing studies have therefore used more formal ex-
perimental approaches, or seem less likely to be
affected by such confounding errors.

One-to-one and small-group effects

At one extreme, Bloom (1984) has looked at the
effects of directly withdrawing individual chil-
dren and teaching them separately. As shown in
Figure 6.8, individual teaching showed a major
and significant superiority with an effect size of 2
when compared with children taught in a con-
ventional class of 30. The average child taught
separately came to achieve at the level of the top
2 per cent for the normal class, and there was a
general levelling up of achievements, with the
lower-attaining children making the greatest
progress.

Cashdan et al. (1971) also report rapid progress
in a study of 1,200 children who were withdrawn

Figure 6.8 Effects of individual teaching
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and taught in different-sized small groups for re-
medial work. Although this was not an experi-
mental investigation, it seems unlikely that such
children would be particularly good at learning,
and likely that the main effect would be the size
of the group they were placed in. The average
overall gain was 21 months in reading ability
over an 11-month period. Cashdan et al. also
found that readers taught individually or in pairs
made no more progress than those taught in
groups of three or six children, but that the gains
were substantially less for groups of seven or more

children.

Reducing class sizes

The STAR (‘student-teacher achievement ratio’)
project is a major US experimental study by
Word et al. (1994), which attempted to compare
learning progress in different class sizes. Costing
$12 million, this covered 7,000 pupils from 300
teachers in 80 elementary schools in Tennessee.
Pupils were randomly allocated to ‘small’ classes
(13-17 pupils) or ‘regular’ classes (22-25 pupils)
and their achievements were followed up ini-
tially over three years, from age 5 years to age 8
years. Successive improvements in basic reading
and mathematics attainments showed that there
was a definite learning advantage for pupils in
smaller classes. With reading, 69.5 per cent of the
‘small’ classes passed a particular reading stand-
ard, but only 62.3 per cent of the ‘regular’ classes
achieved the same level. This difference was sta-
tistically significant, and remained even two years
after pupils had been returned to normal-sized
classes.

The size of this effect is not great, however,
and Prais (1996) points out that over three years,
the reading advantage for the smaller classes was
only equivalent to about six days of extra teach-
ing. This is relatively minor compared with the
540 days for which the children had actually
been in school. A further concern is that 108 ‘in-
compatible’ children were moved out of the
smaller classes at the end of the first year, which
may have artificially boosted the scores of these
classes.
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In primary schools, Mortimore et al. (1988)
also looked at class size effects and found that
they were most important with younger children.
This is consistent with the research showing that
teacher effectiveness is greatest with younger chil-
dren (see later in this chapter), presumably since
their independent learning skills are less devel-
oped. It is surprising that primary classes are typi-
cally larger than secondary classes, and perhaps a
logical conclusion would be to reverse these ra-
tios.

Summary of effects

In general, the above findings for different teach-
ing groups are consistent with a model whereby
small groups of up to about six show greatest ef-
fectiveness, with a subsequent rapid drop and
then a slower decrease for class sizes larger than
15. This is summarised in the graph shown in
Figure 6.9.

A meta-analysis of 59 different studies on the
effects of different class sizes by Smith and Glass
(1980) found outcomes which were very similar
to this, with a rapid fall as class sizes increased
from 5 to 20, then a slower fall to class sizes as
large as 70. An explanation of the processes un-
derlying these effects can be found in a study by
Olson (1971), who observed the quality of inter-
actions in 18,528 classrooms of different sizes.
This found that an individualised approach was
most commonly applied in groups of up to five
pupils. With group sizes of between 6 and 15

Figure 6.9 Hypothetical relationship between class
size and pupil progress
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pupils, rather less individualisation was possible,
and less again with between 16 and 25 pupils.
With more than 26 pupils, lessons consisted
largely of standard exercises, question and answer,
lecture and testing; with more than 36 pupils,
there was virtually no group work, individual
work, discussion or pupil reporting.

Different class sizes therefore appear to pro-
duce different levels of monitoring and matching
of pupils’ work and progress, and if a ‘whole-class’
mode of teaching is adopted, the number of pu-
pils does not seem to matter too much. Good and
Brophy (1977), for instance, quote research show-
ing that when class sizes were reduced, learning
did not improve because teachers continued to
teach the same way as they had done when they
had taught a larger class.

Although setting up classes of different sizes
does have a statistically significant effect, its
magnitude with classes in the normal range (i.e.
with more than 20 pupils) is relatively small and
has needed carefully controlled studies to prove
its existence. Other factors such as different
classroom organisation or teaching styles prob-
ably outweigh its effect. Bloom (1984), for in-
stance, has summarised work on the use of
mastery learning techniques, which involves
ensuring that individual pupils achieve high
levels of success before progressing to subse-
quent learning materials. Using this with classes
of 30 was found to bring students halfway to-
wards the effects of one-to-one tutoring, al-
though this can in practice be a difficult
approach to organise and manage.

Should we reduce class sizes?

In early 2000, average class sizes in England had
decreased somewhat to 27.1 in primary schools,
and increased to 22 in secondary schools (DfEE,
2000). Although changing these to very small
groups of less than 10 would make a major differ-
ence, it would evidently be financially unrealis-
tic. Altering class sizes to even 20 in primary
schools would still entail a massive cost and it
can be argued that the improvement in standards
as a result of this would not be great enough to



justify the expenditure. In passing, it should be
noted that Dean and Rafferty (1996) report find-
ings that teachers with class sizes of 26-30 work
three hours more per week than those with classes
of 21 or less (49.6 hours, compared with 46.4
hours), and that larger class sizes produce more
stress on teachers. This is, however, unlikely to be
a telling argument with those who are in charge
of allocating resources!
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In terms of the efficiency of educational out-
comes for the use of additional resources, Wasik
and Slavin (1993) have reviewed the effects of
reducing class sizes and spending the same
amount on periods of one-to-one tutoring for se-
lected students. They concluded that the opti-
mum overall approach would be to implement
the best instructional programmes in classes of all
sizes and to provide individual help for children
who are failing. This may not address the issue of
pressures on teachers, but this could be tackled
separately by other approaches such as the use of
periods of non-contact time during the day. In
some Pacific Rim countries which do well on
international comparisons, such as Taiwan, up to
25 per cent of the week is free for teachers to or-
ganise and prepare work.

Teaching effects
Teaching styles and class management

Formal versus progressive styles

Although teachers use a number of ways of organ-

TEACHING EFFECTS

ising and managing their work, two styles appear
to be largely opposed and based on very different
philosophies. The more traditional, formal ap-
proach is highly structured and based mainly on
didactic or teacher-directed processes. Following
the later 1960s there was arguably a swing to-
wards more progressive approaches to teaching,
emphasising freedom, activity, and discovery in
learning. As with many developments in educa-
tion, there have been attempts to evaluate the
different effectiveness of these styles but these
have often been confounded by weak definitions
of the constructs involved and the effects of other
variables. For instance, since they were the more
recent development, progressive approaches have
mainly been adopted by younger teachers. Any
differences between the outcome of using the two
approaches might therefore be due merely to the
length of the teachers’ experience.

One key study by Bennett (1976) tried to re-
fine the constructs involved and to make com-
parisons of pupils’ achievements. Bennett first
used a questionnaire survey of 468 primary teach-
ers to identify 12 different teaching styles. These
appeared to be distributed across a formal-infor-
mal continuum, with most teachers using a com-
bination of techniques. The study then looked at
pupil progress over one year and compared the 12
most formal classes with 13 of the most informal
classes. The main findings were that the pupils in
the formally taught groups showed significantly
greater gains in reading, mathematics and English.
However, the achievements of a single informally
organised class went against this trend and
showed one of the highest gains of all. The
teacher of this class was characterised by her use
of structure and monitoring processes which ena-
bled her to emphasise children’s academic
progress. This implies that structure and monitor-
ing may be more important than a simple formal-
informal distinction.

Bennett’s study has been criticised as making
incorrect statistical decisions, and for using mis-
leading groupings of teachers. A subsequent
reanalysis of the data by Bennett and co-workers
(Aitkin et al., 1981) found a different, more

meaningful group of informal teachers whose
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teaching results did not differ significantly from
those of the teachers who used formal techniques.
Bennett also found that the largest variation was
between different teachers, irrespective of teach-
ing style, indicating that there are other, more
important aspects to teaching than a simple for-
mal-informal distinction.

Discovery learning versus direct teaching

Further research has tended to isolate more spe-
cific aspects of teaching processes and styles to
evaluate their effectiveness. One important fea-
ture of progressive techniques has been the em-
phasis on child-centred approaches, which see the
pupil as an active and independent learner, with
the teacher facilitating his or her learning. The
most important child-centred approach is the use
of discovery learning, which emphasises that stu-
dents should have experiences which lead them
to find key concepts for themselves. Bruner
(1961a) in particular has argued that learners
must construct their own system of understanding
and that didactic teaching will result in a limited
ability to apply knowledge to new situations. Ac-
cording to this view, discovery learning will auto-
matically match learning to the child’s
development as the child progresses through dif-
ferent stages. Bruner argues that pupils will de-
velop their knowledge when they revisit
curriculum areas, in a spiral fashion. For instance,
as shown in Figure 6.10, the teacher might ini-
tially develop an intuitive concept of ‘burning’,
with demonstrations at Key Stage 1 of a number
of common substances being set on fire. At Key
Stage 2, when pupils are capable of greater under-
standing, the concept could then be extended to
include the idea of substances combining with
oxygen (Figure 6.10).

Figure 6.10 The spiral curriculum

Understood as
o Practical
oxidation investigations of
different types of
burning combustion

In practice, the teacher has to provide at least
some direction, in the form of experiences for the
pupil, but the key element is that the pupils ‘find’
the main principles for themselves. In one study
quoted by Bruner (1961b), pupils were given
maps of key geographical features and their task
was to use these to decide on where settlements
should be placed. Bruner found that pupils’ even-
tual knowledge and understanding of the factors
involved in settlements established in this way
was more flexible and could be of more use to
them than if they had merely memorised a list of
key settlement features.

Such experiences can be contrasted with the
more formal and conventional approaches, which
are largely based upon direct teaching. These in-
volve the teacher as the source and organiser of
knowledge, although there is also usually an em-
phasis that work should be matched to the pupil’s
level of attainments. Direct teaching can take the
form merely of having children rehearse and
memorise ‘facts’, but, as we saw in Chapter 2, such
unstructured learning is relatively inefficient.
Ausubel (1968) in particular argues that the
teacher’s job is to organise learning for pupils and
to help them progress rapidly through the struc-
tured development of knowledge. Ausubel be-
lieves that advance organisers can help learning by
providing pupils with the necessary structure and
links between knowledge; these are initial brief
previews by the teacher which place the lesson in
context, introduce key ideas and link them to-
gether.

Galton et al. (1999) have found that in prac-
tice most teachers employ a great deal of direct
teaching, with the use of questions to check for
understanding and to involve pupils. This is then
usually followed by a period of supervised prac-
tice, with assessment by the teacher to ensure that
goals have been achieved.

Although discovery learning and direct teach-
ing may appear to be mutually exclusive, research
findings indicate that each approach has different
advantages appropriate to different situations,
and that combining these can produce effective,
flexible learning. Mayer (1987) summarises work
which shows that a pure discovery approach in-



creases motivation, as the children become
deeply involved with the task, but that the learn-
ing that results can be relatively unfocused and
requires a large amount of time. Direct, exposi-
tive teaching appears to need least time, with
good initial learning; long-term retention tends to
be poorer, however, and learning does not transfer
well.

Guided discovery is a combination of ap-
proaches, and involves the teacher setting up
learning situations which allow pupils to ‘dis-
cover’ the target knowledge or understanding.
This takes longer than direct exposition but has
been shown to lead to better involvement, long-
term retention and transfer.

With students who have reached higher levels
of (abstract) thinking, Rowell et al. (1969) found
that direct verbal instruction led to rapid learning
and good long-term retention. This implies that
personal experience is not always necessary but
can be most important when students do not have
an initial foundation of knowledge or under-
standing.

Whole-class teaching versus group work

In an attempt to raise standards, there has been a
major emphasis by the UK’s central government
on the use of whole-class teaching. This was par-
ticularly advocated in the ‘Three Wise Men’ dis-
cussion paper by Alexander et al. (1992), which
has been the basis for a number of subsequent
reforms of primary education. A review by
Galton et al. (1999) indicated that primary teach-
ers generally responded to such encouragements,
with the time spent on whole-class teaching in-
creasing from 15.1 per cent in 1976 to 31.3 per
cent in 1996.

Further developments with the implementa-
tion of government-directed strategies for both
literacy and numeracy also involve a large ele-
ment of whole-class involvement. Guidance from
the DfEE (1998n) for the ‘literacy hour’ indicates
that 40 minutes of this should be based on activi-
ties such as whole-class reading and writing, fol-
lowed by a final plenary session. Similarly, with
the national numeracy strategy in primary schools
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(DfEE, 19981), it is recommended that math-
ematics teaching should cover a daily lesson of
between 45 and 60 minutes and that teachers
should teach the whole class together for a high
proportion of this time.

The rationale for such a prescriptive approach
appears to be based on research supporting the ef-
fectiveness of direct teaching techniques as dis-
cussed above, as well as process correlates of
normal class teaching. In one study by Brophy
and Evertson (1976), groups with the highest
gains were commonly taught via whole-class les-
sons. These typically began with clear presenta-
tion of material to the whole class by the teacher,
followed by a practice and feedback phase. High-
gain classes also had some small-group work, but
this was mainly confined to practice of basic
skills.

A similar study by Good and Grouws (1977)
also found that children making the most progress
were taught using whole-class instruction. How-
ever, this technique was also used by some teach-
ers whose pupils made the least progress. In these
classes, it seems that class teaching was more di-
dactic, with limited involvement by pupils.
Classes where there was an emphasis on small-
group work consistently made intermediate
progress. Such findings support the belief that
whole-class teaching can be more effective than
small-group work, but that it needs to be carried
out in the correct way. Good and Grouws found
that what was needed was good class manage-
ment, a brisk pace with clear instruction, and a
high level of positive involvement of pupils. The
last of these can be achieved by the use of
questions and feedback, as well as teaching
that is enthusiastic and responsive to pupils’ inter-
ests.

[t is important, however, to know that these ef-
fects were relatively small and were found only
by comparing the most consistently effective with
the most consistently ineffective teachers. Other
studies, such as the Beginning Teacher Evaluation
Study (Denham and Lieberman, 1980), have
found that although pupil involvement is gener-
ally higher during activities conducted by the
teacher, this also means that the content and pace
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are inadequate for the most able pupils but exces-
sive for the least able. In Galton et al.’s (1999)
study, pupils were also generally more involved
when they were part of whole-class activities, but
some pupils, referred to as ‘easy riders’, opted out
by using work avoidance techniques. The pupils
concerned put in little effort but appeared to be
working, and in a whole-class situation it was
hard for the teacher to detect what was happen-
ing.

In many evaluations it can be difficult to
know what is being compared and how valid any
conclusions are. Both whole-class and group
teaching can be done well or badly, and either
might be more appropriate for certain topics or
learning goals. For group teaching, pupils can be
placed in ability groups, as is common in math-
ematics teaching, or cooperative investigative
groups, which are often used in science. Both
types of groups can probably be very effective in
such subject areas and enable the teacher to
match work with pupils’ abilities and to encour-
age active learning styles. It is likely, however,
that differentiated and cooperative group work
are not usually used in the most effective way
possible, because of the demands they make on
teacher preparation time, and the additional dif-
ficulties with classroom management. A great
many supposed group activities in class are there-
fore probably based merely on shared activities or
parallel working.

Most of the research which supports the use of
direct class teaching has typically been based on
content which emphasises the development of
factual knowledge and skill development.
Whole-class teaching may therefore be appropri-
ate for certain aspects of mathematics or early lit-
eracy development but may not be the most
effective approach for establishing higher-level
understanding. Unfortunately, the move towards
the increased use of testing to evaluate the out-
comes of education has encouraged an emphasis
on factual knowledge and the use of direct,
whole-class teaching.

INTERNATIONAL COMPARISONS

Some international studies, such as those reported
by Reynolds and Farrell (1996), have shown that
those countries which utilise whole-class teaching
the most (notably around the Pacific Rim) also
have some of the highest standards of academic
attainments. However, the general culture of
these countries is radically different from that of
the United Kingdom, with a strong emphasis on
responsibility of the individual for the group, and
high levels of home support and expectations.
This is supported by the findings of Caplan et al.
(1992) that refugees from South-East Asia who
migrated to the United States subsequently
achieved at a very high educational level, despite
their having language and economic difficulties
and having to attend schools which were largely
in low-income, metropolitan areas where aca-
demic standards were generally low. Detailed
studies of the children’s home experiences indi-
cated that their progress was largely due to the
direct influence of the family supporting them
with their studies, and an emphasis on independ-
ence and academic success.

An alternative comparison could be made
with Sweden, which consistently has one of the
highest literacy standards in Europe and arguably
has greater cultural similarities with Britain.
Rather than looking for a reason in terms of a
single teaching technique, we could explain Swe-
den’s high standards by its much higher levels of
educational spending and staffing, particularly at
the primary stage of education (Digest of Educa-
tion Statistics, 1995). It is tempting to argue that
this comparison implies that standards in the
United Kingdom could be similarly raised by
employing more staff and decreasing class sizes,
but there may be other critical differences be-
tween the two countries, such as Sweden’s later
start to formal education. As discussed earlier in
this chapter, smaller class sizes alone are unlikely
to alter progress very significantly, in the absence
of different organisational and teaching ap-
proaches.



THE CASE OF THE LITERACY HOUR

Although it may perhaps be unsafe to draw con-
clusions from international comparisons, the im-
provements in literacy standards found by the
National Literacy Project (DfEE, 1998c) lend
support for some form of intensive approach
based on whole-class work. Early results indicated
that over 18 months the project schools improved
their English results for 7-year-olds by 10 per cent,
compared with gains of 7 per cent in all other
schools over the same period. However, as well as
having a bias towards the use of whole-class
teaching, the literacy hour represented a major
shift in the balance of the curriculum, with a re-
duced emphasis on non-core subjects. In an inves-
tigation of previous practice, Plewis and Veltman
(1996) found that although literacy was involved
in many aspects of the school week, many teach-
ers based their reading strategies on individual
support but were on average able to listen to each
child read for only about eight minutes a week.
Any improvements in attainments may therefore
be at least partly due to increases in the amount
of time which children spend on direct literacy
activities.

When schools use a more intensive, group-
based approach than is advocated for the literacy
hour, it seems that they can achieve at even
higher levels. Ghouri (1998), for instance, reports
on an east London school where 95 per cent of
the pupils had English as a second language but
who achieved well above the national average
for the Key Stage 1 reading SATs. None scored
below 2 and half reached level 3 (nationally,
one-quarter failed to reach level 2 and only 26
per cent achieved level 3). This was achieved
without whole-class teaching, but with additional
adults helping children in small groups and work
centred on phonic approaches.

A final indication comes from Galton et al.’s
(1999) study of changes in teaching practices and
children’s relative attainments in 1976 and 1996.
As already mentioned, whole-class teaching ap-
proximately doubled over this period, to account
for about one-third of all class time. Despite this,
over the same time pupils’ academic achieve-
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ments (on the Richmond Tests of Basic Skills) fell
significantly for mathematics, language and read-
ing. The decline was greatest for reading, where
the composite score reduced from 62.7 per cent
in 1976 to 47.7 per cent in 1996. To a great
extent this can probably be attributed to the early
effects of the National Curriculum in displacing
basic skills work. The study indicated that by
1996 there had been a total reduction of 10.7 per
cent in ‘opportunities to learn’ for English and
mathematics. However, increases in the amount
of whole-class teaching over this period were evi-
dently not able to compensate for these direct
limitations.

In general, it seems unlikely that altering a sin-
gle aspect of teaching will have a very large effect
on children’s progress. It is probably more impor-
tant to look in some detail at the direct process of
teaching and to implement a range of flexible ap-
proaches which can involve either class, group or
individual work. This should depend on a
number of variables such as the nature of the task
and the composition of the class, with a wider
distribution of attainments (such as split year
groups) needing greater differentiation. All
teaching techniques can be carried out well or
badly, and the emphasis should perhaps be on
long-term ways of enabling and supporting teach-
ers to develop a number of techniques from
which they can choose.

Do teachers matter?

Teachers are closely involved in what and how
children learn. For most people it probably seems
self-evident that teachers must have an important
effect on pupils’ educational progress. Although
schools may not differ greatly in their overall im-
pact on pupils, perhaps the differences between
good and poor teachers might be cancelling each
other out. There are also many anecdotal exam-
ples of individual teachers who people believe
made a significant difference to their lives, for
good or ill. Questioning whether there are really
any differences between the effectiveness of dif-
ferent teachers seems to fly in the face of common
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sense, and to deny people’s vivid memories of the
unique individuals who taught them.

Even so, it is important to pose this question,
since if individual teachers are the basis of differ-
ences in children’s educational progress, any im-
provements in the educational system should be
based on what they do. This aspect has become of
greater importance to teachers themselves since
judgements about their effectiveness, made
largely by headteachers and advisers, are increas-
ingly the basis for assessments which determine
pay and career developments (DfEE, 19981).
However, it is still the case that a large amount of
the variation in the progress of individual pupils
can be attributed to their initial abilities and
home background factors. Thus teacher effects
may be relatively insignificant, no matter how
different individual teachers may be.

It would evidently be wrong to evaluate
teachers only on the basis of their pupils’
achievements without taking account of their
initial abilities. A fair assessment should there-
fore be concerned with gains in academic
achievement, by comparing pupils’ final attain-
ments with what would have been expected from
their initial scores. The result can then be used to
compare classes, to see whether some teachers
beat expectations or fall below them. In Figure
6.11 it can be seen that although pupils in class

Figure 6.11 Analysis of gain scores

Class A
scores

Scores at
end of year

B generally achieved at a high level at the end of
the year, they did so mainly because they started
ahead. Pupils in class A may have finished at a
below-average level but their progress was actu-
ally greater than would have been expected from
their initial scores. Although one might have as-
sumed that the teacher of class B was doing a
better job, the gain scores indicate that the pupils
of the teacher in class A were in reality making
better progress.

Even if there are such apparent differences in
gain scores, any improvements in the overall at-
tainments of a class may still not be due to any in-
fluence of the class teacher. The group may have a
generally more positive attitude towards work for
some reason, or a child who was particularly dis-
ruptive may have just moved out. Teacher effects
shown in this way may also be partly due to differ-
ent school contexts, with supportive schools ena-
bling teachers to make more or less progress with
children. The possibility of teacher influences be-
comes more likely, however, if teachers manage to
achieve consistent improvements with different
classes. If such consistency is low, then this might
mean that any gain scores are not due to the effects
of teachers, although it could also mean that indi-
vidual teachers vary over time, or that teacher ef-
fectiveness tends to be relatively specific to
particular classes or teaching situations.

Pupils making average,
or ‘expected’ progress

Class B
scores

Scores at start of year



Evidence of gains

One early detailed study by Veldman and Brophy
(1974), which was based upon gain scores,
looked at the achievements of the pupils of 115
different teachers. To attempt to reduce any vari-
ations due to teacher experience or expertise, the
study included only teachers who had at least five
years’ experience of teaching at their grade and
who taught at the same grade level over the pe-
riod of the study.

Pupils were assessed using a standard test of
verbal abilities, reading and arithmetic attain-
ments, and scores were compared over three suc-
cessive years. As shown in Table 6.1, for schools
with a normal intake there were significant
teacher effects on overall gain scores, but these
were relatively small compared with the effects of
initial achievements.

The teacher effects which did exist tended to
be greater with younger children and in deprived
schools, where the teacher effects rose to 9.83 per
cent. This is consistent with the idea that young
children and children with poor home back-
grounds are less independent with their learning
and are therefore more affected by their teacher.
If there were substantial teacher effects, then it
seems likely that these would have affected
‘taught’ subjects such as arithmetic more than
general verbal abilities, which are perhaps more
likely to develop naturally. With normal schools,
however, there were no significant differences
between any of the achievement areas, adding
support to the belief that any teacher effects are
relatively limited in their impact.

Multilevel modelling is a more sophisticated
way of analysing all of the different effects on pu-
pils’ progress. When it includes effects at the

Table 6.1 Variance in learning gains accounted for by
initial attainments and teacher effects

Initial Teacher

attainments effects
Grade 2 70.4% 3.0%
Grade 3 75.9% 2.2%

Source: Based on data in Veldman and Brophy (1974)
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classroom level, it has generally confirmed such
findings, explaining only a relatively small
amount of the variance. A review by Creemers
and Reezigt (1996) of various studies using this
approach found that the effect was generally of
the order of about 3 per cent. A subsequent study
by Reezigt et al. (1999) incorporated extensive
initial background information on pupils and
found a similar level of about 4 per cent, the
same importance as for school-level effects. Such
findings indicate that the variance of about 10
per cent that is normally attributed to the effects
of schools is partly due to the effects of teachers
within it. Some studies have found that the class
a pupil is in has a much larger effect, but these
studies have typically been confounded by the
effects of ability grouping or have used teacher
judgements which may merely reflect differences
in their perceptions.

A review of eight studies of teacher effective-
ness by Shavelson and Russo (1977) also looked
at a range of studies on the consistency of teach-
ers. This is measured by correlations between the
gains of teachers with different classes. Most stud-
ies they considered showed only moderate values,
with correlations usually less than 0.4, which gen-
erally tended to be highest within a particular
subject area and with similar groups of pupils.
Gray (1979) also carried out a comparison of the
progress of teachers’ classes with reading over suc-
cessive years. This study was relatively well con-
trolled since it used parallel versions of the same
standardised test, which reduces the inaccuracies
that come from comparing different forms of as-
sessment. To try to maximise any teacher effects,
it focused on the late infant period of education,
when reading development is important, and also
used a sample of 21 schools whose intake was pre-
dominantly working class (where parents would
be less likely to be involved). Teachers’ classes
were tested at the beginning and at the end of the
academic year over two successive years and aca-
demic gains were then correlated as shown in Fig-
ure 6.12.

As can be seen, only a few teachers appeared
to be effective over both years and none was con-
sistently highly effective. Rather more teachers
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Figure 6.12 Standardised gain scores for 41 teachers
in Years 1 and 2
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were consistently ineffective, but this could be an
effect of the overall random distribution of the
values. Just as many teachers’ classes scored high
one year and low the other, with the teacher who
achieved the highest gain in the first year (shown
circled) obtaining one of the lowest gains in the
second year. The overall correlation between year
1 and year 2 gain scores was 0.01, which means
that there was no significant relationship between
the two sets of scores.

Perhaps one of the best-controlled investiga-
tions of teacher effects involves comparisons
based on parallel classes. These are quite common
in secondary schools and are a form of natural ex-
periment, since different teachers are responsible
for roughly equivalent classes, covering the same
curriculum material and aiming for the same end-
of-course assessment. Luyten and de Jong (1998)
looked at the progress made by first-grade second-
ary classes in 22 secondary schools on a standard
mathematics course. Two teachers in each school
were studied, enabling a direct comparison to be
made between their classes’ progress. Despite
quite marked differences in instructional vari-
ables such as the use of structure and clarity by
different teachers, multilevel modelling indi-
cated that less than 1 per cent of the variance in
pupils’ progress was due to teacher or class effects.
These findings were supported at the primary
stage by Plewis (1991a), who investigated

progress in mathematics in the Year 1 classes of
two teachers in each of 20 London primary
schools. The variation at the teacher (class) level
was again very small, despite significant differ-
ences in coverage of the curriculum.

Why are there only limited differences between
teachers?

One possible interpretation of these findings is
simply that teachers do not matter very much.
However, a more plausible explanation is that
teachers are generally effective but that what they
do is largely constrained by pupils’ abilities, the
curriculum and available resources. Teaching is a
demanding, stressful job and the majority of peo-
ple who start a teaching career actually leave dur-
ing the first five years. It is likely that those who
remain are at the very least able to cover the basic
curriculum and manage classes; if they could not
do this, teaching would probably be a very un-
pleasant experience for them. Perhaps it is not too
surprising that if teachers have rather similar
backgrounds and work in rather similar environ-
ments, the outcomes of teaching similar groups of
children will be very much the same.

In the hurly-burly of classroom life, teachers
appear to do more supervision than teaching, and
as discussed earlier, they are normally able to
have only very limited and superficial interac-
tions with individual pupils. Since pupils work
independently for much of the time, their
progress is likely to depend mostly on their per-
sonal resources. These will include factors such as
their existing knowledge and understanding, their
motivation and involvement in learning tasks in
school, and ongoing home support.

The fact that most people believe that teachers
are important factors in pupils’ learning progress
may be due to the processes of ‘attribution’. This
is the tendency we have to assume that people
and outcomes are causally related. Such assump-
tions may work well for us most of the time; for
instance, if a pupil consistently turns up late for a
lesson, then teachers will assume that he or she is
doing so deliberately. The problem with this,
however, is that we tend to over-attribute causes



to people rather than the situation; a pupil may
be regularly late because he or she has to help
with clearing away in a previous lesson. When we
think about teachers, we are aware of their role—
to manage and educate children—and since we
usually have very little other information, we
simply assume that they are responsible for any
educational outcomes.

Teacher effects

Although the majority of teachers may achieve
more or less the same sort of pupil gains, these do
cover a range, with a few teachers consistently
achieving better results than others. Studies of
groups of teachers who are particularly effective
have shown that some specific abilities or ap-
proaches tend to be associated with better stu-
dent outcomes. Such differences are difficult to
demonstrate, however, and can be found only by
investigations which select and compare the
more stable and the more extreme types of
teachers.

One study by Brophy and Evertson (1976) first
selected 165 teachers who were experienced in
teaching at the grade level of their class. From
achievement data for second- and third-grade
classes over four successive years, 31 teachers
whose classes showed the most consistent gain
scores were then initially chosen. Their classes
were observed so as to identify any teacher char-
acteristics or processes which could relate to
eventual differences in pupils’ academic gains.

The main characteristics of these teachers were
that they appeared to be businesslike and task ori-
ented. Although they seemed to enjoy working
with their students, they interacted with them
mainly in terms of the teacher-student relation-
ship. Classrooms were operated mainly as learning
environments and the greater part of teacher time
was spent on academic activities. Many of the
least effective teachers were oriented more to-
wards personal relationships and social objectives
for their pupils, while others were disillusioned
and mainly concerned with authority and main-
taining discipline.

Effective teachers also seemed to have a per-
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sonal responsibility for their students’ learning.
They would increase their efforts when pupils
had difficulties and change their teaching or de-
velop new approaches when necessary. They also
seemed to have a strong sense of self-efficacy and
a sense of control over what they were doing.

Important teaching processes were mainly
those which ensured that pupils spent the greatest
possible time in active involvement with aca-
demic activities. In the classes of effective teach-
ers, work was generally well prepared and classes
ran smoothly, with only brief transitions when
necessary. Assignments were also well matched
with students’ abilities (meaning some individu-
alisation of work), and students who needed help
were able to get it when necessary.

Behavioural difficulties were dealt with
quickly and effectively, with effective teachers
rarely blaming the wrong student. They were also
more likely to warn than threaten students and
were less likely to use personal criticism or pun-
ishment. Behavioural expectations were also
made clear to students, and these were consist-
ently followed through with reminders or de-
mands when necessary.

Interestingly, there were curvilinear relation-
ships between the level of difficulty of questions
and pupil gains, peaking at about 70 per cent an-
swered correctly for pupils of high socio-eco-
nomic status. Optimal learning seemed to occur
when students moved at a brisk pace but in small
steps, so that they experienced continuous
progress and high success rates. These averaged
about 75 per cent when the teacher was present
and 90-100 per cent when pupils were working
independently.

Kounin (1970) has found that the ability to
organise the various demands of the classroom
and to be aware of all that is going on in it is
another key element of teacher management and
control. This has been termed ‘withitness, and by
using videotapes of teachers Kounin found a cor-
relation of 0.62 between this attribute and the
work involvement of pupils. The key to the abil-
ity of successful teachers to run effective classes
was not what they did when problems occurred,
but their ability to prevent and avoid problems in
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the first place. Teachers who did not have this
quality would typically become engrossed in
what they were doing and be unaware of what was
happening in other parts of the room, leading to
disruptions and interference with the learning
process.

Silcock (1993), however, argues that such
findings only confirm the need for teachers to
fulfil their prescribed roles—to organise and to
manage the process of education. Effective teach-
ers are therefore those who simply provide pupils
with the maximum opportunity to learn. This
would imply that the main qualities which a
teacher needs to develop are the ability to man-
age the range of social interactions which occur
within school, and the basic craft, or knowledge
and techniques that are involved in subject
teaching.

Teacher development

One perspective proposed by Schon (1983) is
that there are no real prescriptions for efficient
teaching and that teachers are individually re-
sponsible for making sense of and adjusting to
their own classroom environments. Desforges
(1995), however, has argued that teachers in fact
learn little from their experiences of teaching and
that over the years all they do is to become more
efficient at ‘running off’ their routine behaviours.
A study by Bressoux (1996) compared novice (re-
cently trained) teachers with teachers who had
considerable amounts of experience. The advan-
tage for the experienced teachers was only
slight—amounting to less than 2 points for
progress with language and mathematics (the tests
had a standardised score of 100).

Most approaches to the training or profes-
sional development of teachers also appear to
have only limited impact. Jones (1997) found no
differences in the educational outcomes of
trained as compared with untrained teachers for
English and science, and found only small differ-
ences in the teaching techniques they used.
Bressoux (1996) did, however, find that over one
year trained teachers achieved an advantage of
3.37 points with mathematics, compared with un-

trained teachers, although there was no differen-
tial effect for language teaching. A study by
Askew et al. (1997) of mathematics teachers also
found no relationship between teacher effective-
ness and attendance on short professional devel-
opment courses.

Training which is more intensive and based on
the use and practice of specific classroom skills
does, however, seem to have a significant impact.
In one project reported by Waters (1996), 15 pri-
mary schools which were given direct training
and support with teaching and management skills
showed gains in their pupils’ reading attainments
of up to 24 per cent. Moreover, Askew et al.
(1997) found that mathematics teachers who had
been part of longer-term continuing professional
development (such as 20-day GEST programmes)
achieved significantly higher attainments gains.
One substantial programme described by Munro
(1999) was unusual since it enabled teachers to
link theoretical knowledge of learning theory
with direct classroom practices. The programme
led to major improvements in effective teaching
techniques, and the pupils in the classes of these
teachers made substantial gains, amounting to an
effect size of 0.5 with pupils who were initially
the lowest achievers.

Some studies have explicitly linked the find-
ings from effectiveness research with improve-
ment programmes. In the Missouri Mathematics
Effectiveness Project, Good and Grouws (1979)
first compared groups of effective and less effec-
tive teachers to identify important features which
related to pupil gains. These were then used as
the basis for training, which consisted of an initial
90-minute session to explain the programme, fol-
lowing which teachers were given a manual with
detailed descriptions of how to implement the
teaching ideas. Another 90-minute session part-
way through the programme was used to respond
to teacher questions and to react to any difficul-
ties encountered. The key instructional behav-
iours involved were:

e the use of previews and reviews;
e basing teaching mainly around the meaning of
concepts;



e the use of distributed and successful practice;
and

e an emphasis on teacher presentation and ex-
planation.

After two and a half months, the mathematical
progress of classes whose teachers had received
the training (the experimental group) was com-
pared with that of other classes whose teachers
were aware of the project but had received no
training (the control group). Both groups made
significant gains on a range of mathematical at-
tainments, but the experimental group outper-
formed the control group by about 10 per cent.
These gains were closely related to actual changes
in teacher behaviours, indicating that such pro-
grammes can affect real-life and significant edu-
cational processes.

Individual teacher characteristics of self-effi-
cacy and enthusiasm also appear to be related to
effective teaching. Ashton and Webb (1986),
for instance, report that a single question which
assessed how well teachers felt they were able to
affect learning accounted for 24 per cent of the
variance in their pupils’ scores in mathematics.
Rosenshine (1970) found that teachers’ traits
such as enthusiasm and energy had correlations
between 0.3 and 0.6 with pupil achievement
gains. These effects are relatively high when one
considers the generally limited effects of teach-
ers on pupil progress. It is easy to see how teach-
ers who have such an approach would be able to
motivate children in the classroom, and one is
reminded of fictional characterisations such as
Jean Brody or the inspirational professor John
Keating in The Dead Poets Society, whose effec-
tiveness may therefore have some basis in reality.
An important implication of such findings is
that it may be important to ensure that teachers
are empowered and enabled to perceive their
own value, rather than to simply subject them to
a system of externally imposed targets and ac-
countability.

Evaluating teachers

It is worth emphasising again that the normal

TEACHING EFFECTS

range of teacher effects is quite small and that the
constraints of the teaching situation probably
limit possible improvements. Despite this evi-
dence, teachers are increasingly becoming subject
to direct inspections and evaluations of their
teaching competence. One way this happens is as
part of Ofsted investigations, when inspectors
observe teachers in lessons and grade their overall
performance. These observations are rather brief,
however, particularly in secondary schools, when
they might cover only two or three lessons. Also,
teachers know in advance when they are to be
inspected, and such assessments are unlikely to be
representative or valid measures of their normal
teaching practice.

More importantly perhaps, under the new ap-
praisal procedures (DfEE, 1998k), evaluations of
teaching effectiveness by headteachers will be-
come an important basis for judgements about
competence and will be used to decide on levels
of pay and future professional development.
There is evidence that headteachers tend to agree
about who are the most effective teachers, with
Crocker (1974) finding that correlations between
such ratings are generally greater than 0.7. How-
ever, research has shown that such overall assess-
ments of teachers do not usually bear any
significant relationship to the progress of pupils
in their classes. In one investigation by Gray
(1979), headteachers’ ratings of teachers ac-
counted for only 0.4 per cent and 0.1 per cent of
the variation in infant pupils’ reading gains over
two successive years. Moreover, a study by Askew
et al. (1997) found that several teachers who had
been selected by heads as effective numeracy
teachers turned out to be only moderately effec-
tive when compared with the remaining teachers
in their schools.

One reason for such inaccuracies might be the
attribution bias mentioned above. This could
mean that heads might simply assume that any
end-of-year results for a class are directly attribut-
able to a teacher, without taking account of pu-
pils’ initial attainments, work habits or parental
support. Such key, single judgements also tend to
have ‘halo effects’, which means that they will
tend to colour any other information. If a teacher
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is judged by a headteacher to have good organi-
sation and control (if his or her pupils are rarely
sent to the head to be disciplined), then he or she
might be assumed to be a generally ‘good teacher’
and also to be managing all other aspects of the
teaching process well.

Observations and judgements made by
headteachers, inspectors or advisers will often
have to be ‘high-inference’. This means that the
observer has to work out or infer what the
teacher is thinking about, or means to do, from
limited information. A teacher who is talking
quietly to a single pupil and not paying atten-
tion to the rest of the class may appear to have
poor class management skills. In reality, how-
ever, the class may be well rehearsed in a par-
ticular routine and the teacher may be using the
highly effective approach of a private repri-
mand. In the absence of a more adequate basis,
it therefore seems likely that appraisals and
other evaluations will be relatively poor at dis-
criminating between teachers.

There is also evidence that such biasing proc-
esses may be operating with general inspections,
which are largely based on direct observations
and judgements about the effectiveness of teach-
ers. Pyke (1998) has pointed out that as assessed
by take-up of free school meals, the 10 per cent of
schools with the poorest intake are eight times
more likely to fail their inspections than schools
with average or below-average levels of poverty.
Although one could argue that schools with poor
intakes attract less effective teachers, this would
not account for such a massive effect, and it
could equally be argued that it is only the best
teachers who can survive in such demanding
schools. It seems much more likely that inspec-
tions are strongly biased by pupils’ apparent abili-
ties. When one observes a class which has a large
proportion of low-achieving children whose be-
haviour, moreover, is problematic, it is tempting
to infer that the teacher must have some respon-
sibility for the poor state of affairs. It would be
wiser, however, to base any judgements of teacher
effectiveness on more objective information and
to acknowledge the importance of factors which
are beyond schools’ control.

E'VE DEGDEDTO
QTREVI;IMLING_TEP»CHER APPRAISAL
AND GO FOR A STRAIGHT ONE TO
TEN oN THEIR ABILITY TO
Do AL THEY 'RE ToLD.

Summary

The school context appears to be an important
factor in children’s learning. However, evaluating
the effectiveness of different schools and school
variables depends on being able to take account
of differences in the general standard of pupil
intake. Techniques to help us do so depend on
relating input to output measures and then com-
paring achievements with average (expected)
gains. A more sophisticated technique known as
multilevel modelling can account for variance in
achievements at different levels of the educa-
tional system.

Such analyses have found significant differ-
ences between primary and between secondary
schools and have related these to factors involved
in organising and delivering education. The size
of these differences is rather small, however, and
typically accounts for about 10 per cent of the
variance in pupil attainments. Such small effects
are generally dwarfed by variations in pupils’
abilities and initial attainments, as well as the
ongoing effects of home background. But schools
do have an absolute effect, and it may be possible
to improve education by measures which involve
balancing intakes and reallocating or increasing
resources.

The physical environment of schools can have



minor but significant effects, with general layout
and pleasantness facilitating pupils’ progress.
Open-plan designs can improve involvement and
attitudes but have limited effects on attainments.
Although schools usually have high densities of
children, learning is negatively affected by high
density only in the case of more active work, and
if it is perceived as crowding. Noise also appears
to have limited effects unless it is particularly in-
trusive. Some studies of the impact of school size
indicate that larger schools are more effective,
but this finding disappears when pupil intakes are
completely controlled for.

Although the main types of organisational
structures can be equally effective, there is evi-
dence that learning can be better later in the
school day. Also, pupils make better progress in
classes if they are seated where they receive a
greater proportion of teacher attention and when
they are placed in rows to minimise distractions
from other children. Groups can be organised to
develop cooperative working and these can im-
prove attainments, although they are difficult to
set up and rarely implemented. It is more common
to separate children by their abilities, and when
this is done within classes it can lead to more ef-
fectively matched work. When used to set up dif-
ferent classes, however, separation by ability can
lead to a number of negative effects, and benefits
only the most able.

It is commonly believed that small class sizes
are better for children’s learning. Despite this be-
lief, reducing class sizes within the normal range
of possibilities has been found to have only a
very limited effect. It is probably more effective
to focus on effective class teaching approaches
and to work with small groups (of less than six)
when specific support is necessary.

Formal and progressive teaching styles are dif-
ficult to define and evaluate, although aspects of
these such as discovery learning and direct teach-
ing can bring about different learning goals. The
increased advocacy and use of whole-class teach-
ing has some limited basis in research findings,
but this is only one aspect of effective teaching
and is probably most suited to activities which
benefit from direct instruction.

FURTHER READING

Although it may seem obvious that teachers
are an important part of the educational process,
differences between them account for only a
small part (about 4 per cent) of the variation in
pupils’ progress. This is probably due to the vari-
ous constraints of the teaching role and resources,
as well as the overwhelming effects of individual
pupils’ abilities, attainments and home back-
grounds. Teachers can improve their effective-
ness, but only if they receive highly specific and
intensive training and support. Teacher evalua-
tions based on observation or personal knowl-
edge have only limited validity despite the fact
that they are increasingly used to determine im-
portant outcomes for teachers and schools.

Key implications

e The variation in pupils’ attainments that is at-
tributable to schools and to teachers is rela-
tively limited.

e We should therefore be cautious in our expec-
tations of the extent to which they can gener-
ate improvements.

e Physical and organisational factors can help,
but only when they have a direct effect on the
learning process.

® Major improvements in educational effective-
ness are unlikely without radical changes.

e There is no evidence that the evaluation of
teachers is a meaningful process.

Further reading

Maurice Galton, Linda Hargreaves, Chris
Comber, Debbie Wall and Anthony Pell (1999)
Inside the Primary Classroom: 20 Years On. London:
Routledge.
This book gives a fascinating and direct in-
sight into the processes which go on in schools
and the ways in which they have changed (or
remained the same) over a twenty-year period.
Its examination of schools is set in the context
of political and ideological pressures, and it
evaluates the academic basis for aspirations to-
wards the improving of schools’ performance.
Opverall this is very ‘teacher centred’ and sym-
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pathetic to teachers’ roles and the expectations
made of them. A key text for anyone who is
interested in learning about what really goes
on in schools.

Laura Sukhnandan and Barbara Lee (1998)

Streaming, Setting and Grouping by Ability. Slough:

NFER.
Schools are increasing their use of ability
grouping and yet this review finds that there is
probably little to gain by doing so. This book
carefully considers all the possible advantages
and disadvantages of the different approaches
and evaluates them using up-to-date research
findings.

Practical scenario

An Ofsted visit to St Timmins’ school is imminent and the
head and governors are worried about what the outcome
will be. A previous report was very critical of teaching and
management and implied that educational standards were
not high enough. SATs have actually gone down since then
(because of a poor year’s intake) and an initial visit made
it obvious that the inspector was expecting things to have
improved. The school has a poor intake (just over 30 per
cent are on free school meals), but even given that fact,
the head and governors feel that they have real, additional
problems, given a catchment where there is very poor
home support.

* How could the school provide evidence that it is actually
doing a good job? Is there anything which might persuade
critical outsiders?

e Should the school have set up any major changes in its
organisation in response to previous criticisms?

e Given that the pupils have relatively limited attainments,
is there anything that individual teachers can do when
their teaching is evaluated?

¢ What do you think that the education authority should do
to support this school?
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Psychological perspectives often bring with them
a tendency to ignore the wider social context.
Most educational psychology focuses at the level
of the individual and how people make sense of
and react to their environment. In reality of
course, the educational system is part of society
and this relationship can have a strong effect on
what schooling can achieve. Also, as we have
seen, theorists such as Vygotsky believe that the
process of education is essentially the develop-
ment of children’s knowledge and understanding
of the social culture in which they live.
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MUM~ WHATS
‘VILAGE'?

Culture and schools

According to Linton (1945), the culture of a so-
ciety can be defined as ‘the way of life of its mem-
bers; the collection of ideas and habits which
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they learn, share and transmit from generation to
generation’. The process of developing this in
children is often referred to as socialisation, and
education is an important part of it. The more
formal and explicit aims of education are to de-
velop the knowledge, skills and understanding
laid down in the curriculum. Quite apart from
what is taught in lessons, schools are also impor-
tant in terms of the informal processes which es-
tablish the social identities and behaviours of
pupils. These come from the influences of peer
contact and values, the general social structure of
schools, as well as the processes of management
and control within the school.

The process of enculturation does more than
just transmit information; it also establishes
shared values and beliefs which are necessary for
society to function. The relative nature of
enculturation is not always apparent, and a par-
ticular perspective can seem to be obvious or
‘common sense’ to people who are raised within a
particular culture. Much of what is learned, such
as gender roles and our own relationship to them,
is also quite subtle. As described later in this
chapter, we learn indirectly through observations
of the behaviours of others and particular forms
of language. The possibility of alternative per-
spectives and ways of behaving is often apparent
only when we look at different cultures, in other
countries or at other times. Some of these differ-
ences, such as the high level of conformity in the
educational systems of some Pacific Rim coun-
tries, can seem rather alien to a person who has
grown up in Britain, but this is a key part of those
countries’ general belief in the importance of
communal life rather than the individual.

Education is affected to a great extent by gen-
eral cultural influences since pupils and staff
bring their existing beliefs and values to schools.
The pre-school years are a critical time for the es-
tablishment of basic ideas, and even when chil-
dren are school age, the majority of their waking
hours are still spent out of school, with powerful
continuing influences from the family, peer
groups and the media. The role of schools is also
increasingly open to pressures from the wider so-
ciety, with recent educational reforms aimed at

giving more openness and greater choice to par-
ents.

Sociological perspectives

Sociology complements individually based ex-
planations by emphasising social structures, proc-
esses and shared meanings. These can be seen as
parts of a complex and interdependent system,
whose individual components have certain func-
tions and needs and which tends to achieve and
maintain an overall equilibrium. According to
this perspective, known as ‘structural functional-
ism’, changes can be difficult to achieve, and
what individuals think and do is largely deter-
mined by their position within society.

A problem with this sort of approach is that it
tends to be rather mechanistic. It does not seem to
take account of the ability of individuals actively
to think about and to construct and reconstruct
their social realities. An alternative perspective,
known as ‘social interactionism’, emphasises the
changeable and local nature of social experiences
and the importance of processes such as discourses
(how we define and talk about things) and spe-
cific narratives in defining meanings and self-
concepts.

Both these perspectives are important in pro-
viding a context for psychological explanations.
The earliest functionalist approaches tended to
emphasise the determinism of an individual’s po-
sition within society, with psychology accounting
for the ways in which people adjusted to this.
However, interactionist perspectives have ena-
bled psychology to describe people as conscious
thinkers who are able to define and alter their
social environments. It is difficult to argue against
the importance of structures in society, but these
do not necessarily perform their ostensible func-
tions. They are also made up from individuals
who are able to some extent to determine their re-
lationships to these structures and with each
other.



Social psychology

Social psychology has traditionally attempted to
explain social functioning by considering how
individuals operate according to their immedi-
ate social context. There are a number of areas,
however, where it becomes meaningless to dis-
tinguish between psychology and sociology, and
the most effective approach is to use explana-
tions which inform both societal and individu-
ally based perspectives. Symbolic interactionism is
one important such approach, and is based on
the early work of the social psychologist Mead
(1934). He believed that our most important
psychological features are the ability to use the
symbols involved in language and social mean-
ings, and that our social identity is developed
from our interactions with other people, based on
the use of these symbols.

Roles and norms

Mead also emphasised the importance of roles in
determining such social behaviour. These are ex-
pectations about a certain position within a so-
cial structure and can be seen as the building
blocks of society. Individuals can fill a number of
different roles. For example, a pupil in the educa-
tional system is also usually a son or daughter, as
well as a member of a peer group. Roles carry
expected behaviours called norms that are associ-
ated with them; as far as the school is concerned,
basic normative behaviour is that pupils will sit
quietly and work in lessons. Behaviour which
fulfils these norms is called conformity, and most
of the time roles and norms are powerful ways of
understanding and predicting what people will
do. Zimbardo (Haney et al. 1973), for instance,
carried out a role-play experiment simulating a
prison, and showed that student volunteers could
very rapidly take on and conform to the roles
given to them. The ‘guards’ in particular soon
behaved in a brutal way that was not typical of
their normal personality, punishing and isolating
the ‘prisoners’ for minor infractions. Their behav-
iour was such that although the simulation had
been planned to run for two weeks, it had to be

SOCIAL PSYCHOLOGY

stopped after only six days owing to the severe
reactions of the ‘prisoners’. These included de-
pression, uncontrollable crying and fits of rage.
The students seemed to have no difficulty con-
forming to roles which they had never filled be-
fore, and were impelled to continue with these
despite the negative experiences some of them
had.

When people fail to conform to a group’s
norms, they are often rapidly subjected to social
pressures to fit in. Early investigations by Asch
(1951) placed people in situations where their
judgements (about the lengths of lines) were con-
sistently different from those of a group of other
people around them. Under this pressure, the sub-
jects regularly changed their stated opinions,
even when they were right. The other people in
the groups were actually stooges of the investiga-
tor and had been instructed before the experi-
ment to make incorrect judgements. They also
reacted negatively to any of the subjects’ ‘incor-
rect’ judgements with non-verbal responses such
as looks of surprise, or even brief noises, which
the subjects appeared to find quite uncomfort-
able. The knowledge that other people in the
group apparently had different perceptions and
judgements seemed to make the subjects embar-
rassed and anxious. This pressure presumably
forced them to agree with the main group and
also to alter their beliefs if there was some ambi-
guity about the stimuli (when the lengths of the
lines were in fact quite close).

People generally seem to be anxious about the
social effects of disagreeing with normative be-
liefs and values, and they probably have good
cause to do so. Going against a group’s norms is a
challenge to the identity of the group and its
members and can therefore lead to extreme be-
haviours to either exclude the individual or to
induce conformity. Many norms are of course for-
malised, particularly when they are part of the
agreed social structure in some way. In schools
these become rules for behaviour and are often
written down and displayed for pupils to see. By
law (the School Standards and Framework Act
1998), schools in England and Wales are now
directed to set up home-school agreements to en-
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sure that parents also agree about what their chil-
dren should do.

Many other norms are informal and originate
from peer groups, particularly from the age of
about 8 years, or from wider social influences
such as the media. Many of the problems in
schools arise when norms are in conflict in some
way—if immediate peer group pressures lead to
behaviours which are a challenge to formal
school expectations. Girls’ developing gender
roles may, for example, lead to their adopting
behaviours which are hard for schools to tolerate.
Measor and Woods (1988) describe how some
gitls refused to wear safety glasses in physical sci-
ence lessons in order to maintain some distance
from a non-feminine subject. As will be described
later in this chapter, the norms of many boys’
groups can also represent the antithesis of values
which schools advocate, and such ‘non-conform-
ity’ can undermine the possibility of academic
progress.

The self

Goffman (1959) extended these ideas and stud-
ied the way in which people generally use roles in
life, to present a conception of their self to other
people. This ‘self-presentation’ can be seen as a
kind of theatre and acts as the basis for a great
deal of our social behaviour. Mead has argued
that we develop this sense of self from the reac-
tions of other people to us, and through trying out
different roles. For example, young children
might play at being ‘parents’ in the house corner
of a reception class, or older pupils might adopt
a style of dress or behaviour that fits with a par-
ticular peer group. Doing this enables children to
see themselves as being different from other peo-
ple and to understand the nature of different roles
in society.

Both Goffman and Mead believed that our
‘selves’ are very much the combination of the
roles that we adopt or are socialised into. Tajfel
(1981) similarly argues that our sense of identity
is largely a product of the social groups that we
are part of. Known as social identity theory, this
view means that we need to emphasise these

groups in order to maintain our self-concept. This
may involve denigrating an ‘outgroup’, with some
boys’ groups condemning others for being ‘wimps’
and by doing this emphasising their own ‘tough-
ness’ and in-group identity.

Maintaining such differences between groups
can entail making inferences about linked char-
acteristics, for instance that doing well with aca-
demic work means that you are a subservient
‘lick’. This type of association of beliefs is termed
a stereotype and is the basis for prejudice (usually
negative attitudes about others) and discrimina-
tion (the behaviour which can result from preju-
dice). Stereotypes can easily develop from
obvious physical differences such as skin colour
or gender. These lead respectively to racial and to
sexual discrimination, both of which can be im-
portant in schools, as well as the wider society.

Social behaviours

Schank and Abelson (1977) believe that our ex-
pectations of what is appropriate social behav-
iour can be understood as a form of script. A script
is a type of schema which determines the general
sequence of the interactions in a given social situ-
ation. It also incidentally emphasises that in some
situations we probably have limited choice about
our actions. Many of the interactions in school
involving teachers and pupils can be seen as fit-
ting such scripts. A typical secondary lesson, for
instance, involves pupils entering the room, lis-
tening to the teacher, getting out the appropriate
books and following the normal sequences of
events in that subject.

Roles, norms and scripts are useful because
they enable people to predict and understand
social behaviour. Secord and Backman (1964)
describe the way in which roles also usually have
role partners with shared expectations (norms)
about their interactions. The teacher-pupil rela-
tionship, for instance, has the teacher in a posi-
tion of authority, with the responsibility of
organising pupils and passing on information.
The pupil’s complementary role is to accept this
authority and to fulfil expectations about work
and behaviour in class. Following the directions



of a figure in authority in this way is known as
obedience, and Milgram (1974) has shown that
people will obey authority figures even when
unusual or extreme demands are made on them.
In a series of investigations, he found that the
majority of people would follow instructions to
administer what they were told was a dangerous
electric shock, so long as they perceived them-
selves to be in a subordinate role.

Such power relationships are important since
they enable hierarchical structures to operate.
These are important in the education system since
it is based upon relatively few teachers directing
and managing large numbers of pupils. When a
pupil (or teacher) fails to conform to the more
normal behavioural expectations in school, his or
her behaviour is often a cause for concern since it
interferes with the normal process of transactions.
Individuals who do not follow such expectations
are therefore often labelled ‘abnormal’ and liter-
ally excluded to enable the normal social proc-
esses to continue. The ‘free school’ movement
was an attempt to restructure such relationships in
schools, although such schools have had difficul-
ties meeting the educational expectations of nor-
mal society.

Individuals have a range of different roles, and
the expectations associated with these can often
be in conflict, resulting in role strain for the indi-

Figure 7.1 Social processes in schools
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vidual. An individual boy may feel that he ought
to work hard to fit in with the role expectations
of his parents and teachers. However, such behav-
iour may not match with the masculinity norms of
his peer group, which view working hard as being
weak and subservient to authority. The resulting
mental conflict (termed dissonance) could be re-
solved by secretly working hard, or by disengag-
ing from one of the roles and emphasising the
other. As an example of this, Hargreaves (1967)
has described the process by which the failure of
some low-band pupils to meet the academic and
social expectations of school led to the develop-
ment of a negative subculture. This rejected the
values of school and the wider society, and within
these groupings, self-esteem was based on reacting
against the norms of the predominant culture. At-
tempts by the formal school system to control in-
dividuals, such as formal punishments, were seen
by the group as ways of achieving status. Indeed,
there was often competition within the group to
see how many punishments each member could
get!

As summarised in Figure 7.1, behaviours can
be seen as largely determined by individuals’ po-
sitions within a social structure, and constructed
by them to confirm and manage their sense of
self-identity. Unfortunately, as mentioned earlier,
a functionalist perspective of this kind tends to
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give a rather rigid and deterministic view of what
people are and what they can do. A more
interactionist perspective would emphasise that
our roles and identities are often open to negotia-
tion. Teachers could therefore adopt a relatively
egalitarian approach, and discuss with their
classes which classroom rules are important.
There are limits to such an approach, however,
and pupils will usually be aware of what is ex-
pected of them and may actually find a lack of
adult control and direction uncomfortable.

Developing social knowledge

Bandura et al. (1963) argue that children learn so-
cial expectations and behaviour largely from ob-
serving what others do. This process is called social
learning theory and involves developing knowl-
edge about what is appropriate or possible in par-
ticular situations. In their original investigations,
Bandura et al. (1963) demonstrated that children
were more likely to be aggressive when they had
observed others behaving in this way. The studies
involved showing children films of an adult ei-
ther playing aggressively with a ‘Bobo’ doll (a
blow-up toy which can be knocked down and
then rebounds) or playing quietly with some
other toys. Children were then shown some attrac-
tive toys, but frustrated by being prevented from
playing with them. Finally, the children were al-
lowed to play with the ‘Bobo’ doll and their ac-
tions were recorded.

The main findings from these studies were that
children who had observed the adult acting in an
aggressive way played more aggressively, and that
they carried out the same actions that they had
seen the adult using. Bandura et al. also found
that whether children imitated behaviour de-
pended on whether they saw it as relevant to
them. This involved whether the model had the
same gender, age or ethnic role characteristics,
and what the children perceived would be the
likely outcomes for them. If children believed
that a certain behaviour would have negative
consequences, they did not have to experience
those outcomes personally for the belief to in-
hibit that behaviour.

Wragg (1984) has found that in schools, criti-
cal incidents that happen early on in the relation-
ship between teachers and new classes set
expectations for future behaviour. His studies
found that when minor transgressions by an indi-
vidual child were promptly dealt with, the teach-
er’s response acted as a signal for other pupils
about how to behave with that teacher in the
future. Wragg’s work therefore gives some support
to social learning theory and to the common be-
lief among teachers that it is best to start off firm
and relax later, as in the saying ‘Don’t smile until
Christmas!’

The functions of education

From a basic structural-functionalist perspective,
the educational system exists to teach an agreed
body of knowledge to students, in order to enable
them to operate within society. This is a largely
common-sense approach, and most people would
agree that one of the main signs that it is succeed-
ing is for students to pass examinations. Examina-
tions are particularly important since they enable
students to access further education and jobs,
with Ceci (1990) finding that the most important
factor determining people’s incomes was not their
general ability but the amount and level of their
education.

[t is often argued that educational attainments
are a vital foundation for a society’s success, par-
ticularly in terms of economic functioning. The
logic of such arguments appears to be self-evident
since people at work need to be able to manage
the intellectual demands that are made on them
in order to carry out their job. They require basic
skills such as literacy and numeracy, general
knowledge and understanding of the world, as
well as certain specific technical skills. The need
for educational attainments can therefore be used
as a justification for the need to improve educa-
tional standards, with national and school targets
being set to achieve this.

Nevertheless, Robinson (1997) argues that in-
ternational comparisons indicate that above a
certain basic level of general competence, educa-
tional attainments do not appear to have any sig-
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Figure 7.2 Mathematics attainment in different countries and their subsequent economic growth
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nificant effect on countries’ economic perform-
ance. One example of this is shown in Figure 7.2,
which relates secondary school achievements in
mathematics in 13 different countries to those
countries’ later economic performance, when the
individuals concerned would have become part
of the labour force. Over the period covered,
Hong Kong had much higher economic growth
than the United Kingdom, despite having similar
initial mathematics abilities. Other countries such
as Hungary, however, had higher attainments but
lower economic growth. It is likely that economic
development in these countries was the result of
a complex range of historical, structural and ma-
terial factors. In many cases, such as that of Hong
Kong, it is also likely that educational progress
follows economic development, as a result of a
country’s increased ability to invest in education.
The (apparently mistaken) belief that education
is largely responsible for economic development
is probably due to people’s psychological need to
look for simple causes of things.

This is not of course to say that education can-
not, or does not need to, establish useful knowl-

edge in its students, merely that it appears wrong
to expect education to solve a country’s eco-
nomic problems. Some people argue that the
main functions of education are quite separate
from economic and even academic goals. Educa-
tion, they believe, exists largely to inculcate a
society’s norms and values and to reproduce its
general structure, in terms of economic and class
relationships.

Social disadvantage

Beliefs about the economic importance of educa-
tion can also lead to concerns that one’s own
country may be underperforming in certain basic
skills when compared with other countries. In
fact, it is often difficult to compare like with like,
but a major survey of 41 countries—the Third In-
ternational Mathematics and Science Study
(1996)—found that the overall performance of
children in England, for example, tended to be in
the mid-range. England also had above-average
scores for children’s ability to apply maths and
science skills in real-life situations.
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What does tend to stand out, however, is a
large ‘tail’ of underachievement for English pu-
pils, which is generally nowhere near as marked
in other countries at a similar level of economic
development. Reynolds and Farrell (1996) de-
scribe the way in which this relative diversity is
found with even the younger groups that have
been studied in international comparisons. This
indicates that this underachieving group is not
just produced by schooling, although education
may consolidate it. Mortimore and Whitty
(1997) argue that this underachievement is re-
lated to the underlying inequalities existing
within English society and is shown by increasing
levels of relative social disadvantage. In 1979
about 10 per cent of all children were living in
poor households (judged by having a family in-
come at half the national average). In 19934
however, the proportion had risen to 32 per cent,
compared with the European Union average of
20 per cent.

Home background

Children’s educational progress appears to be
strongly determined by their home backgrounds,
as we have seen from earlier chapters. One way of
evaluating the effect of home background is in
terms of their families’ social class, and although
this can have many different meanings, it is often
assessed by parental occupation or income. A
number of studies have found a significant link
between such measures and children’s educa-
tional progress. On average, in English schools
19.8 per cent of primary children and 17.5 per
cent of secondary school children are eligible for
free school meals (DfEE, 1998j), which are given
to families with a low income. Free school meals
are therefore a measure of family poverty and can
be used as an indirect measure of low social sta-
tus.

Free school meals (FSMs) do account for a sig-
nificant amount of the variation in children’s
educational abilities. Gorard (1998), for exam-
ple, found a correlation of -0.87 at school level
between the overall school level of eligibility for
FSMs and GCSE attainments. However, the corre-

lations between measures of social status and indi-
vidual children’s attainments are much lower than
this. A typical study by Thomas (1995) found
that pupil background measures accounted for
only about 20 per cent of the variance at pupil
level for Key Stage 1 results.

A further problem is that the majority of such
effects are largely accounted for by children’s ini-
tial abilities, and Plewis and Goldstein (1997) es-
timate that socio-economic variables account for
only about half as much variation as do measures
of prior attainment. A possible explanation of
this is that initial attainments are more important
because they are the direct basis for further
progress. They are also a result of early support,
which will presumably continue to some extent
while children go through school. Social class
and measures of poverty such as entitlement to
free school meals may have only a limited direct
relationship with academic attainments, but, as
discussed below, they probably have significant
indirect effects through their influence on chil-
dren’s experiences in the home.

The underlying processes which determine
children’s abilities and progress appear to be
largely related to the quality of their home envi-
ronments, in particular the nature of adult man-
agement and interaction. This is supported by
findings such as those of Hart and Risley (1995),
who studied the verbal interactions between par-
ents and their children from 10 months to 3 years
of age. As was described in Chapter 4, these meas-
ures showed a relatively large correlation of 0.78
with the development of general cognitive abili-
ties. Other aspects of Hart and Risley’s study
showed that these early interactions also ac-
counted for 61 per cent of the later variance in
verbal abilities at ages 9 and 10 years. This is a
very strong effect for long-term prediction at this
age and is consistent with the idea that early lan-
guage-based experiences have a continuing
causative impact on general cognitive develop-
ment.

Hart and Risley found that measures of socio-
economic status by themselves were able to ac-
count for only 30 per cent of the variance in
general verbal abilities at 9 and 10 years of age.



As shown in Figure 4.4, a large part of this effect
was attributable to the fact that the poorest fami-
lies on welfare almost invariably had the lowest
quality of parent-child verbal interaction in the
home. It involved an emphasis on negative con-
trol, parental rather than child-centred topics,
and a generally reduced level of talk. From Hart
and Risley’s observations, this pattern of interac-
tion appeared to be part of a culture that was con-
cerned with established customs and where
obedience, politeness and conformity were likely
to be the keys for survival. Parents seemed to be
preparing their children for lives which were
similar to the ones which they had experienced
themselves, where success would come not from
knowledge and skills, but from attitudes and ac-
tual performance.

What matters—culture or poverty?

Some investigators have concluded that such pat-
terns of interaction within the home are relatively
stable and that they tend to be reproduced over
successive generations. Adults who are the prod-
uct of such cultural environments may therefore
repeat the cycle with their own children, provid-
ing limited stimulation and low expectations.
This ‘cycle of deprivation’ has proved resistant to
compensatory programmes such as the largely
school-based Educational Priority Area initia-
tives which were set up in the United Kingdom in
the late 1960s. Initial analyses of the Head Start
programme in the United States similarly indi-
cated that early programmes of support did not
improve children’s progress.

A key issue, though, is whether such features
are characteristic of the culture of a particular
class, or whether they are an adjustment to the
long-term effects of low social status and poverty.
This is important, since if the main problem is
that of a deviant or impoverished class culture, it
should be possible to re-educate children out of
this and to break into the cycle. If, however, the
main driving force behind inequalities comes
from the social and economic structure of society,
it is less likely that this could be affected by any
limited educational intervention. A famous com-
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ment by Bernstein (1970) that ‘education cannot
compensate for society’ summarises this last per-
spective, and moreover it can be argued that at-
tempts to drive up standards by setting targets for
the educational system are merely a diversion
from the real problems of society. Such beliefs are
also supported by Mortimore and Whitty (1997),
who review findings that educational improve-
ments usually increase stratification since socially
advantaged children usually benefit the most,
leaving less advantaged children even further be-
hind.

Although parent-child interactions may be the
most direct cause of inequalities, it seems likely
that family experiences of poverty and low status
are important underlying factors. As Mortimore
and Whitty (1997) describe, when there are lim-
ited and variable financial resources, it becomes
pointless to plan ahead, encouraging a basic, re-
active approach to life. The lack of control over
key resources and careers also engenders a form of
learned helplessness and a sense of apathy. It is
easy to see how parents in this situation would
tend to utilise negative control with their chil-
dren if they feel that there is little that can be
achieved in life. The parents’ perceived lack of
control is also likely to limit their ability to take
account of their children’s learning needs.

There are also more direct effects on children,
in terms of poor-quality housing, heating, cloth-
ing and nutrition. These lead to an increase in
health problems in low-income families which
can affect general development, school attend-
ance and learning. As we have seen, Kleinman et
al. (1998) found that children from poorer back-
grounds who were regularly hungry in school had
a range of educational problems and were twice
as likely to have special educational needs.

Poverty also restricts children’s wider experi-
ences, and Oppenheim (1993) has described
how it can affect children socially and emotion-
ally. Without any money, it is difficult to meet
friends, and activities such as visits to the cin-
ema or other treats are restricted. Lack of trans-
port means that trips out are limited and many
families will rarely go on holidays. Life in this
situation can mean often being bored and resort-
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ing to low-level entertainment such as watching
television or playing video games. Although
information technology could be a liberating
influence, there are signs that its uptake and us-
age are also strongly related to home back-
ground. Scales (1999) has reported that in 1996
only 32 per cent of the lowest-income groups
had a home computer, compared with 56 per
cent of the higher-income groups. Also, two-
thirds of computer use in lower-income house-
holds was merely for games playing, whereas
nearly half of their use in the higher-income
groups was for educational purposes such as
helping with homework or finding out informa-
tion.

Such findings indicate that poverty is a major
driving force underlying cultural deprivation and
limiting educational progress. Robinson (1997)
therefore concludes that ‘potentially the most
powerful “educational” policy might be one
which tackles social and economic disadvantage.
A serious programme to alleviate child poverty
might do far more for boosting attainments in lit-
eracy and numeracy than any modest interven-
tions in schooling’ (p. 17).

Can education compensate?

There is a danger that such conclusions can lead
to a form of paralysis since it seems unlikely that
there will be any major changes in British society
to prevent or to compensate for structural or eco-
nomic inequality. However, if is not just poverty,
but the effects of poverty that are responsible for
educational inequalities, this leaves open the
possibility of direct action aimed at the processes
by which the effects occur.

Unfortunately, this is a rather daunting task
and one which is generally beyond the normal
remit of the educational system. From the find-
ings of Hart and Risley (1995), the differences
between the language backgrounds of children
can also be quite massive, with those from the
most impoverished homes having only one-third
the vocabulary experience of children in profes-
sional families. The general findings about the
nature of early learning and language develop-

ment covered in Chapters 2 and 8 also indicate
that learning is best when it forms part of chil-
dren’s own environments from the earliest stages
and that it needs to be closely related to their
personal experiences.

Given the difficulties which achieving such
criteria involves, it is perhaps not surprising that
many attempts to overcome inequalities have
appeared to be relatively ineffective. It may also
be that many of these approaches were simply
aimed at the wrong level (schools rather than
home background) and were not long-term
enough to have an impact. Many of the initial
Head Start projects, for instance, lasted only for
one summer vacation and were mainly based on
providing additional stimulation in a specialist
centre. Subsequent analyses such as that by
Barnett (1995) have shown that those parts of
the programme which were more lengthy and
based on home support did have significant and
lasting effects.

Even short-term programmes which encourage
positive involvement by parents can have a size-
able impact. Whitehurst (1994), for instance,
found gains of up to 10 IQ points in the vocabu-
lary scores of 3-year-old children when their par-
ents worked with them using a programme of
interactive picture-book reading. A more exten-
sive early EPA project in Yorkshire described by
Smith (1975) also established significant gains
which were equivalent to about four months’
mental age. In this case the intervention involved
a one-year home-visiting programme for children
aged between 1 1/2 and 2 1/2 years of age. After
the programme finished, parents continued with
the language interaction and play techniques that
they had developed and the group maintained
their developmental advantage through to
schooling.

[t seems likely, then, that although educational
disadvantage is closely related to family class and
poverty, it is still possible to compensate for this
to a significant extent. Intensive school-based
programmes can also have a strong effect, and
nurture groups, as devised by Bennathan and
Boxall (1996), can re-create the management and
care in school that would normally be provided



by an adequate family. Nurture groups are set up
as classes in the ordinary school with about 12
children and 2 adults, and with an emphasis on
developing predictability for the children, to-
gether with a generally stimulating environment.
An evaluation by Holmes (1982) found that chil-
dren in a nurture group achieved an average gain
of more than 10 IQ points over one year and
made good long-term adjustment to schooling. A
control group of matched children who did not
receive this support showed no gains in their IQs,
and the majority of these eventually needed some
form of special education.

Early intensive programmes such as the High/
Scope project described by Schweinhart and
Weikart (1993) have shown that such effects
can continue through to adult life, with groups
that have received this support being more suc-
cessful economically and having much less in-
volvement with crime. An analysis of these
findings also indicated that this programme gen-
erated an effective overall saving of more than
seven dollars for every dollar that was initially
invested in it.

Gender
What is gender?

Sex refers to the biological differences between
individuals. However, gender identity, or a person’s
perception of which role it is that he or she fits
into, is more important in determining behaviour
and the various processes of socialisation. The
possibilities of gender inequalities or discrimina-
tion in education are significant since they could
form the basis for long-term problems with attain-
ments or with social roles.

Gender inequalities

There are major gender inequalities within soci-
ety as a whole, which affect both occupational
success and financial rewards. A British review by
the Equal Opportunities Commission (1995)
showed that women in general earn considerably
less than men, even within the same occupational
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group. Also, they are underrepresented in the
higher levels of many occupations, including pro-
moted posts within teaching. As regards second-
ary schools, Howson (1998) summarised
information showing that in 1997 women made
up only about 25 per cent of secondary
headteachers, although 52 per cent of all second-
ary teachers were female. About 55 per cent of
primary school headteachers were women, but
this also significantly underrepresented the 82 per
cent of primary teachers who were female. Subse-
quently, the proportion of new female primary
headteachers appeared to have been increasing
(up to 75 per cent in 1997-8). Even so, there
were probably no improvements in underlying
inequalities, since headships seemed to have be-
come progressively less attractive at this time,
with a general decrease in applications for vacan-
cies. Female success was therefore probably due
to reduced competition, with male headteachers
still dominating in the higher-prestige (and bet-
ter-paid) positions in larger junior and primary
schools.

Educational processes

Various feminist writers such as Spender (1982)
have argued that the foundations for such in-
equalities are laid down from the earliest stages of
children’s educational experiences, with gender
imbalances being so much a part of everyday
classroom life that girls receive only about one-
third of the teacher’s time. However, these asser-
tions appear to have been based on unstructured
observations which were probably unrepresenta-
tive of normal classroom processes. In a review of
a range of empirical British research into primary
classrooms, Croll and Moses (1990) found that
gitls in fact received about 46 per cent of indi-
vidual teacher-pupil interaction time. Moreover,
the great majority of teacher interactions were
whole-class (involving both boys and girls),
meaning that overall, girls were involved in 49
per cent of all interactions. Also, a significant
part of any increased teacher attention which
boys received was to control negative behaviour,
since boys generated about twice as many such
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difficulties as girls. Interactions which are based
only on control are unlikely to help with boys’
knowledge or understanding, and might in fact
mean that overall, girls really get more direct sup-
port with the curriculum.

It is more likely that the general content and
discourses of the classroom incorporate and so-
cialise children into traditional gender roles. One
investigation of whether that is so by Davies
(1989) looked at young children’s responses to
the narrative of an amusing feminist fairy tale.
This involved a princess saving a prince from a
dragon and then deciding that she didn’t want to
be married to him anyway. Children were able to
imaginatively position themselves as the same-sex
character but often had great difficulty relating to
the roles and concepts involved. Many boys
could not accept the idea that the female rather
than the male figure in this story was the domi-
nant character. Instead of this they focused on the
prince’s smart clothes, or reinterpreted the story as
showing that the princess just got things a bit
wrong.

Davies (1989) argues that the normal structure
of beliefs, narrative, images and metaphors which
are part of children’s normal everyday lives in
schools reinforces inequitable male-female stere-
otypes. Further observations of classroom practice
supported the idea that teachers also tend to use
terms of address and teaching practices which po-
sition girls as being more fragile and dependent
than boys.

If there are inequalities in the way in which
gitls and boys are treated within school, then it
seems likely that these would result in different
educational progress. Early investigations of
whether that is the case focused on the difficulties
that girls experienced, with the possibility of dis-
crimination and restricted educational opportu-
nities. This possibility was supported by the fact
that in the past, although overall examination
pass rates differed little between boys and girls,
boys tended to perform better in the more techni-
cal areas, which could arguably lead on to higher-
status careers. Maccoby and Jacklin (1974) also
found low academic expectations about girls’
achievements, from parents, teachers and the pu-

pils themselves, which could contribute to their
poorer performance in some areas. The nature of
the curriculum itself has perhaps tended to ex-
clude the experiences of girls in important areas
such as science and mathematics, which often use
examples that are more familiar or positive to-
wards boys. Bilton et al. (1996), for instance, re-
viewed findings that illustrations in science
textbooks and other materials portrayed four
male characters for every female. There has also
been evidence of many informal discriminatory
processes operating, with Lees (1987) reporting
that various levels of sexual abuse and harassment
of gitls were common features of school life.

One approach to counter such problems has
been to educate girls separately. Single-sex
schools for girls do tend to achieve good overall
academic standards, but a review by Arnot et al.
(1998) concluded that most of this effect is prob-
ably due to the fact that their intake is relatively
selective. Most parents who seek out this type of
education are relatively supportive and their
children would probably achieve well whatever
school they went to. Mael (1998) found evidence
in some studies, however, that single-sex schools
can overcome gender-typing, with girls in such
schools being more likely to choose to study
high-status technical subjects.

Educational attainments

Such concerns about girls’ achievements have di-
minished with findings that since 19867, along
with showing a general improvement in examina-
tion performances at GCSE level in England, girls
began to progressively outstrip boys across the
range of subjects (Figure 7.3). As can be seen,
until about 1987 there were no real differences in
overall achievements. Since that time a gap has
developed. It stayed relatively constant over the
1990s, with a roughly 10 per cent advantage for
girls. There has therefore been increasing concern
about this difference, leading to various initia-
tives to boost the attainments of boys. As the
graph shows, however, these were still to have any
general impact by the time of the 1999 examina-
tion results.
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Figure 7.3 Comparison of GCSE achievements of boys and girls over time
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Arnot et al. (1996) also carried out an analysis
of trends in examination success for different sub-
jects from 1985 to 1994 when this gender gap was
developing. They found that girls had increased
an initially small lead in subjects such as history
and geography and reduced the lead of boys in
science and mathematics to a minimal level. Girls
also maintained their significant lead in subjects
such as English, art and design, and social studies.
By 1997 girls were outperforming boys in virtu-
ally every subject at GCSE, including mathemat-
ics and science (DfEE, 1998i). Gipps and Murphy
(1994) also summarised evidence from the early
SATs that girls were on average achieving above
boys at the Key Stages 1 and 2 (ages 7 and 11) in
all the core subjects of English, mathematics and
science. There were more boys, however, achiev-
ing at the highest grades in mathematics and sci-
ence, although at the lowest grades there were
more boys still.

About half of 16- to 18-year-olds are in full-
time education and training (Social Trends,

1996), which includes further academic studies
(such as A levels) and also vocational courses
(such as RSA, BTEC, City & Guilds, and
NVQs). With A levels, the pattern of increasing
female success is repeated, and in 1996-7 17.2
per cent of young women aged 17 years
achieved three or more examination passes,
compared with only 15.2 per cent of young men
of the same age (DfEE, 1997d). For the various
vocational qualifications, however, Arnot et al.
(1996) found that females had significantly
lower achievements than males, although young
women’s achievement levels were improving
with respect to the more recent types of qualifi-
cations such as NVQs. In higher education,
women’s participation also overtook that of
men, with women making up 38 per cent of the
student body in 1980-1 but 52 per cent in
1997-8 (DFE, 1994a; and DfEE, 1998d).
Despite this, males tend to achieve a greater
proportion of the higher grades and to follow
higher-level courses in further and higher educa-
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Table 7.1 Higher-level qualification statistics for 1997

Qualification Males Females
‘A’ grades at GCSE A level 19.3% 18.2%
First-class degree 7.8% 6.4%
Ph.D. 6.8% 3.4%

Source: Based on data from DfEE (1998d)

tion (Table 7.1). However, they also achieve an
even higher proportion of the lowest grades,
which brings their overall level of achievements
below those of females.

Major gender differences also appear after sec-
ondary schooling, in terms of the different types of
educational studies and vocational options.
Young women start to move towards verbal and
caring-oriented areas and male students towards
more technical areas such as science, engineering
and computing. Although these differential ca-
reer paths appear to determine the foundation for
the differences which exist within society as a
whole, Croll and Moses (1990) argue that these
are choices dictated by women’s differential life
chances and expectancies of their future careers,
rather than just being forced on to them by edu-
cational experiences.

Origins of gender differences

Many of the behavioural differences between
girls and boys are present from an early age. Croll
and Moses (1990) found that by the time they
reached school age, girls were generally much
better than boys at subjects which involve lan-
guage skills and that they were generally better
motivated in school and considerably more fa-
vourably regarded by their teachers. Boys on the
other hand were found to be typically more so-
cially assertive and over-optimistic about their
achievements.

Biological differences

Research reviewed by Brannon (1996) indicates
that there are biological differences between the
brains of males and females which appear to be
due to the early presence of male or female hor-

mones in the developing foetus. Adult males, for
instance, have brains which are on average about
100 cm’® larger than females’, although the differ-
ence is probably related to body size and there is
no apparent relationship between brain size and
ability. Other findings are that females have a sig-
nificantly larger corpus callosum (which connects
the two halves of the brain), that a part of the
hypothalamus (called the sexually dimorphic nu-
cleus) is larger in males, and that male brains are
more ‘lateralised’, with certain functions being
more concentrated in one half of the brain. Un-
fortunately, the significance of these possible bio-
logical differences is still unclear and there are no
proved links with actual behaviours.

If there were any behavioural differences be-
tween very young girl and boy babies (before up-
bringing could have an effect), then this could be
taken as evidence for the influence of biology.
Bee (1992), however, reviews evidence showing
that there are no evident differences, for example
in early temperament such as ‘cuddliness’ or
‘sootheability’, although baby boys are generally
more active.

Differences between the sexes in more com-
plex behaviours which develop in older children
might alternatively be due to the development of
underlying biological differences. They could
also be due to children’s being brought up in dif-
ferent ways, and this is therefore a classic ‘nature
versus nurture’ problem that is difficult to resolve.
It is a problem that has important implications for
the educational process, since if differences are
inherited, then perhaps education should work
with and support gender specialisations. Girls
could be directed towards subjects needing ver-
bal and literacy skills and boys towards more
technical subjects. However, if differences are de-
veloped by socialisation and these lead to in-
equalities, with girls being disbarred from
high-status careers, then perhaps education
should attempt to reduce these differences.

Differences in socialisation

Some ‘natural experiments’ support the idea that
gender differences can overcome biological pre-



dispositions. This can happen where children
have been socialised in the opposite gender role
as a result of having ambiguous physical charac-
teristics. Money (1986) has reviewed a number of
such cases and concludes that children can suc-
cessfully adopt the socialised gender role of the
opposite biological sex if this begins when they
are still young (before 3 years of age).

Other evidence shows that parents actively en-
courage what they perceive to be appropriate
gender-specific behaviour in very young chil-
dren. Frisch (1977) found that adults would treat
the same 14-month-old infant in very different
ways according to what they thought the child’s
sex was. If they were told that the child was fe-
male they would typically be limiting and protec-
tive, encouraging verbal interaction and
reflection. Alternatively, if they were told that it
was male, they allowed much greater independ-
ence and encouraged higher levels of physical
play and spontaneous actions. Unger and
Crawford (1992) also review evidence that from
an early age boys are usually given technical,
physical and construction-type toys, while girls
are given dolls and drawing or painting materials.
The sexes are also encouraged to develop early
gender-specific recreational activities, such as
boys playing football and girls going to dance
lessons.

By the time they enter the infant school, chil-
dren already appear to have a well-developed
sense of gender role, which is reflected in the
strong early bias for children to choose same-sex
interactions when they are allowed to do so.
Galton et al. (1980), for instance, found that over
80 per cent of pupil-pupil interactions in primary
schools were with the same sex and that these
arose from choice rather than teacher-directed
groupings. Also, Croll and Moses (1990) review
evidence showing that such differences are the
basis for a certain amount of gender differentia-
tion in the organisation of teaching, for example
with competitive tasks divided between boys and
girls. They conclude, however, that such differen-
tiation does not result in any disadvantage to girls
in the key areas of access to the curriculum and
learning progress.

GENDER

Why have girls improved so much?

One suggested reason for girls’ improved exami-
nation attainments has been that earlier syllabus
changes meant that GCSEs could be achieved
mainly through coursework, which might favour
conscientious and hard-working girls. This seems
unlikely, however, since although coursework
marks were cut back sharply in 1994, as Figure
7.3 shows, the change did not subsequently affect
the relative examination advantages for girls.
Arnot et al. (1996) trace the relative improve-
ment in girls’ achievements as occurring after the
passing of equal opportunities legislation in the
1970s, which was followed by a number of meas-
ures initiated by local education authorities and
separate schools to combat various forms of in-
equalities. These have involved discouraging
sexism by teachers and other pupils, and by en-
couraging equal access to the curriculum. Also,
research carried out by Whyte et al. (1984) indi-
cates that the perceptions of gender roles by
teachers and pupils were changing at this time, a
change that may have been due to these measures.
On the other hand, there have also been more
general changes in society’s attitudes, which may
have been more important, including more free-
dom for women and a widening of possible social
and occupational roles. Whatever the reasons
behind the academic improvements of girls, the
very fact that they have been able to catch up
with boys in traditionally male specialisms at
GCSE is strong evidence for the flexibility of any
underlying differences in male-female abilities.

Qualitative differences between girls and
boys

Despite the overall improvement and superiority
of girls’ attainments, there is still a different pat-
tern of male-female achievements, with girls do-
ing relatively worse in the more technical
subjects such as science and mathematics, as com-
pared with subjects such as English. Some expla-
nations for girls’ relative lack of success in these
subjects have centred on possible differences in
underlying cognitive skills, with girls having bet-
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ter basic verbal abilities and boys having better
mechanical and spatial abilities. However, al-
though earlier research did find such differences,
longitudinal research by Feingold (1988) estab-
lished that over the period from 1947 to 1980
these progressively fell to non-significant levels.
Moreover, Brannon (1996) reviews evidence that
these abilities are strongly influenced by practice,
and that if girls do worse with spatial assessments,
this might simply be because they have had less
experience with mechanical-type tasks.

Other explanations for differential achieve-
ments have largely been based on sex stereotypes
and sex role socialisation patterns. According to
such explanations, there could be generally
higher social expectations for girls in verbally
based subjects and a belief by girls themselves
that it is more appropriate for them to do well in
such subjects. Bandura (1986) has proposed that
higher self-efficacy will lead to increased motiva-
tion, effort and success. One would therefore ex-
pect there to be differences between boys and
girls, in terms of their academic self-concept and
their achievements in different subjects. A study
by Skaalvik and Rankin (1994) supports this ex-
pectation, finding that middle school girls had a
higher self-concept for verbal areas which was in
line with their actual superior performance. Girls
also had a significantly lower self-concept in
mathematics than boys, even though their
achievements were in fact at the same level,
which matches with the idea that maths is not an
area where girls are supposed to do as well as
boys.

Why aren’t boys doing better?

Since boys have failed to show the same improve-
ments as girls, an important gender issue has been
to identify key reasons why they have failed and
ways in which this new inequality can be ad-
dressed.

Non-conforming boys?

One argument is that for whatever reasons, boys
are less likely to conform to the norms of the

classroom and school. This is supported by as-
pects such as the generally higher level of behav-
ioural difficulties which boys present. Evidence
indicates that boys receive twice as much verbal
criticism in class and they are also many times
more likely to be excluded from school or to
need special education for behavioural problems.
Croll and Moses (1990) found that girls are gen-
erally more liked by teachers and are seen as more
motivated and helpful.

The general pattern of examination achieve-
ments also supports this argument, with the dis-
tribution of males’ achievements at various age
levels tending to be more ‘spread out’ than fe-
males’. If males are less affected by educational
behavioural norms than females, then this seems
a likely explanation for the relatively large ‘tail’
of underachievers and the overall superiority for
females. On the other hand, those males who are
actively involved in learning may be studying
more from their own personal interest than from
any desire to conform. As was discussed in Chap-
ter 5, this ‘intrinsic motivation’ is more likely to
result in effective learning and, as illustrated in
Figure 7.4, may produce the small proportion of
high achievers who regularly outperform fe-
males.

Socialisation processes

From an early age, boys are certainly less moti-
vated, are overly optimistic about their achieve-
ments, and are more likely to have difficulties
with concentration and attention. Blatchford et
al. (1985) have shown that such differences exist
on school entry and are present throughout pri-
mary education, implying that they could at least
partly be the result of early home-based
socialisation. However, the primary school is also
a largely female environment, with the majority
of teachers and helpers being women. Research
summarised by Mussen et al. (1990) emphasised
the possibility that boys’ low level of involve-
ment in educational tasks at the primary level is
due to the lack of appropriate male models and a
curriculum that is mainly interpreted in a female
gender-biased way.



»”

Frequency 4

/

Female

GENDER

Figure 7.4 Relative distribution of
male and female achievement scores
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This analysis was supported by the findings
that when early teaching is carried out by men,
the achievements of boys become much more
similar to those of girls. In an exploratory study,
Woolford and McDougall (1998) followed the
reading progress of two parallel junior classes, one
of which had been taught by a male teacher and
the other by a female teacher. Although there
were no overall differences in achievements be-
tween the two classes, the boys who had been
taught by a man achieved at a higher level than
those taught by a woman, and the girls who had
been taught by a woman achieved at a higher
level than those taught by a man. One would
need a broader and more controlled study to con-
firm these findings, but they do support the pos-
sibility that both sexes were affected by their
educational context and that an optimum ap-
proach would be to balance out such gender in-
fluences in some way.

Gold (1995) reviewed evidence that in the
secondary school, boys’” GCSE achievements are
even lower than would have been predicted on
the basis of their underlying skills on secondary
transfer (five years previously), implying that
there are additional handicapping factors present
in the secondary school. The key factors which
identified underachievers were mainly poor at-
tendance and misbehaviour, with a picture
emerging of a group of boys ‘generating an ethos
of not working hard at school, going out in the
evenings, rather than staying in to do homework’
(p. 13).

This ‘macho culture’ has been identified by
Salisbury and Jackson (1996) as a key feature

WHY WEARR A ?i'£E~ SHIRT SLOGAN
WHEN You WTRBQ’!T?

preventing academic progress since boys can see
hard work and achievement as running counter to
the beliefs which determine their emergent sense
of masculinity and group membership. Even when
boys are motivated to achieve well in school,
Gold (1995) indicates that they may lack the un-
derstanding and skills for additional studying.
One possible reason for this is that boys identify
with the male model of their fathers, who typi-
cally come home at the end of the day and do not
continue with any other work. Girls on the other
hand see their mothers continuing to work at
home in the evenings and therefore have the ex-
pectation that effort and work continue outside
formal times.
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Improving boys’ attainments

Bleach (1998) reports on a number of initiatives
that some schools have carried out to achieve
greater equality for boys. These often involve a
higher level of monitoring and support with an
emphasis on active involvement. One particular
middle school mentioned by Gold (1995) also re-
verted to the use of books full of adventures and
violence, which had previously been weeded out
in the name of equal opportunities. The boys ap-
parently then became more involved with read-
ing, and at the next set of tests their achievements
had caught up with those of the girls.

Since boys’ achievements are probably limited
by a peer group culture which emphasises non-
academic values, this culture might be tackled by
involving them in different socialising experi-
ences which will link them in with the values of
the school. One approach can therefore be to use
successful males as academic mentors to act as
credible role models and to advise on studying
techniques. A review of general mentoring prac-
tices and outcomes by Miller (1997) did find
positive academic and social outcomes for such
schemes, with boys achieving slightly better gains
than girls of just under half a GCSE grade for
each subject taken.

Experiences which place more of an emphasis
on positive shared values are also likely to coun-
ter any culture that might limit pupils’ achieve-
ments. A review of the effectiveness of ‘Outward
Bound’-type courses by Hattie et al. (1997), for
instance, found an average effect size with male-
only groups of 0.40 for a range of personal and
academic outcomes. Short-term outcomes were
similar for female-only groups but the male
groups showed a much greater ‘follow-up’ effect
size of 0.21 compared to the female groups’ 0.09.
This was in addition to the original effect, and in-
dicates that male groups particularly can benefit
from subsequently using what they have learned
to become part of their normal lives.

There have also been signs of some ‘catching
up’ of boys with the 1999 Key Stage 2 English
SAT results (DfEE, 1999¢). Although the

achievements of boys were still behind those of

gitls, the number achieving at level 4 or above
increased by 8 per cent, whereas girls improved
only by 3 per cent. One reason for this may have
been the impact of the new literacy hour, which
emphasises class teaching. This might have
brought the involvement of boys closer to that of
girls, and implies that boys may benefit from
greater supervision and direction in other subjects
as well as literacy.

Ethnicity

‘Race’

The term ‘race’ is commonly used to refer to peo-
ple from apparently different biological and geo-
graphical backgrounds. It has been used as the
basis for comparisons of intellectual abilities and
to support stereotypical judgements, in this case
that certain physical features are linked with spe-
cific patterns of thought and behaviour.

One example of such comparisons is
Herrnstein and Murray’s (1994) review of the
basis of intelligence and its population distribu-
tion, related to social factors and race. Rushton
(1997) has also reviewed a number of studies
which he believes support the concept of race
and indicate that there is an evolutionary con-
tinuum, with Asians and Africans on opposite
ends and with Europeans in the middle. Both
these books conclude among other things that
intelligence is largely inherited and that African
Americans in particular have a lower intellec-
tual potential. Not surprisingly, such beliefs
have been widely challenged by researchers such
as Kamin (1995), who argue that the majority of
their evidence is flawed. One particular problem
is that IQ tests tend to be based on and reflect a
particular white, middle-class culture which is
alien to some ethnic groupings. Labov (1979),
for instance, has identified the use of different
language dialects as being part of this process.
Certain items, such as the Information subtest of
the Wechsler Intelligence Scale for Children
(WISC), certainly depend upon specific experi-
ences and knowledge which may be unfamiliar
to a child from an ethnic minority group living



in an impoverished inner-city area. Because of
this, Jensen (1963) has argued that we should
adopt a more ‘culture-fair’ approach to testing
and has developed paired associate tests of
learning ability which appear largely to reduce
the differences between various groups in soci-
ety.

As was discussed in Chapter 4, there is evi-
dence that as African Americans have generally
made social progress, their results on standard tests
have shown marked improvements. Grissmer et al.
(1998), for instance, have examined the rapid
rise in the academic achievements of African
Americans over the period from 1970 to 1990.
The gains were more than double those achieved
by the rest of the school population and appear to
relate to improvements over that time in educa-
tional provision as well as in family and commu-
nity environments. These findings support the
belief that intellectual abilities and educational
progress are strongly determined by both specific
and general environmental effects. This belief
implies that whatever differences exist are due
more to social inequality than any inherent abil-
ity.

In practice, people with apparently similar
biological heritage and from similar geographical
regions may come from a range of cultural back-
grounds with different languages, religious group-
ings and economic structures. Advances in
genetics, as outlined by Rose (1996), have also
shown that physical characteristics which are used
as the basis of a great deal of racial distinctions
are in fact the result of very small genetic differ-
ences, with little if any significance for abilities
or behaviour.

Ethnic background

The collection of key cultural features that dis-
tinguishes a separate group of people is referred to
as their ethnic background. In Britain there are a
number of different immigrant groups, including
a number from various parts of Europe. However,
most emphasis has been given to those who are
from more distant parts of the world and who
differ visibly from the majority. These are com-

ETHNICITY

monly classified into African Caribbeans, Afri-
cans, South Asians (Indian, Pakistani and Bangla-
deshi) and South-East Asians (such as Chinese).
Together, in 19967 these grouping made up
about 9 per cent of the British population up to
16 years of age (Social Trends, 1998). Within this
group, the largest single category was Indian (22
per cent), followed by Pakistani (21 per cent)
and African Caribbean (11 per cent). All other
categories made up less than 10 per cent each.

Many individuals in these ethnic groupings are
now second generation or later, having been,
born in Britain. It is therefore more accurate to
refer to a group’s particular ethnic heritage, al-
though I have omitted the term in the rest of this
chapter as using it each time would be rather
cumbersome.

In many parts of the country, the general im-
pact of these groupings may appear to be small
when compared with gender issues and social in-
equality. However, over two-thirds of the ethnic
minority population live in the four conurbations
of London, the West Midlands, West Yorkshire
and Greater Manchester, and in these areas the
specific needs of ethnic minorities can become
more apparent.

A key issue is whether people who belong to
ethnic minorities are likely to be subjected to
prejudice and discrimination in schools, which
could result in academic failure and other prob-
lems such as a high level of exclusions. If this
happens, it could lay the foundation for long-
term social inequalities for ethnic minorities such
as high levels of unemployment. Bevins and Nel-
son (1995), for instance, report that in 1994,
young black men in London had an unemploy-
ment rate of 62 per cent, which was more than
three times the rate for young white men in the
same area.

Ethnic differences in achievement

With educational outcomes it is difficult to get a
clear picture since the progress of ethnic minori-
ties is not officially monitored. However, general
concern about the apparent underperformance of
ethnic minorities led to the Rampton (1981) and
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Figure 7.5 Educational attainments of ethnic groups,
1981-82
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the Swann (1985) reports, which summarised ex-
isting research in five local education authorities
that had high proportions of ethnic minority stu-
dents. Their main findings, illustrated in Figure
7.5, were that the general academic performance
of African Caribbeans was lower at all levels but
that of Asian students was quite close to the av-
erage of the population as a whole.

Drew and Gray (1990) have also reviewed ten
studies covering the period from 1972 to the mid-
1980s and concluded that African Caribbean stu-
dents were performing less well than others, and
typically achieved about one-third the average
level of high-grade exam passes at 16 years of age.
Nuttall (1990) also found that there were signifi-
cant differences between different groups of
Asian pupils, typically with Pakistani students
being somewhat behind Indian students and with
Bangladeshi students underperforming at all
levels.

Despite the general improvements in students’
GCSE results at that time, Gillborn and Gipps
(1996) reviewed evidence that African Carib-
bean boys had not progressed at the same rate. In
some areas of the country the gap had in fact wid-
ened, although Indian pupils in particular had
started to achieve higher average rates of success
than their white counterparts in some urban areas.
Research in London, where a high priority has
been given to equal opportunities, has shown an
opposing trend, and Sammons (1995) found that
African Caribbean students achieved as well as
the white majority. This was a longitudinal study
over nine years and showed that the early in-
equalities which were present at the junior school
level had been largely overcome by the end of
secondary schooling.

Difficulties with interpretation

A problem with these findings is that most studies
have focused on areas containing large numbers
of people of low socio-economic class, in order to
achieve high representations of people from eth-
nic minorities. Such areas usually have examina-
tion results which are significantly worse than the
national average. Comparing the achievements of
those belonging to ethnic minorities with such
standards will therefore underestimate their
achievements relative to the country as a whole.
A further interpretation could be that it is merely
social class that produces educational inequali-
ties, with African Caribbean and Bangladeshi
children coming from the most socially deprived
backgrounds. However, as shown in Figure 7.6, an
analysis by Drew and Gray (1990) based on a na-
tionally representative sample from all social
classes showed that although social class had a
major effect, there were still inequalities between
ethnic groups when similar social classes were
compared. African Caribbean pupils evidently
did much worse than white pupils when similar
social classes were compared. The effect was
greatest for the lowest ‘manual’ grouping, which
in this sample made up 59 per cent of the African
Caribbean pupils and only 19 per cent of the
white pupils, magnifying the differences between



Figure 7.6 Average GCSE examination scores by
ethnic origin, gender and social class
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these groups as a whole. For Asian pupils, the
picture was largely reversed since they tended to
do significantly better across the social range, but
particularly for the lower socio-economic group-
ings.

By 1998, statistics gathered on samples of 16-
year-olds by the DfEE (1999e) found that the situ-
ation of some ethnic minorities had improved
significantly, with Indian and Chinese/Other
Asian pupils outstripping white pupils (Figure
7.7). Black and Pakistani pupils continued to lag
behind, although they had closed the gap some-
what, and Bangladeshi pupils had improved dra-
matically from initially being at the lowest
achievement levels to overtake Pakistani and
black pupils. From previous statistics it seems
likely that the lowest achievement levels are for
the African Caribbean pupils, whose results in
this study were combined within the category of

‘black’.

Figure 7.7 GCSE results over time for different ethnic groups
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Where do differences come from?

The research described at the beginning of this
section indicates that there are no convincing
differences between the inherent abilities of dif-
ferent ethnic groupings. It may be, however, that
there are early differences between the environ-
ments of children from different ethnic and cul-
tural backgrounds which means they are more or
less prepared for early schooling. This was not
confirmed by Davies and Brember (1992), who
found positive initial adjustments to nursery
school for African Caribbean and Asian chil-
dren; they did this better than groups of white
children from the same geographical areas.
Moreover, Blatchford et al. (1985) assessed all
the African Caribbean and white children who
started in 33 infant schools, and found that there
were minimal differences in their early educa-
tional attainments and verbal abilities. In this
study most of the differences between individual
children appeared to be largely related to early
parental involvement, with African Caribbean
parents tending to help with reading more than
white parents.

Language effects

Gillborn and Gipps (1996) have reviewed evi-
dence that during infant and early junior school-
ing there were progressively greater differences
over time between the educational attainments of
ethnic groups. The differences seemed to be at
least partly related to language background, with
particular delays for South Asian pupils, who
were most likely to be recent immigrants with a
different home language. However, the South
Asian group as a whole showed subsequent aca-
demic improvements during secondary schooling
as their ability with the English language pro-
gressed. Language effects are not so much a factor
with African Caribbean pupils, and some expla-
nations for the underachievements of the latter
group have centred on the possibility of negative
expectations and discrimination in school.

Prejudice and discrimination

Prejudice and discrimination can certainly hap-
pen very rapidly between groups, based merely
on perceived membership of one’s own and
other social groupings. In one famous demon-
stration of this, an American teacher Jane Elliot
(Aronson and Osherow, 1980) divided her class
into two groups simply on the basis of blue or
brown eye colour. The brown-eyed children
were initially assigned an inferior status, and the
blue-eyed children almost immediately used this
distinction to discriminate against them, with
derogatory comments and social exclusion.
These actions rapidly resulted in decreased self-
esteem and poorer academic performance for the
lower-status group. In schools there is a great
deal of evidence that ethnic background forms a
strong basis for such groupings, and that minori-
ties will often react against this by exaggerating
differences in order to establish a more positive
self-concept. Mac an Ghaill (1988), for in-
stance, has described a group of African Carib-
bean boys, ‘The Rasta Heads’, who used
language and dress to establish a strong separate
culture. Such groupings can run counter to the
general ethos of the school, although Mac an
Ghaill argues that they are a positive response to
the pressures of racism.

Inter-group conflict also seems to be an im-
portant factor that can increase discrimination.
In an early study, Sherif et al. (1961) studied the
interactions between 11-year-old boys at a sum-
mer camp and found that setting up two groups
rapidly led to the development of dangerous
levels of inter-group rivalry. Brown (1986) ar-
gues that competition underlies most school
processes and that equal educational status for
children from different ethnic backgrounds is
not possible since they are already separated by
different socio-economic status. Gillborn and
Gipps (1996) also review surveys which found
significant levels of overt conflict between eth-
nic groups in schools, with the main victims
being South Asian pupils. Most of this took the
form of name calling but more serious incidents
occurred regularly.



Although African Caribbean pupils have the
greatest educational difficulties, a survey by
Wrench et al. (1996) found that most of those in
a sample they interviewed had relatively little to
say about racism and harassment from other pu-
pils. However, they did complain a great deal
about problems they encountered with teachers,
whom they saw as displaying a great deal of un-
fairness and injustice.

TEACHER PREJUDICE

Such teacher prejudice might of course be very
important in determining children’s educational
progress, and could involve stereotypical be-
liefs. A teacher might believe that African Car-
ibbean children are less able academically. This
could then lead to teacher expectancy effects
(see Chapter 5) which might result in discrimi-
natory actions. Wright (1986), for instance,
found that African Caribbean pupils were often
placed in sets which were lower than would be
warranted on the basis of their academic
achievements. Moreover, various studies such as
that by Gillborn (1990) have shown that teach-
ers will typically use higher levels of negative
control and criticise African Caribbean pupils
more frequently than other groups, even when
their behaviour is comparable. Exclusion rates
for African Caribbean pupils are also much
higher than for any other groups, and in 1996—
7 were running at more than four times the rate
for white pupils (DfEE, 1998j). Teacher atti-
tudes are also different for particular ethnic
groupings; for instance, Mac an Ghaill (1988)
found that South Asian pupils were seen by
teachers as more able and motivated, but also as
rather ‘sly’.

Foster et al. (1996) argue, however, that such
findings do not necessarily prove the existence
of discrimination. The use of negative control
by teachers may be a reaction to higher levels of
more assertive and difficult pupil behaviour. A
study by the Runnymede Trust (1996) found
that male African Caribbean pupils were more
likely to question teacher requests and instruc-
tions, not as a form of insolence but from a de-
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sire to be treated with respect, which meant be-
ing given reasons and explanations, not just or-
ders. Such behaviours are unfortunately
different from typical class roles or scripted be-
haviours and can lead to conflict, even with
black teachers. One possible reason for this may
lie in the different African Caribbean family
structures, with relatively more African Carib-
bean pupils coming from single-parent families.
In 1989-91, for instance, 52 per cent of African
Caribbean families with children had a lone
mother, with the corresponding figure for white
families being 15 per cent (Mackinnon et al.,
1995). A possible consequence of this could be
that African Caribbean boys may have limited
access to male models and roles in the home,
and therefore, as they mature, they might be
more likely to establish their sense of masculin-
ity and self-esteem through peer groups. A study
by Verma (1986) also indicated that African
Caribbean boys received relatively limited edu-
cational advice or direct guidance from their
parents and that their self-esteem was mainly
derived from their peer group, with school
achievements playing a smaller part. Despite
these difficulties, Mirza (1993) argues, the fam-
ily patterns of African Caribbeans are not patho-
logical and the difficulties for African
Caribbean children in school can be seen as
mainly due to cultural mismatches. Although
this may seem a rather negative perspective, it
does imply that positive ways of helping African
Caribbean pupils should take into account their
own culture and that with boys it should empha-
sise ways of developing positive role models and
peer groups which are able to incorporate the
need for academic achievements.

Ethnicity and gender

Certain gender differences also cut across ethnic
effects in an interesting way. Some early studies,
for instance, found that African Caribbean girls
did not appear to have the same examination
handicaps as African Caribbean boys. These stud-
ies were carried out at a time before female
achievements generally overtook those of males.
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Fuller (1980) found an explanation for this in
the positive attitude of African Caribbean girls
towards academic studies, which she attributed to
their conscious reaction against the double dis-
crimination of ethnicity and gender. The South
Asian culture, however, appears to be much more
patriarchal, with an emphasis on male achieve-
ments which is probably reflected in boys’ better
GCSE examination results. A study by Brah and
Shaw (1992) found that a third of the parents of
a group of young Pakistani Muslim women were
completely against higher education for women.
However, Bhachu (1985) found that other South
Asian groupings such as Punjabi Sikhs do value
education for women. The achievement levels
summarised in Figure 7.6 also indicate that Asian
gitls still did as well as or better than white girls
in the manual and intermediate social class cat-
egories, which at that time made up 94 per cent
of the South Asian population.

A possible problem for South Asian girls is
that they could be subjected to role strain since
the traditional expectations of their community
may be very different from the more open expec-
tations and role models which they perceive in
the ordinary school. Khanum (1995) describes
the aspirations of a number of Muslim girls who
resented the fact that only their brothers were
encouraged to get qualifications. They saw the
prospect of marriage as leading to the loss of their
individual identity, and viewed their own fight
for education as being a means of possible em-
powerment.

Reducing discrimination

Since discrimination appears to come from per-
ceived differences and is increased by conflict be-
tween groups, Brown (1986) argues that it can be
reduced by equal-status contact between mem-
bers of those groupings, and by the pursuit of
common goals which are achievable only by co-
operation. However, as noted earlier, even when
placed in direct contact in schools, ethnic group-
ings tend to separate out, in order to maintain
their sense of group membership and identity.
Moreover, ethnic groupings do not have equal

socio-economic status, and the educational sys-
tem is largely structured as a competitive system.
One approach is therefore to accept this and to
provide separate education to reduce conflict.
Although American research has found that set-
ting up ethnic minority community schools can
improve achievements, Smith and Tomlinson
(1989) found that British schools with a high lo-
cal ethnic minority intake did not have better or
worse results than other schools. There is also the
problem that segregated education might per-
petuate prejudice if this is based on ignorance of
other ethnic groupings.

One specific approach to increase inter-group
involvement has been the jigsaw classroom de-
vised by Aronson et al. (1978). Within small,
mixed-ethnicity groups, children are each given
parts of a task which involves collaboration be-
tween the group members to complete it. Al-
though this approach has been shown to reduce
discrimination between children in the group, it
tended not to generalise to members of other eth-
nic groups as a whole and the effects were rather
short-lived. More general initiatives have empha-
sised the need for anti-racist and equal opportuni-
ties policies and for teacher education on these
issues. This can, for instance, ensure that the cur-
riculum takes account of the culture and experi-
ences of ethnic minorities, that teachers are aware
of the different cultural backgrounds of their pu-
pils, and that additional resources are allocated to
help areas with the greatest need. Sammons
(1995) identifies major improvements in the at-
tainments of ethnic minority children who were
affected by such initiatives in the former Inner
London Education Authority at a time when eth-
nic minorities in other parts of the country had
not done so well. Targeted tuition and support
can also make a significant difference, and the
KWESI project in Birmingham (Klein, 1996) uses
black adult male mentors to provide positive role
models and counsellors for African Caribbean
boys who may lack these influences in their lives.
This scheme has achieved positive early results,
reducing exclusions by 23 per cent (Social Exclu-
sion Unit, 1998) and boosting pupils’ self-esteem
and academic success.



The successes of pupils from ethnic
minorities

Although most research has focused on the dif-
ficulties experienced by ethnic minorities,
South Asian and particularly South-East Asian
groupings do achieve well. Caplan et al. (1992)
carried out a detailed study of the reasons for
such success with Indochinese refugee families,
who initially had no exposure to Western cul-
ture or knowledge of the English language. The
key feature that they found was that such chil-
dren had highly supportive families in which all
members participated equally in the learning
process. Homework, for instance, was usually a
joint family effort, and older children would
often help to teach the younger ones. Clark
(1983) identified African American students
who were academically successful, despite low
family income or only having a single parent.
The key features again appeared to be that their
parent(s) supported the school and teachers and
that they structured their children’s learning en-
vironment at home. Fuller’s (1980) study of suc-
cessful African Caribbean girl students
identified an educationally positive subculture
which accepted the need to do well at school,
but which maintained their own identity. This
can be much more difficult for African Carib-
bean boys, however, and Mac an Ghaill (1988)
found, in case studies of successful male stu-
dents, that their success was often at the expense
of criticism from their peers.

In general, studies have tended to find that
schools which are generally effective are also ef-
fective for ethnic minority pupils. One typical
multilevel investigation by Strand (1999) looked
at the academic progress of over 5,000 pupils in
55 primary schools. Despite the characteristic
general finding that the particular school at-
tended had a moderately significant effect on
pupils’ progress, there was no evidence of a differ-
ential school effect for a range of groupings, in-
cluding African Caribbean pupils. However,
Blair et al. (1998) were able to identify a group of
11 primary and 18 secondary schools which ap-
peared to be particularly effective for ethnic mi-

SUMMARY

nority pupils. These schools made a point of
monitoring such children’s progress and used a
number of strategies to combat possible inequali-
ties. Some of these involved links with the home
and community, adjustment to children’s needs,
and strategies to improve attainments and reduce
exclusions such as additional teaching and the
use of mentoring schemes.

Summary

The educational system is part of the wider soci-
ety. It involves enculturation and is influenced by
social beliefs and values. Sociology explains this
influence by emphasising structural aspects or
interactionist perspectives.

Explanations in social psychology are based on
people’s roles, which have associated norms and
generate conforming behaviour. Also, people
work to present a concept of their self and to
maintain the groups of which they are part. In
schools, normal scripts and role expectations can
lead to obedience to authority, or pupils can be
influenced by peer groups to adopt a more infor-
mal and deviant role. People develop their
knowledge of what is appropriate behaviour from
observing and participating in social events.

The functions of education are ostensibly to
transmit knowledge and to support society
through educational performance. However, it is
more likely that its true effect is to reproduce the
norms and values and the general structure of so-
ciety.

England has a disproportionally large number
of underachieving pupils, a problem that is prob-
ably related to social inequalities. Children’s
home backgrounds are the probable cause of
these inequalities and can be seen in indirect
measures such as entitlement to free school meals,
or more direct ones such as early abilities and
parent-child interactions. Although differential
expectations and values underlie such causes,
these are probably generated by economic in-
equalities. Poverty also has more direct effects on
children’s experiences and life chances. It is un-
likely that education can easily compensate for
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186 SOCIETY AND CULTURE

such differences, although intensive programmes
can have a significant impact.

Gender inequalities are present within soci-
ety as well as the educational system, although
for school pupils inequality is mainly in the
form of differential socialisation and role expec-
tations. Academic achievements of females have
progressively outstripped those of males, al-
though there are continuing differences in the
types of courses studied and at the higher levels
of achievement.

There appears to be considerable overlap and
flexibility in gender differences and only limited
evidence of a biological basis for them. It seems
likely, however, that different social experiences
and expectations play an important part in their
long-term development, and appear to underlie
differences in achievements.

The relative underachievement and behav-
ioural difficulties in boys are also probably due
to a general lack of conformity to conventional
norms and limited socialisation into roles which
would support educational progress. Developing
boys’ attainments would therefore depend on
matching educational experiences and establish-
ing more educationally oriented masculine
roles.

Although the term ‘race’ is commonly used to
distinguish groups in society, it has no apparent
biological basis, and differences largely depend
on cultural background or ethnicity.

A significant proportion of pupils in British
schools come from such ethnic minorities. These
have been shown to have differential educa-
tional outcomes, with African Caribbean pupils
and those from some South Asian groups achiev-
ing on average at the lowest levels. Their lack of
success can be partly explained by low socio-
economic class and language effects, but could
also be due to the impact of prejudice and dis-
crimination. However, although pupils from cer-
tain groups are more likely to have educational
difficulties, this is not necessarily due to preju-
dice. Alternative explanations are based on a
mismatch between schools’ expectations and pu-
pils’ own roles, which are largely determined by
peer group effects. Gender roles can also modify

the experiences of ethnic groups and in particu-
lar appear to cause role strain for some South
Asian girls.

[t can be difficult to combat discrimination
and unequal educational outcomes. However,
one approach involves initiatives to acknowl-
edge and incorporate ethnic minorities and by
matching expectations with social roles. Pupils
from certain ethnic minorities have shown a high
level of success in the educational system, and
some schools appear to be more effective than
others in making their success possible.

Key implications

e Education functions within a social context.

e Social disadvantage appears to be the main
factor in educational disadvantage. Schools
cannot easily compensate for this.

¢ Gender issues in education are now focusing
on the relative underachievement of boys, as
well as the choice of subjects by girls.

e The educational achievements of pupils be-
longing to ethnic minorities have generally
improved, although African Caribbean pupils
continue to underachieve.

e Tackling inequalities in gender and ethnicity
would need to be based on wider social roles
and expectations.

Further reading

Michael Haralambos and Martin Holborn (1995)

Sociology: Themes and Perspectives. London:

Collins Educational.
Conventional psychological explanations are
quite limited in accounting for the wider so-
cial context, and this book is one of the best
for introducing relevant sociological ideas.
Separate chapters cover education, gender and
ethnicity and there is also a lot about the in-
fluence of social class and home background.
As in most sociology, however, explanations
tend to be somewhat generalised and abstract,
and can be difficult to link with psychological
perspectives.



Linda Brannon (1996) Gender: Psychological Per-
spectives. Boston: Allyn & Bacon.
A wide-ranging review of the form and basis of
gender differences. Gives strong support for
the role of socialisation and also looks specifi-
cally at educational influences.

Madeline Arnot, John Gray, Mary James, Jean
Rudduck and Gerard Duveen (1998) Recent Re-
search on Gender and Educational Performance.
London: The Stationery Office.
A concise and readable review of the key re-
search and findings in this area. It draws out
implications for educational practice and
evaluates possible strategies.

Dawn Gill, Barbara Mayor and Maud Blair (eds)
(1992) Racism and Education: Structures and Strat-
egies. London: Sage.
A collected set of readings for the Open Uni-
versity which give a range of approaches and
opinions. Many of these attribute blame to the
educational system and base possible improve-
ments at this level.

Peter Foster, Roger Gomm and Martyn
Hammersley (1996) Constructing Educational In-
equality. London: Falmer Press.

FURTHER READING

A fascinating book which challenges many of
the accepted wisdoms about the causes of in-
equality. It argues that a great deal of political
debate has been carried out under the guise of
scientific research, which has led to misinter-
pretations and failures to consider equally
plausible explanations.

Practical scenario

Alltown Primary School is concerned about gender issues,
particular the behaviour and achievements of boys. At
playtimes there is often a lot of rough play, and football
games can sometimes overwhelm the play-ground. In les-
sons, some of the boys are rather dominant and noisy,
which can disrupt lessons. The school’s overall SAT scores
are generally representative of the rest of the country,
with most of the boys achieving at a level somewhat below
the girls. All the teachers are female apart from the head,
who teaches two mornings a week.

¢ Is there anything that could be done to structure and
direct boys’ activities at break times?

¢ Would it be possible to provide more positive male role
models within the school?

e Should the school consider its curriculum, to make it
more boy-friendly? How could this be done?

* Is there a danger that girls might be sidelined in these
initiatives? How could this be prevented?
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Prevalence of speech and language problems
Special provision

Remediation

The importance of language

There are many interconnected ways in which
language can be seen as a central component of
the educational process. Perhaps most impor-
tantly, language is the major way of forming and
developing concepts, and using these to express
understanding and to communicate with other
people. Language therefore depends on, and is a
basis for, learning and memory, as well as general
thinking abilities. Because of its central role in
education, English is a core subject in the Na-
tional Curriculum of England and Wales, and
children’s progress is assessed at the end of the
various Key Stages by means of SATs and the
GCSE examinations.

What is language?

Harley (1995) defines language as ‘a system of
symbols and rules that enable us to communicate’
(p. 2). Symbols are things that stand for some-
thing else. The most obvious form of language

involves spoken words, although a great deal of
information is also transmitted non-verbally. The
use of rules involves combining those symbols in
different ways, as with words in sentences. Doing
so enables us to transmit the widest possible range
of ideas or information from one person to an-
other. Reading and writing are extensions of the
process of verbal communication and depend
upon it in different ways.

Linguistics is the scientific study of language.
Part of this is the study of grammar, which deals
with the form and structure of words (morphol-
ogy) and the way in which they are combined in
sentences (syntax). As shown in Figure 8.1, spo-
ken and written language can be described at a
number of different levels, ranging from the for-
mation and use of sounds to overall structure, use
and meaning.

Phonetics

There are more than 40 basic phonemes in the
English language. The majority of these are
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WHAT IS LANGUAGE?

Figure 8.1 Structure of the study of language

Phonemes — the sounds in words, e.g. ‘¢’ ‘a’ and ‘t’ in ‘cat’

SOUNDS
Syllables — the smallest parts of a word pronounced without hesitation.
For example, ‘c | at - er — waul' has three syllables
onset rime
the initial (optional) consonant the final vowel plus (optional) consonant
v
WORDS Morphemes — the units of meaning in words, for example in ‘cats’ there
are two morphemes—the ‘cat’ representing a feline animal, and the ‘s’
representing the plural of this.
v Syntax — the relations among words in a sentence. Traditional
PHRASES, grammatical analysis involves classifying words into parts of speech such
as nouns and verbs. Phrases describe the simplest grammatical structures
CLAUSES & of two or more words and clauses describe a grammatical structure made
SENTENCES

up from phrases with overall meaning. Sentences can be a single clause or
a number of them combined together. English word order is most
commonly subject—verb— object, for example in the single clause sentence:

SEMANTICS &

the meaning of language. This
is closely related to its structure,
as well as the words that it is
made up from.

consonant sounds and are formed by closing or re-
stricting the shape of the vocal tract in some way.
For instance, ‘d’ is formed by taking the tongue
away from the alveolar ridge (just behind the
teeth) while the vocal cords are active. It is
known as a ‘voiced’ consonant; if the vocal cords
were not active, the result would be the ‘t’ sound.

The main vowel sounds are made with a rela-
tively free flow of air and are formed by the shape
of the tongue. For instance, the vowel sound in
‘bed’ is made with the tongue in a mid-position at
the front of the mouth. Raising the tongue to a
high position would instead produce the different
vowel sound in ‘bid’. Special types of vowels

dogs chase cats
I

Subject Object
noun Verb noun
PRAGMATICS

the knowledge of how language is
used in practical situations.

known as diphthongs are combined with a final
glide where the tongue moves to a different posi-
tion. In ‘boy’, for instance, the tongue moves all
the way from the bottom back to the top front of
the mouth.

Accents are distinguished mainly by having
modified vowel sounds as in ‘Received Pronun-
ciation’ (‘posh’ English). Dialects also make dif-
ferent use of consonants, as well as having a
distinctive vocabulary and syntactic structures.
Although a listener unfamiliar with a particular
dialect may find it difficult to understand, dia-
lects are used consistently by large groups of peo-
ple and are normally as effective as other forms of
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190 LANGUAGE

the language in communicating meaning. Stand-
ard English is the dominant, high-status dialect in
Britain and is required teaching as part of the
National Curriculum. Whitehead (1997), how-
ever, argues that a child’s dialect is a source of
personal identity and self-esteem, and believes
that although children should have access to
Standard English (for example, through listening
to stories), their own dialect should be given
equal value. As discussed later in this chapter,
although different social classes may use distinct
forms of language, one form is not necessarily su-
perior to another.

When sounds are distorted or missing, how-
ever, the intelligibility of children’s speech can
be affected, as is discussed later in the section
‘Speech and language problems’ at the end of this
chapter. If children have problems with perceiv-
ing the sounds in words, this can also affect their
ability to use sounds in early reading. Doing so
appears to be particularly important in children’s
early use and awareness of syllables in words.
Research by Bradley and Bryant (1983) showed
that young children who had greater phonologi-
cal sensitivity subsequently made better progress
with their literacy.

Syntax and grammar

The general study of word order is known as syn-
tax. Grammar technically refers to any form of
rule-based system in language and applies to all
levels of analysis, including the regularities in
sounds, words, text and meaning. Traditional
grammar is a particular form that is derived from
classical studies of Greek and Latin. It involves
analysing words into the main classes of nouns,
verbs, prepositions, articles, pronouns, conjunc-
tions, adjectives and adverbs. Rules then govern
the way in which these are modified and form
phrases and clauses, how these can be combined
to form sentences, and the general organisation of
bodies of text.

A prescriptive form of grammar can be laid
down in textbooks and is currently incorporated
to some extent in the National Curriculum.
There is continuing debate about its value as a

taught subject, in terms of the reality or otherwise
of a static grammar and the value or lack of value
that formal learning about grammar has for gen-
eral language work.

Linguistics

The main purpose of language is communication:
the transfer of meaning from one person to an-
other to achieve practical purposes. Achieving
communication must involve some structural sys-
tem that is able to change thoughts into a form
that can be spoken, and a reverse system of alter-
ing what has been heard, into its underlying
meaning. Chomsky (1965) developed a well-
known system of linguistic rules called a ‘genera-
tive grammar’, which governs how this can be
done, involving the analysis of sentences into
phrases and word classes. According to this ap-
proach, the sentence ‘The boy kicks the ball’ is a
single clause with the basic underlying structure

of somebody (the boy) carrying out an action,
which is to kick the ball. This is analysed as:

The boy  kicks the ball
H_/

NOUN PHRASE VERB PHRASE

/

The boy
[

DETERMINER NOUN

kicks the ball
[N —
VERB NOUN PHRASE

the ball
SO

DETERMINER NOUN

A system of rules applied in this way can ac-
count for our ability to produce grammatical se-
quences, and will rule out a sentence such as ‘the
boy ball the kicks’, which is ungrammatical in
English. Chomsky also believed that it is neces-
sary for us to carry out processes called transfor-
mations, to simplify analyses and to relate
together sentences with similar meanings but dif-
ferent structures. For example, the sentence ‘The
ball is kicked by the boy’ has the same basic
meaning as the sentence above but has a very
different and more complex phrase structure
analysis. This analysis is simplified by applying a



transformational rule, which converts between
the active sentence and its passive form. This
particular rule is carried out by taking the sec-
ond noun phrase, adding an auxiliary verb ‘is’,
modifying the form of the verb, then adding ‘by’,
followed by the first noun phrase.

Chomsky argued that spoken language comes
from a surface structure, which is the output of the
transformational rules and which can then be proc-
essed by the phonological system into speech. Un-
derlying this is the deep structure, which is the
output of the phrase structure rules and acts as the
input to a semantic component. According to this
approach, meaning therefore comes from the words
in a sentence with information about their gram-
matical relationships and classes.

Early investigations gave general support to
Chomsky’s theory, with findings that sentences
which have more transformations take longer to
process. In the sentence ‘Is Peter not chased by
Jack? there are three transformations, ‘passive’,
‘negative’ and ‘question’, and it is certainly very
difficult to understand. However, Slobin (1966)
showed that if there are meaningful relationships
between actors and the actions they take, then the
effect of this knowledge is greater than the effects
of transformations. A passive sentence such as ‘The
cat was chased by the dog’ is as easy to understand
as its active form. We already have the general
knowledge that dogs chase cats, so we do not have
to carry out any additional syntactic work with the
passive transformation to know this.

In general, it appears that we are able to use
syntax for information, but that linguistic sys-
tems which rely on the use of syntax are looking
only at our underlying competence—what we are
technically capable of when necessary. Real-life
performance with communication is likely to also
be dependent on meaning, known as semantic
information, and what we expect and under-
stand from the general social context, covered as
pragmatics.

Syntactic complexity does, however, affect
ease of comprehension since it can interfere with
our ability to use such semantic information. The
use of multiple clauses, for instance, can make it
particularly difficult to retain the overall mean-

WHAT IS LANGUAGE?

ing, particularly if they are embedded within the
overall sentence. An example is:

‘The dog who chased the cat which was sitting
on the wall felt tired.’

By the time the receiver gets to the end of the
sentence, it might be difficult to remember the
initial phrase and work out which animal the ‘felt
tired’ refers to. Since reading or listening has to be
mainly sequential, this can place a load on our
ability to retain such information. Frazier and
Fodor (1978) therefore argue that language input
is analysed by a model they named the ‘sausage
machine’, because it divides language input into
something like a link of sausages. They propose
that owing to short-term memory constraints, only
six words at a time can be initially processed for
phrase structure, with a sentence analyser subse-
quently operating at a higher level.

Developments of the ‘sausage machine’ ap-
proach by Mitchell (1987) indicate that the first
stage involves assigning words to an immediate
syntactic category, and that we then make an
early initial ‘best guess’ about what the likely
phrase structure will be. The second stage then
looks at consistency with other parts of the sen-
tence and will modify the overall analysis if there
is other compelling syntactic or semantic infor-
mation. Such a process can account for many
natural errors, such as those that occur in ‘garden
path’ sentences. In these, we are ‘led up the gar-
den path’ by the structure and meaning of the first
part of the sentence; for instance:

‘The cat chased round the house was tired.’

The verb ‘chased’ is ambiguous, and at first the
simplest ‘garden path’ interpretation is that the
cat was chasing. The final ‘was tired’ cannot
meaningfully refer to the house and so the overall
structure has to be reinterpreted. In reality, of
course, people speaking or writing this would
want to avoid such ambiguities and would go out
of their way to make sure that the receiver under-
stood their meaning. This can involve punctua-
tion, by placing a comma after ‘house’, or even
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better by removing the ambiguity early on and
adding the additional phrase ‘that was’ after ‘cat’.

Speakers or writers can sometimes become
over involved in their own understanding and
lose track of the needs of the listener or reader.
Young children, for instance, are very prone to
simply rely on the conjunction ‘and’ when writ-
ing. Redrafting is therefore a useful technique,
particularly if writers leave their work for some
time and are then able to perceive the text from
the perspective of a reader. Teachers can also be
guilty of communicating in ways that are overly
complex or ambiguous, and may need to monitor
how they say things, or what they write.

Psycholinguistics

Linguistics by itself can only account for regulari-
ties in the structure of language and characteris-
tics of a system which can either produce or
analyse this. The complete study of language
must also incorporate general psychological proc-
esses such as thought, knowledge and meaning,
which are closely bound up with the nature of
concepts as embodied in words. We can view
word meanings as coming from a concept’s place
within a hierarchical structure, or as sets of linked
semantic features, possibly as some form of proto-
type or schema. Connectionist approaches (see
Chapter 2) are able to account for many of the
features of schemas, with the advantages of flex-
ibility and swift processing.

When receiving language input, we appear to
rapidly identify individual words, according to
Rayner and Pollatsek (1989) taking at most about
60 to 70 milliseconds for each one. This has been
shown to happen by a combination of ‘top-down’
contextual information about what word is likely
to occur in a particular place, as well as automatic
‘bottom-up’ analysis and synthesis of the word’s
structure. We then seem to have direct access to the
features and associations of the concepts repre-
sented by words, which is borne out by a classic
phenomenon known as the Stroop effect (Stroop,
1935). As shown in Figure 8.2, this involves asking
people to read out the colour words are printed in,
where the words are either the actual colour or a

different one. When people are asked to say the
name of the colour that the text is written in, it
takes them significantly longer to do this with the
top cards. The reason why that is so is that we seem
to process both the colour and the word meaning
automatically. When there is a difference, this pro-
duces a conflict or interference with what we are
trying to do. This happens even after practice or
with conscious attempts to ‘block out’ the un-
wanted information.

Once the meanings of individual words are ac-
tivated, these must then be associated in some
way to establish some form of thought process or
conceptualisation. It seems likely that such
conceptualisations can exist in a number of dif-
ferent forms, including direct representations of
activities or as a form of imagery. As discussed
later in this chapter, it also seem probable that
thought can occur as a type of internal language
at different levels, either as a conscious form of
‘talking to ourselves’ or as unconscious symbolic
processing.

Constructing overall meaning from spoken or
written language in this way involves a signifi-
cant amount of interpretation and inferential rea-
soning. As well as understanding individual
words, we need to form early hypotheses about
the likely structure and meaning of sentences to
enable us to make efficient predictions about
what follows. Graesser et al. (1994) review evi-
dence that people will tend to generally search
for meaning in text by looking for goals and
themes, for what causes things to happen and the
emotional state of characters. This also apples to
the structure of sentences, and one common infer-
ence is termed ‘anaphoric reference’, whereby a

Figure 8.2 ‘Stroop’ cards
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pronoun is used to refer to an earlier noun. For
example:

‘Tom hit Peter. He was angry.’

In this case, the word ‘he’ can refer to either Tom
(who hit Peter because he was angry) or Peter
(who was angry because Tom hit him). To decide
which is meant, we would really need additional
information on, say, what was already happening
or the different personalities of Tom and Peter.
When we do not have such information, there is
a tendency to assume that a pronoun in this posi-
tion will refer to the person carrying out the ac-
tion; in this case that it was Tom who was angry.

Once we have derived meaning from what we
have heard or read in a sentence, the specific
form of the words is usually lost quite rapidly.
Bransford et al. (1972), for instance, showed sub-
jects sentences which incorporated certain logical
relationships, such as:

‘Three turtles rested on a floating log and a
fish swam beneath them.’

After only a short period, they were unable to
distinguish this from the following sentence:

‘Ihree turtles rested on a ﬂoatin lO Ell'ld a
g g
flSh swam beneath it.”

It seems that when listening to the first sentence,
people rapidly construct a mental representation
which has the turtles on the log and the fish under
the log, which is logically identical to the second
sentence.

The surface content can sometimes be meaning-
ful, however. Bates et al. (1978) found that people
were often able to remember the specific words
used in ‘soap operas’ when those words had a par-
ticular relevance for what had happened. This
points up the fact that in natural conversations, dif-
ferent grammatical structures used are often used
for a purpose. The use of the passive form, for in-
stance, as in ‘the dog was chased by the cat’, em-
phasises that it was the dog that was being chased,
and not the cat as would normally be the case.

WHAT IS LANGUAGE?

Schemas

Our ability to understand text can depend to a
great extent on general expectations and under-
standing. One way of describing such expecta-
tions is in terms of the activation of schemas.
These have already been described in Chapter 2
as general ways of grouping together concepts or
features in meaningful ways, for instance to repre-
sent particular events, situations or objects.
Bransford and Johnson (1972) investigated how a
schema could affect understanding of a passage
where it was very difficult to work out what was
happening from the text alone. Try reading this
yourself and see what sense you can make of it:

The procedure is quite simple. First, you arrange
items into different groups. Of course one pile
may be sufficient depending on how much
there is to do. If you have to go somewhere else
due to lack of facilities that is the next step; oth-
erwise you are pretty well set. It is important not
to overdo things. That is, it is better to do too
few things at once than too many. In the short
run this may not seem important but complica-
tions can easily arise. A mistake can be expen-
sive as well. At first, the whole procedure will
seem complicated. Soon, however, it will be-
come just another facet of life. It is difficult to
foresee any end to the necessity for this task in
the immediate future, but then, one never can
tell. After the procedure is completed one ar-
ranges the materials into their appropriate
places. Eventually they will be used once more
and the whole cycle will then have to be re-
peated. However, that is part of life.

When people read this passage by itself, they
had great difficulty understanding what it was
about and were subsequently able to remember
only 2.8 ideas on average. However, when others
were given the title “Washing clothes’ before
they read the passage, they found it much easier
to understand and were able to remember on
average 5.8 ideas. The title evidently enabled
them to interpret the meaning of the ambiguous
information, in much the same way that advance
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organisers (an integrating preview of what is to
be covered at the start of a study unit) have been
shown to help with pupils’ study and recall. Giv-
ing the title after the passage did not help with
recall, indicating that the content of the passage
had already been lost and could no longer be
analysed.

Scripts

Interpretations about the meanings embodied
within language can also come from types of
schemas known as ‘scripts’, proposed by Schank
and Abelson (1977). These are expectations of
what normally happens and is appropriate in cer-
tain situations, for example in the process of ‘go-
ing to a restaurant’. This would typically involve
the social roles of being a customer, related to
other roles such as that of waiter, and the se-
quence of events of entering the restaurant, sitting
down, choosing from the menu, ordering then
eating the food, then paying and leaving. Such
expectations can have a strong effect on people’s
analysis and recall of verbal sequences, and when
Bower et al. (1979) gave people different passages
which described going to a restaurant, they found
that people tended to distort their recall of the
stories. The effect of this distortion was to make
the passages fit in with what would normally hap-
pen. For example, the subjects would put in any
additional features which had been missed out,
such as the waiter taking the order. When the sto-
ries had additional features, such as the waiter
bringing fish instead of steak, then these aspects
were remembered well. This indicates that people
tend to process and discard language when it fits
in with what is already known, but analyse further
and store information when it is new and mean-
ingful.

Pragmatics

Pragmatics refers to the intended meaning and
functions of what is said, rather than its literal
meaning, and depends on our shared knowledge
and understanding of social encounters. Children
who are on the autistic spectrum (see Chapter 12)

often have great difficulty in this respect since
they appear to lack the ability to understand the
thoughts and intentions of other people. A re-
quest by a teacher such as ‘Can you open that
window? would therefore be treated as just a
question and the child may merely answer ‘Yes’.
Such a reply can appear uncooperative or inso-
lent if the teacher is not aware of the pupil’s dif-
ficulties.

We evidently have to infer a great deal about
what a person really means, and we do this using
our knowledge of what is appropriate in certain
situations, the intent of the person we are listen-
ing to, and social meanings and conventions.
There are many situations where the surface
meaning is unintentionally different from what is
intended, but we can also make deliberate con-
structions, such as rhetorical questions, irony or
sarcasm. The vast majority of simple requests are
also indirect and become even less direct when
people are trying to be polite. Rather than ask for
a window to be closed, a person might therefore
ask, ‘Don’t you find that it’s getting a bit cold? or
‘Does anyone feel a draught in here?” Most people
appear to understand such utterances immedi-
ately, indicating that their general knowledge of
social-linguistic conventions and people’s needs
has primacy over direct linguistic and semantic
interpretation.

In conversations there is usually a strong at-
tempt by each participant to make sure that the
other person understands what they are trying to
say. This means that new content is often explic-
itly linked with whatever knowledge the other
person already has, as in ‘You know that girl in
Miss Penn’s class, who's always going on about her
new trainers an’ that, well, I saw her in town yes-
terday...”. This is also linked with a great deal of
verbal information called ‘prosodics’ which in-
volves emphasising different words, using pauses
and different tones of voice, as well as general
non-verbal behaviour such as eye contact, pos-
ture and gesture. These have a powerful effect,
and have been shown by Mehrabian and Ferris
(1967) to be used as the primary source about
whether we believe what a person is saying. Eye
contact is particularly used to structure the turn-



taking of conversations, with the person who is
talking looking away, then looking back at the
listener to ‘hand over’ to them. The listener will
also use eye contact as well as nods, gestures and
sounds such as ‘mm’ to show that they are listen-
ing and in agreement. A characteristic feature of
children who are on the autistic spectrum is that
they make little eye contact and are often una-
ware that facial movements contain a great deal
of information.

The development of language

The acquisition of language appears to most peo-
ple to be a spontaneous and inborn process.
There are in fact strong grounds for believing that
humans are naturally prepared to develop some
form of language and that children need only a
certain level of language experience to develop
basic abilities. However, there is also evidence
that language development nevertheless very
much depends upon experience and that young
children need exposure to adequate language
models as well as an interactive and supportive
environment.

By the time children start school, most of them
have already achieved an extensive functional
vocabulary and have the basic range of grammati-
cal abilities. Language abilities continue to de-
velop in both these areas, however, and a key role
of school can be seen as that of promoting chil-
dren’s general language progress, as well as lan-
guage’s use in studying specific areas of the
curriculum. Even a subject such as mathematics,
which one would imagine involves relatively in-
dependent skills is in fact dependent on words,
concepts and relationships, particularly (in Eng-
land and Wales) within Attainment Target 1,
which often involves reading and talking about
problems.

Behaviourism

One seemingly plausible explanation of the ac-
quisition of language is that children merely
imitate what they hear around them. Young chil-
dren do seem to be capable of such mimicry
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from an early age, and Skinner (1957) has ar-
gued that this ability is developed by parents
rewarding children, for instance with increased
attention, when they repeat either words or
phrases that they have heard. Skinner also be-
lieved that early sounds made by a child are
selectively reinforced and shaped by parents’ re-
sponses until they become words. The parents of
a child who can say ‘da-da’ might respond more
enthusiastically to the times when this sounds
like ‘da-dee’, leading the child to gradually im-
prove his or her pronunciation.

However, this process seems rather unlikely,
since although parents are certainly responsive to
what children say, they seem to respond mainly to
the meaning of utterances, rather than their spe-
cific form, as we shall see. Also, learning of words
and sentences does not seem to develop by a
gradual improvement in accuracy, but often
shows increasing errors as children develop and
misapply language rules. The classic examples of
this are overextending the past tense, as in ‘goed’,
and with incorrect plurals such as ‘mouses’. From
the earliest stages, children also use sequences of
words that they have never heard, indicating that
rather than learning associations, they are build-
ing up grammatical rules that can generate novel
combinations of words.

Innate theories

Children seem to learn the complex rules of lan-
guage despite having only poor grammatical ex-
amples to work from. Normal speech involves
much blurring of sounds and words, partial sen-
tences, hesitations and slips of the tongue. Along
with the fact that language can appear to develop
largely independently of other cognitive abilities,
Chomsky (1965) has therefore argued that chil-
dren must have their own separate, inbuilt ability
to develop grammatical principles. He refers to
this as the ‘Language Acquisition Device’ (LAD),
which he believes is inherited and operates at the
level of deep structure. He also argues that its ex-
istence is shown by certain universal properties of
languages, such as the fact that they all have pho-
nological elements, and syntactic structures such
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as nouns and verbs. Languages differ in the rules
by which they generate the surface structure, al-
though word order still appears to show some
universals, such as the fact that all languages tend
to avoid placing the object first in the sentence.
Pinker (1994) has also argued that humans have
a unique, inherited ability to construct grammati-
cal language for themselves. As evidence for this
he uses the progressive evolution of ‘pidgins’,
which are initially formed as simplified hybrids of
more than one language with very limited gram-
matical structures. However, a single generation
of children can develop these and establish a
complete grammar, creating a language form
known as a ‘creole’.

One implication from this innate perspective
is that language acquisition should be a relatively
robust process, and Pinker (1984, p. 29) main-
tains that ‘there is virtually no way to prevent it
from happening short of raising a child in a bar-
rel’. If this is the case, then there is little that
education can or should do, other than develop
the use of language in the various curriculum
areas. There is, however, some doubt about this
extreme view, based first on the evidence that
there are major variations in language develop-
ment, related to different language experiences
(see under ‘Language and cultural background’
later in this chapter). One extreme case affected
in this way was ‘Jim’, reported by Sachs et al.
(1981), whose only language experience until he
was 3 years of age came from watching television,
since his parents were both deaf and non-talkers.
Jim did have some spoken language but his gram-
mar was unusual. He would, for example, say ‘Not
one house. That two house.” The use of ‘s’ in plu-
rals is normally one of the first morphemes that
English-speaking children learn. His failure to
establish such rules indicates that they depend on
children experiencing language in meaningful
contexts as well as some form of innate propen-
sity.

There is also a considerable amount of evi-
dence that progress in acquiring specific elements
of a language depends very much on a combina-
tion of the complexity that is involved and a
child’s actual exposure to them. Allen and Crago

(1996), for instance, studied the age of acquisi-
tion of the passive structure in Inuit children and
found that they developed basic forms as early as
2 years of age—much earlier than in English,
which starts these at about 4 years. This appears to
be largely due to the structure of the Inuit lan-
guage, which facilitates passive structures, as well
as a generally increased use of the passive in Inuit
adult-child interactions. Such findings tend to
support the idea that language structures are
strongly influenced by learning, rather than just
following universal principles.

The most recent proponents of the innate per-
spective such as Slobin (1985) propose that we
inherit some basic operating principles and a sen-
sitivity to features of language, such as the begin-
ning and end of sound strings, and sounds which
are stressed. Coupled with the power of general
cognitive development and an early knowledge
of agency and causality, these basic abilities
would enable the young child to construct lan-
guage by searching for regularities and patterns in
the language he or she experiences.

Cognitive ability

Although it may still be that we have some form
of general specialisation to enable us to develop
language, an additional explanation is that lan-
guage acquisition depends on the initial develop-
ment of general cognitive abilities, which tend to
search for and to organise information according
to patterns or logical principles. As was described
in Chapter 2, if an artificial connectionist system
with these properties is set up to process language
input, it can learn to generate rules for complex
and irregular verbs, or make grammatical predic-
tions for missing words, without any inbuilt ini-
tial bias to process for these abilities. This does
not of course prove that this is what children are
doing, but it does at least show that a complex
system can be capable of generating grammatical
principles by itself.

Language abilities also tend to develop along
with other general cognitive abilities. Piaget
(1967) in particular originally argued that we
need to develop our schemas, or knowledge and



understanding of things and processes, before we
are able to represent them symbolically. He be-
lieved that the earliest thought is dominated by
direct experiences and that it is only at the stage
when objects come to have a form of perma-
nence for the child that it is possible for the
child to acquire stable concepts and to name
them. This happens at around the 12-month
level, and it is only after this that dramatic in-
creases in vocabulary occur. Symbolic play,
which depends on the development of concepts
and their functions, also happens at about this
time and is closely related to the subsequent
development of language. Brownell (1988)
found that children would use two-word, or
more than two-word, sentences in their speech
only if they had previously shown sequences in
their play, such as pretending to pour then drink
from a cup. Such findings indicate that it is nec-
essary to understand the logical meaning of se-
quences and associations to form a basis for
establishing early grammar.

Although it seems very likely that language
needs an intellectual basis from which to de-
velop, there is evidence that language can itself
act as the basis for the development of thought
processes, and that establishing the ability to use
language in such a way depends on the presence
of a structured and supportive social context.

Social interaction

Children are normally closely involved in a
meaningful social environment, and an
interactionist perspective proposes that the main
way in which language develops is through that
social environment. Bruner (1983) considers that
a parent provides a ‘Language Acquisition Sup-
port System’ (the LASS) for the child, and that
this generates structured information for aspects
of the LAD to operate (Bruner’s little joke!). Un-
derstanding is developed and extended by the
process of ‘scaffolding’ described in Chapter 2.
This involves the parent’s providing a directive
and supportive framework in which the child can
achieve success and develop and extend his or
her concepts. By using language that is appropri-
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ate to the child’s level, the adult first leads the
child to use his or her existing language concepts,
and later proceeds to extend the child in new
situations, so that eventually the child can adopt
new language and meanings from the adult’s use
of language. This process can then be repeated in
subsequent experiences for further extension and
successive development.

According to this perspective, it is early prag-
matics, or the child’s and parent’s reciprocal
knowledge and understanding of one another’s
intents, which drives the initial development of
meaning in language. From the earliest stages,
mothers have been shown to set up ‘turn-taking’
interactions, starting with feeding sequences
where the mother will respond to pauses as a cue
for verbal interaction. Any form of action by the
child such as cries, burps or grimaces is inter-
preted as though it is meaningful, and is re-
sponded to with physical and verbal interaction.
As children mature, they seem to establish an
early non-verbal basis for sequences of interac-
tion; for instance, a baby may look towards a de-
sired object, then towards a person whom they
want to get it for them. Schlesinger (1988) be-
lieves that such semantic associations lead di-
rectly to early syntactic categories, such as
‘agent-action’ sequences, without there being the
need to consider that such specific abilities are
innate.

Nevertheless, it is still likely that humans have
some form of general specialisation to develop
language, although this is probably less specific or
innate than was originally thought. Language
must depend to some extent upon aspects of cog-
nitive development, but the relationship is a re-
ciprocal one, with early language abilities acting
as a basis for the development of thought. Most
recent explanations also emphasise the impor-
tance of practical meaning and the social context
of the child, implying that education has an im-
portant role to play in facilitating children’s lan-
guage abilities.
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Characteristics of language
development

The sound system

Young babies make a wide range of all the pos-
sible sounds in their early sound play, or ‘bab-
bling’, but by about 1 year of age these are
narrowed down to the standard set for the lan-
guage that the child is being brought up with.
Rathus (1988) has shown, however, that at 5
years of age (i.e. at school entry), many children
are still making many errors with the use of
sounds, particularly j, v, th and zh. As will be
described later in this chapter, this can involve
the child making substitutions which may need
to be reviewed by the teacher. Many children
also have difficulty with the use of final conso-
nants, such as saying ‘ge’ for ‘get’, and with con-
sonant combinations, such as saying ‘bue’ for
‘blue’. By the age of 8 years, children are accu-
rate about 90 per cent of the time, although boys
take a year longer than girls to develop a mature
phonological system.

Young children are not normally aware of the
separate sounds in speech and just ‘say words’. As
discussed in the following chapter, the ability to
perceive and to combine separate phonemes in
early reading can be quite difficult for some chil-
dren and is a strong predictor of subsequent
progress with literacy.

Children starting school will also have diffi-
culty with their ability to perceive different into-
nation and emphases. It can therefore still be
difficult for them to resolve an anaphor, which
depends upon a stressed word for meaning. In the
sentence ‘Peter gave a sweet to Tom and he gave
one to Susan’, they are likely to fail to notice
when there is an emphasis on he, to mean that
Tom gave the sweet to Susan.

Vocabulary

At age 1 1/2 years the average child uses about 25
words. After this stage, there is a relatively rapid

growth in vocabulary, and by 2 years of age, chil-
dren will be able to use about 200 words (Gold-
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field and Reznick, 1990). A much more rapid
development in general vocabulary then takes
place, and Anglin (1993) estimates that by the
age of 6 years the average child knows about
10,000 words, representing the learning of about
seven new words a day up to this time. By 17 years
of age, Miller and Gildea (1987) consider, chil-
dren have a vocabulary of about 80,000 words,
which would mean a subsequent learning rate of
17 new words a day. Although such estimates can
vary considerably, children’s vocabularies appear
to grow by thousands of words each year while
they are in schooling, consistent with the rate
shown in Figure 8.3. There is also usually a sig-
nificant difference between the age at which chil-
dren start to recognise particular words (their
receptive vocabulary), and that at which they
start to use them in their own speech (their ex-
pressive vocabulary). In the earlier years there is
little difference, and indeed sometimes children
will use words that they do not yet understand, in
phrases which they have learned as a whole. Later
on, children will gradually learn features and us-
age of words for some time before they start to use
the words themselves.

The earliest words developed up to the age of
2 are mainly nouns, with just one or two verbs.
After this age there is an increase in knowledge
and use of verbs, with the development of simple
structural phrases. Adjectives and adverbs and
some interrogative words also start to appear, as
well as the simpler prepositions such as ‘to’, ‘in’
and ‘on’. By the time children start school, they
typically have all the main parts of speech, al-
though they continue to develop their under-



standing and use of words with more difficult
logical functions such as linking in complex sen-
tences. The main development during children’s
time in school is now within the classes of nouns,
verbs, adjectives and adverbs. These form pro-
gressively more abstract, specialised and technical
vocabularies according to the subjects which are
studied as the children progress through the cur-
riculum.

In general it seems unlikely that formal teach-
ing can account for more than a small part of this
phenomenal rate of vocabulary learning. One
study by Beck et al. (1982) gave 27 10-year-old
children direct, intensive vocabulary training in
school over 19 weeks. This resulted in an average
gain of only 85 new words, or less than one a day,
and it is likely that only very small amounts of
time in schools are spent teaching and learning
words in this specific way.

However, knowledge of new words seems to
develop very rapidly when they are experienced
in meaningful contexts. Robbins and Ehri (1994)
investigated this by reading story books to 6-year-
old children, which included 11 unfamiliar
words such as ‘irate’ and ‘duped’ substituted for
easier ones. After checking the children’s initial
general verbal abilities, the stories were then read
twice to them over two to four days. There was no
direct explanation of the unknown words and the
meaning of these could only be gathered from
their context. A multiple-choice test then
checked whether children had made any progress
with the key set of words. The key finding was
that just hearing a word a few times in this way
accounted for 19 per cent of the variance in their
abilities on the final test, indicating that even
brief experiences can significantly develop word
knowledge, provided that they occur in a mean-
ingful context.

Early reading by children themselves is un-
likely to develop new vocabulary learning since
first reading schemes are based on simple, high-
frequency words that most children will already
know. After about 8 years of age, however, chil-
dren are able to tackle a wider range of words,
and reading vocabulary increases greatly. Nagy et
al. (1987) have concluded from various studies of
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children’s progress with reading vocabulary that
an average amount of reading probably accounts
for one-third of a child’s annual vocabulary
growth from the age of 9 years onwards, and that
regular, wide reading can result in substantial and
permanent vocabulary development.

Although watching television is often thought
to be a passive activity and to have a negative in-
fluence on children’s development, Hall et al.
(1996) found that watching educational and in-
formative educational programmes had a positive
effect on children’s general knowledge that was
on average equal to the effects of their exposure
to print. No such effect seemed to occur if chil-
dren just watched regular television such as game
shows or cartoons, and the positive effects ap-
peared only for children who were older than 2
years.

It seems likely that children learn a great deal
of their vocabulary from a range of informal
sources such as conversations, or just by listening
to the way in which words are used by other peo-
ple. Markman (1987) considers that at first chil-
dren hearing a new word attempt to map it on to
an existing concept that is not yet labelled, us-
ing the context in which the word was spoken.
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Young children might not have developed
enough concepts to enable this to happen and
may have to develop novel concepts at the same
time.

In a classic study, Carey and Bartlett (1978)
looked at whether concept development would
happen with limited exposure to the name of a
colour that children could not yet identify. They
first made sure that a group of 3-year-olds did
not know the colour ‘olive’ (the children mostly
called it green or brown), then exposed them to
a new, nonsense name for the colour. This was
done by interrupting their play and pointing to
two trays, one coloured blue and the other col-
oured olive, and casually saying, ‘Hand me the
chromium tray. Not the blue one but the chro-
mium one.” The child would sometimes pause
and perhaps point to the olive tray and say, ‘This
one? The experimenter would then reply, ‘Yes,
that one, thank you.” The children were given
no further guidance and a week later they were
given some colours to identify. When olive was
presented to them, they were still not able to
identify it correctly, but they now paused and
evidently knew that the colour was not green or
brown. It seems that they had started to learn
that there was a new property which related to a
word but had yet to develop the concept com-
pletely.

Such evidence indicates that the learning of
a new word does not necessarily occur in an all
or nothing way. Clark (1973) proposes that a
word is normally learned by the progressive de-
velopment of associated meanings—the ‘seman-
tic features hypothesis’. This is supported by
early verbal errors called overgeneralisations,
which indicate that the first features used tend
to be the more general ones. For instance, a
child may call all four-legged animals ‘doggie’
since he or she is using only the concept of ‘ani-
mals with four legs’. When enough semantic fea-
tures are acquired (e.g. ‘barks’, ‘chases cats’),
then the word can be used accurately and appro-
priately, and can become part of a child’s active
vocabulary.

As was noted in Chapter 2, it is likely that
word concepts are best seen as prototypes—ex-

emplars with classic features—or as schemas with
features which are related and are relevant to the
individual. Richards (1979) found that words
which are good, accessible exemplars are estab-
lished first: children learn ‘dog’ rather than ‘ani-
mal’ or particular breed names, and this learning
is in terms of the key functions of dogs and what
they mean to the child. Children will also over-
extend a new concept according to how similar
it is to a prototype; cats might be called ‘doggie’,
but a horse is much less likely to be. Parents and
teachers probably utilise this approach intui-
tively and focus on words which are most acces-
sible and relevant to children, only extending
the concept once basic-level terms are estab-

lished.

Structure

Alongside the development in vocabulary is an
early rapid growth in language structure. At about
2 years of age, children will be putting two words
together in a way that involves simple rules. This
can involve using ‘pivot words’ such as ‘more’ to
generate utterances such as ‘more juice’ or ‘more
tickle’. By the age of about 4 years, most children
have the major elements of normal grammar in-
volving the various parts of speech and rules for
combining them.

There is still significant progress to be made
during the school years. Work by Berko (1958)
with 7-year-olds has shown, for instance, that they
still have to develop plurals using -es at the end
(rather than the basic -s) and are not yet able to
form many irregular past tenses (e.g. sing/sung). It
can take even longer for children to acquire the
more complex constructions such as passives,
which are not fully formed until about age 9.
Some sentences, such as those involving double
negatives and multiple embedded clauses, are
logically complex and are often not mastered by
even older children in secondary school.

Children’s early language rules are not just
parts of the adult system. They often seem to be
qualitatively different and over time evolve
closer towards the mature form. Children appear
to develop hypotheses about useful language



structures (from what they hear and experience)
and test these out. For example, children in the
early school years appear to establish the rule that
putting -ed on a verb makes it into the past tense,
as is shown by their errors, such as overextending
the rule and using it with irregular verbs, such as
saying ‘runned’ instead of ‘ran’.

Brown et al. (1969) found that parents pay
more attention to what children say (their mean-
ing) than to how children say things (the actual
structure). When adults correct children’s speech,
this in fact slows their progress down (Nelson,
1988), presumably since it inhibits them from
developing and applying their early rule systems.
For example, correcting a child for using ‘runned’
instead of ‘ran’ might lead him or her to doubt the
general rule about the use of -ed.

Cazden (1965) has studied two groups of chil-
dren who had their speech either expanded by an
adult (repeated back to them in proper grammati-
cal form) or enlarged (responding to and taking
their meaning further). The ‘expanded’ group’s
language did improve somewhat more than a con-
trol group, but the ‘enlarged’ group’s speech pro-
gressed much faster. This seems to indicate that
children develop their early grammatical rules
from the meanings inherent in adult structures
rather than by merely imitating the structures they
hear.

In general, the findings from normal language
development strongly imply that teachers should
not worry too much about children’s language
forms but concentrate on involving them in
meaningful language work that is interesting and
relevant to each child. The language used by
teachers should, however, provide an appropriate
model that is accessible in terms of the content
and structures that they use.

Language and thought

There are probably many different ways of think-
ing, depending on the task involved and the in-
dividual’s abilities. One useful way of
categorising these is Bruner’s (1966b) description
of three main modes: the iconic mode, which
mainly involves visual representations; an
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enactive mode which involves representation of
physical movements or control; and a symbolic
mode which uses abstractions such as words. In a
similar way, Gardner (1983) considers that there
are many forms of specific intellectual abilities,
although linguistic intelligence is of particular
importance to the educational process. A lot of
thinking does seem to involve language to some
extent and we are often aware of literally ‘talking
to ourselves’. Young children in particular will
often verbalise when involved with some prob-
lem, especially when it is unexpected. At other
times, however, learning or the development of
ideas or solutions can arise without any aware-
ness, and unconscious processing may be an im-
portant aspect of certain types of problem
solving. At such times creative solutions might be
blocked by conventional ways of thinking, in-
cluding the use of inappropriate verbal labels
(see Chapter 3, ‘Creativity’). If language does
have an important role in such ways of thinking,
then we should perhaps take account of this in
educational processes, by developing verbal skills
where they can help children’s thought in some
way.

Independence of thought and language

At one extreme, linguists such as Chomsky
(1965) have argued that language abilities are es-
sentially independent of other cognitive skills.
This argument is based upon such evidence as the
finding that most individuals above a certain
basic intellectual level appear to develop lan-
guage without any apparent difficulty. One par-
ticular example is an unusual genetic disorder
known as Williams syndrome. Children who have
this typically achieve an overall IQ of only 85
but often have well-developed expressive verbal
skills, developing complex grammar and a wide
vocabulary. However, such abilities are not
linked with the same level of general understand-
ing and have only limited usefulness for indi-
viduals affected in this way. When making these
arguments, linguists are therefore usually focusing
only on the limited aspect of linguistic compe-
tence rather than general language performance.
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Language depending on thought

A virtually opposite argument is made by Piaget
(1959), that language abilities are dependent on
and develop from general cognitive abilities.
There is considerable evidence for this perspec-
tive, with the findings described above about the
development of object permanence and different
types of symbolic understanding acting as precur-
sors to early words and grammar. Vygotsky (1962),
however, has argued that Piaget’s view does not
take account of the developmental interrelation-
ship between thought and language and the im-
portance of the social and cultural context of the
child. According to his theories, early language
such as crying or calling out to get attention is
mainly social and does not involve thought as we
normally understand it. When objects are given a
verbal label, this mainly functions merely as an-
other property of that object rather than as a basis
for a separate way of representation. Early thought
is dominated by direct actions and experiences,
and develops before any of the early forms of lan-
guage.

Vygotsky found that from the age of about 2
years onwards, children appear to start to use lan-
guage to ‘think out loud with’, particularly when
they were trying to do something difficult. He ar-
gues that they do so because early thought and
language have combined, with language now be-
coming capable of monitoring and directing in-
ternal thought, and of communicating the child’s
thinking to others. However, these two functions
cannot yet be distinguished by the child and a
great deal of language is relatively egocentric, re-
sulting in the parallel monologues which are
common in younger children.

From about the age of 7 onwards, Vygotsky be-
lieved, at the time when operational thought de-
velops, children start to internalise such speech as
a form of thought, to orient and organise their un-
derstanding. Vygotsky found that just before it
‘goes underground’ in this way, egocentric speech
becomes less like normal social language, and is
simplified and focused more on the tasks and the
child’s own needs. In parallel with this process,
spoken language now develops separately and be-

comes more social and communicative, oriented
to the needs of others. The two systems continue
to relate to each other, with the development of
spoken language leading to the assimilation of
cultural knowledge, values and beliefs.

Berk (1986) found support for Vygotsky’s ideas
from observations of 6- and 8-year-old pupils
working in class on mathematics problems. The
younger children generally talked to themselves
extensively when they encountered difficulties,
but older children did so to a much smaller ex-
tent. The use of such ‘private speech’ correlated
positively with intelligence for the 6-year-olds,
indicating that private speech was supporting
thinking. The correlation was negative for the 8-
year-old children and indicates that speech which
had become internalised was now the basis for
thought.

Language facilitating thought
Bruner (1966b) has extended Vygotsky’s ideas and

considers that language is even more important in
the early stages of the development of thought than
Vygotsky had realised. It acts, he believes, to am-
plify abilities and accelerate cognitive develop-
ment. Bruner sees language development as
dependent on shared social understandings and
support from key adults, with the process of pro-
gressive ‘scaffolding’ leading to new verbal abili-
ties and increased knowledge and understanding.
Investigations indicate that language used in a
meaningful context which is matched with chil-
dren’s conceptual development can develop un-
derstanding. Sonstroem (1966), for instance, gave
6- and 7-year-old children training on a conserva-
tion task: learning that an amount of plasticine re-
mains the same even when its shape changes.
Children who merely observed and talked about
the changes did not develop any new abilities.
Only children who physically experienced the
changes and used language at the same time to de-
scribe what was happening made progress.
Sonstroem’s work is therefore consistent with
Bruner’s ideas that new language needs a meaning-
ful context in order to affect thinking processes.



Linguistic relativity

Bruner also believes that language acts to free
children from direct experiences by providing
conceptual categories which can be used as the
basis for independent abstract thought. If this is
the case, then it is possible that the language
concepts which are available to us may have a
major role in facilitating or constraining the way
in which we can think. This perspective is
known as linguistic relativity, and Whorf (1956)
argued that the forms of words or grammar in a
particular language generate a certain world-
view which inevitably affects the type of think-
ing that we can do about it. Whorf based his
ideas on evidence such as the existence of more
than 20 words for snow in the Inuit language;
this appeared to Whorf to enable Inuit to per-
ceive and attend to the different features of
snow in a way that would not be possible for
English speakers.

Such strong beliefs do not appear to have
much foundation. Harley (1995), for instance,
found that there are in fact only two root words
used by Inuit ganik and aput, to describe falling
and settled snow respectively, each of which can
easily be described by other languages. Even
when there are apparent differences, such as Ara-
bic languages having a large number of words re-
lated to camels, these are probably more a
reflection of the fact that the culture concerned
has a general bias in that direction and simply
uses more words to accommodate this. All experts
in a particular field will have a greater specialist
vocabulary and knowledge, which will also cor-
respond with a greater readiness to perceive and
think about things to do with that area of exper-
tise.

There has, however, been considerable support
for a weaker form of the linguistic relativity argu-
ment. This proposes that rather than determining
perception and the ability to establish concepts,
language can rather act to direct cognitive proc-
esses in a more general way. A classic example of
this was an investigation by Carmichael et al.
(1932) which showed that the use of different

words to label a specific pictureled to corre-
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Figure 8.4 Reproduction of picture after verbal
labelling

Original picture

OO

Drawing after
being labelled

\a: ‘Dumbell’

Drawing after
being labelled

as ‘Glasses/

spondingly different reproductions. As shown in
Figure 8.4, if an ambiguous shape (of two circles
joined by a straight line) was called a pair of
glasses, then subsequent drawings by subjects
would emphasise the curved nose piece and oval
lens shapes; if it was called a dumbell then repro-
duction emphasised the connecting bar. The use
of the word to label the picture meant that the
subject did not need to retain any visual informa-
tion; recall was therefore mainly from the verbal
category, and the subject’s drawing emphasised
the features of this.

Hoffman et al. (1986) also found evidence
that the language used by bilingual English-Chi-
nese speakers affected their assessment of people’s
personalities. These tended to be biased by the
availability of stereotypes in a particular lan-
guage, implying that the inferences which we
draw are directed by the availability of verbal
concepts. As discussed later, such cultural lan-
guage forms may also be present to some extent
within social or ethnic subgroups, and can have
an impact on children’s educational progress.

Language inhibiting thought

Inappropriate use of language concepts can some-
times misdirect our attention or interfere with
learning in some situations. Duncker (1945), for
instance, originally demonstrated that using con-
ventional labels for an object such as a ‘box’ pre-
vented subjects from perceiving it as having
another possible function; the problem was to
support a candle, and people had difficulty un-
derstanding that the box the candles came in
could also be used as a support. This phenom-
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enon is known as ‘functional fixedness’, and can
be overcome by providing subjects with different
verbal labels for objects, which then enables
them to be used in other ways. Certain types of
learning called ‘implicit learning’ may also oper-
ate best when there is limited verbal awareness
and control. This has been shown to happen with
the learning of certain types of physical skills, and
it may be that the use of language prevents the
appropriate, enactive mode of thought from oper-
ating.

In general, however, language abilities have pre-
dominantly positive effects on educational
progress. Although differences in language forms
may not have a great effect, language in general
undoubtedly has a key role as the basis for cer-
tain types of thought, and spoken language is the
principal medium for communicating informa-
tion between people. Language abilities depend
on and also support the development of both
knowledge and understanding, which are the
main determinants of children’s educational
progress.

Language and cultural background

Bernstein (1961) has proposed that working-class
and middle-class children respectively have dif-
ferent forms of language, and that the difference
affects the way in which they think and how they
react to the educational system. He believes that
working-class children have a relatively ‘re-
stricted code’ which is essentially simplified and
limited to the immediate context. A sentence
used to communicate the information that a ball
had broken a window might therefore be ‘It broke
it.” Middle-class children, on the other hand,
have an ‘elaborated code’ which is grammatically
complex, more precise and much more capable of
embodying abstract ideas and knowledge. In this
case, the corresponding sentence might be ‘The
ball accidentally broke the window.” Parents ap-
pear to provide the models and experiences that
develop this style. A working-class parent is
therefore likely to say, ‘Pack it in’, whereas a
middle-class parent might say, ‘Peter, stop annoy-

ing your sister.” Bernstein believes that the lan-
guage of the educational system is primarily
elaborated code and that working-class children
are unable to benefit from educational opportu-
nities as much as middle-class children.

Bernstein has been at great pains to emphasise
that the language capabilities of working-class
children are not necessarily inferior and have the
same potential to communicate ideas. In one
sense this is arguing that restricted code is just a
form of dialect, but it is hard to see how the loss
of key elements could give the same information,
particularly if writing is being used to express
ideas when the context is not clear. There are also
difficulties with the generalised use of the con-
cept of ‘social class’, since this can refer to a
number of dimensions, such as parental occupa-
tion or income, that may relate only indirectly to
a child’s language culture.

Labov (1979) has argued strongly against the
idea that minority social groups (mainly African
Americans) with lower social status have infe-
rior language abilities. He points out that their
language is often more direct and precise, and is
certainly capable of expressing sophisticated
concepts. Although they typically leave out
some parts of speech such as the verb ‘to be’ in
phrases such as ‘They mine’, this phrase has the
same information content and is following the
same deletion principle as ‘They’re mine’. Other
languages also commonly contract or leave out
unnecessary parts of speech, and Labov sees mid-
dle-class language as being unnecessarily com-
plicated and often obscuring the real meaning.
Labov believes that the differences between the
two forms of language are mainly qualitative
and cultural. If there are limits to the educa-
tional opportunities of minority groups, he con-
cludes that this is because the control of the
educational system is predominantly in white,
middle-class hands. In general, Labov has made
a good case for the language of African Ameri-
cans to be considered at least a separate dialect,
and the form of this known as ‘Ebonics’ has been
recognised by a school district in California as
being the primary language for many of its stu-
dents.
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Honey (1983), however, considers that Labov
has overemphasised the differences in culture be-
tween groups and has glossed over the very real
differences between the different forms of lan-
guage in expressing meaning. Although each may
be functional within its culture, he argues that the
dominant form in academic fields is complex and
precise, and that ignoring this fact will prevent
cultural minorities from making progress.

One difficulty in this area is separating out
language forms which are just different, from lan-
guage experiences which are deprived. There ap-
pears to be a good case for many aspects of
working-class and cultural minority languages to
be seen as different dialects which are highly
functional within their own cultural context. Un-
fortunately, restricted or socially dependent fea-
tures do seem to provide a limited match with the
requirements of some aspects of formal education.
There is also strong evidence that the sheer
amount of language experienced by children can
vary significantly and that this variation is related
to certain types of social class. As we have seen,
an observational study by Hart and Risley (1985)
found that by the age of 3, children in profes-
sional families had heard more than 30 million
words. Children in working-class families, how-
ever, had heard only around 20 million, and for
the children of the poorest families on welfare the
figure was even lower at around 10 million. One
study by Heath (1989) also set out to record the
interactions between a mother in an isolated poor
family with her three children over a two-year
period. Over a 500-hour period of tape recording,
she initiated talk in only 18 instances, other than
to give some brief directions, or to ask about what
the children were doing.

Such low levels of verbal stimulation seem
bound to limit children’s language development.
Whitehurst et al. (1994) found that a sample of 3-
year-old children from low-income families had
verbal abilities which were generally one stand-
ard deviation (15 points) below what would be
achieved by the normal population. However,
following a six-week programme of interactive
picture-book reading which emphasised language
involvement and understanding, these children

showed gains of up to 10 points in their vocabu-
lary scores. This shows that even children from
poor backgrounds are able to make significant
progress with their language abilities, and also
strongly suggests that their initially poor attain-
ments may have been due to a previous lack of
such experiences.

Educational implications of language
development

If education essentially involves the develop-
ment of concepts and ideas, and these are prima-
rily taught and encoded using language, then
language development must be a central issue in
education. Although children starting school
have already made much headway with their
language abilities, they still have to establish a
mature sound system and form the more complex
language structures. Children also continue to
develop an extensive and integrated vocabulary
throughout their school careers, based essen-
tially on meaning and understanding. From the
above evidence, however, it appears that the
majority of speech and language learning by
children is relatively informal and comes prima-
rily from their interest in and involvement with
a broad range of experiences, rather than from
directed learning.

In school it is rarely possible to provide the
closely structured ‘scaffolding’ situations that
Bruner (1983) describes as happening in a one-
to-one situation between a parent and a child.
Tizard and Hughes (1984), for instance, found
significant differences between the conversa-
tions of 4-year-old girls at morning nursery
school and at home with their mothers in the
afternoon. Not surprisingly, the amount of lan-
guage was much greater at home, largely owing
to the greater amount of adult time that was
available. More importantly, the quality of con-
versation at home was normally superior to what
was happening in school, being based on shared
knowledge and experiences. In school, language
from adults was often limited and reactive, with
little ongoing involvement, as shown in this
typical interaction:
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Child:  Polly’s back. Polly comed back yesterday, but
she’s gone home, Polly.

Staff:  Polly?

Child:  Yeah, my Polly.

Staff:  Oh!

[t is therefore perhaps not surprising that Ray and
Wartes (1991) found that long-term home-based
education, known as ‘education otherwise’, gave
better outcomes than did formal school-based edu-
cation. Hughes and Westgate (1997) found that
even when additional help was available in school
in the form of classroom assistants, the assistants
adopted a ‘teacherly’ role, giving mainly low-level
direction focused on helping the children accom-
plish basic learning activities. However, nursery
nurses, whose training had covered the nature and
importance of early language development, carried
out a great deal more meaningful verbal interac-
tion with children and focused on their interests
and level of understanding.

Most of the time in schools it is of course just
not possible to interact verbally with children in
this way, owing to the limited amount of adult time
available. Galton et al. (1999) show that teachers
have increasingly spent their time on general class
teaching and organisation, with individual chil-
dren being involved with their teacher for only a
few minutes each day. What involvement there is,
is usually based around low-level interactions such
as pupil management and information giving.

When children start at school, their interac-
tions are often largely based on non-verbal and
pragmatic understanding, with relatively egocen-
tric language. As shown in Figure 8.5, it is there-
fore not uncommon to hear two very ‘one-sided’
conversations in parallel, where each child seems
automatically to assume that others are attending
to and aware of what he or she is saying.

Figure 8.5 Egocentric conversation

My mum’s got a new job ...
an she's got to wear a new dress ...

| went to see my nan ...
she’s had to go to hospital.

As children become older, they develop
awareness of and sensitivity to each other’s lan-
guage needs and undoubtedly learn new language
concepts from a range of informal verbal experi-
ences. However, it is unlikely that pupils in
school will be able to fulfil the same role as
adults. In tutoring situations, children have been
shown to be poor at knowing when to intervene,
when to withdraw, and to tend to use simpler,
didactic explanations. In a direct comparison,
Shute et al. (1992) found that adults were better
than children on all verbal tutoring measures, and
although cooperative group learning may be an
effective approach, this is difficult to set up and
rarely used.

It seems likely, then, that a primary source of
children’s language and conceptual development
within school must be independent and class-or-
ganised activities with curriculum studies. How-
ever, this places great stress on children’s personal
motivation and involvement, and so it is not sur-
prising that these qualities are key determinants
of their progress in school.

From Beck et al.’s (1982) study quoted earlier,
it seems inefficient to spend much time teaching
verbal constructs out of context, and it is prob-
ably much more effective to concentrate on gen-
eral subject and content matter. New language
concepts and structures should be embedded in a
general structure of meaningful features and asso-
ciations which will enable pupils to refine their
own ability to use them. However, the National
Curriculum of England and Wales requires that
pupils be exposed to Standard English and for-
mally learn parts of speech and grammar. There
are dangers that doing so could become an aca-
demic exercise, and fail to develop in pupils the
ability to acquire new approaches to the use of
language.

Should grammar be part of the
curriculum?

A specified grammar can be important in ensur-
ing some form of conformity and stability for the
language. Unfortunately, languages are constantly
changing, and a static grammar will eventually
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become outdated. The sentence structures in
common use, as well as meanings and pronuncia-
tions of words, show major changes over time.
One has only to look at books written in the
eighteenth century which are currently studied
for GCSE to realise that phrases such as ‘Lizzy has
something more of quickness than her sisters’
(from Pride and Prejudice, written by Jane Austen
in 1797) may be grammatically correct in a tech-
nical sense but would not be used nowadays; a
more likely expression of the same thing would
be ‘Lizzy is more lively than her sisters’, and this
would have more meaning and relevance to most
children.

Formal grammar teaching involves classifying
words into the various parts of speech, analysing
sentences into the various types of phrases and
clauses, and examining ways in which these can
be combined to form sentences. The National
Curriculum programmes of study for English now
incorporate some aspects of this approach, and
direct that children should be taught a basic
range of technical grammatical terms, the func-
tions of these and their effects. Although this may
seem to be an attractive ‘back to basics’ approach,
evidence about how we develop language struc-
tures emphasises that they are very much con-
structed by the child. As discussed earlier, the
initial foundation of language comes from shared
understandings and needs, and children appear to
move through their own stages of progressively
more sophisticated grammars. A child does not
appear to learn that the past tense of ‘to go’ is
‘went’ and not ‘goed’ from direct instruction; in-
deed, as noted before, correcting children’s lan-
guage appears to destroy their developing
hypotheses about how language works and can
lead to slower progress.

In line with evidence of this kind, a number of
research studies have shown that the formal
teaching of grammar appears to have little if any
effect on children’s functional abilities with lan-
guage. A key study by Harris (1965) compared
the progress of secondary pupils who in addition
to their normal English studies either had an extra
period of writing, or were taught traditional for-
mal grammar for one period a week from a stand-

ard textbook. After two years, the ‘grammar’
group had certainly improved their performance
on a test of their knowledge of grammar, but
failed to develop their performance on a writing
test—which was marked according to their ability
to apply grammatical principles. Furthermore, the
pupils who had spent their time writing had made
better progress in a number of areas of applied
grammar such as the variety and complexity of
sentences used. This indicates that learning for-
mal grammar was in effect limiting children’s at-
tainments on the very principles that they had
been learning about.

A review of such studies by QCA (1998),
however, challenges whether there was ever any
possibility of transfer from learning traditional
grammar in this way to writing and composition
skills. Instead, it is proposed that applied skills
are more likely to develop by pupils experienc-
ing the demands of different writing tasks, and by
drawing explicit attention to the syntactic fea-
tures of pupils’ own writing. In the original study
by Harris (1965), this less formal approach was in
fact what was happening with the group who
practised their writing, with teachers drawing the
pupils’ attention to the use of sentence structure
for stylistic effect, the structure of paragraphs, and
techniques for linking them together. When pu-
pils made grammatical errors, these were cor-
rected by example and imitation, and it seems
likely that such teaching would indeed lead to
improvements in writing technique.

Although the skills of formal grammatical
analysis can be taught, it is likely that by itself the
teaching of such skills tends to be rather an aca-
demic exercise. If the main educational objective
is to develop communication skills, then this is
most likely to be achieved by the teaching of lin-
guistic features in meaningful contexts. Galton et
al’s (1999) study of children’s relative achieve-
ments over the period when the National Cur-
riculum of England and Wales was first
implemented found that children had improved
on specific features such as their use of capitals
and appropriate punctuation. However, there was
an overall apparent decline in children’s lan-
guage skills, indicating perhaps that there had
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been too great an emphasis on such surface tech-
niques.

Second-language learning

Learning a first language seems to be achieved
best during the early years; bilingual children also
appear to achieve the relatively effortless learn-
ing of a second language by being exposed to it
from an early age. This has been taken as evi-
dence that learning a second language will be
more difficult for older students and that there-
fore the teaching of a second language should be
started as soon as possible in the primary school.
Snow (1987), however, looked at the relative
progress with the Dutch language of English chil-
dren and adults in their first year of living in the
Netherlands. Surprisingly, the adults made better
progress than the children, indicating that when
the learning conditions are similar, adults learn
second languages more easily.

An important basis for learning a foreign lan-
guage is to be consistently exposed to it in mean-
ingful situations. However, direct, explicit
teaching linked with language use has been
shown to be more effective than just ‘language
immersion’. Bilingual children usually establish
learning best when they have two parents consist-
ently speaking different languages. Older chil-
dren and adults are unlikely to experience the
same type of learning, but if it does happen, then
they can use their wider range of concepts and
understanding to learn more rapidly.

Language and behaviour

Since young children appear to use speech to lit-
erally instruct themselves and to direct their at-
tention, Meichenbaum (1977) has developed an
approach to develop these abilities in children
who have behavioural difficulties. This is called
‘cognitive behaviour modification’ and typically
uses self-instruction to modify the behaviour of
impulsive children. An adult will typically
model a simple task for the child, stopping fre-
quently to monitor his or her own behaviour and
intentions out loud. The child then imitates the

adult’s behaviour, and after a few sessions the self-
instruction is carried out covertly. When working
with a young child on a letter formation task, this
might involve the following when copying a let-
ter ‘a’:

Model: ~ ‘STOP, What I am doing? I've got to do the

rounded bit first. Start at the cross [provided
on some lined paper], here I go—round,
round. STOP, What do I do now? Make the

line down. Down, down, finished.’

A review of findings on the effectiveness of this
approach by Robinson et al. (1999) indicates that
it has a major effect size of 0.74. Such approaches
can have a very rapid effect on behaviour, and
improvements are often maintained well.

Speech and language problems

By the time they enter school, most children are
reasonably intelligible and have developed the
majority of their grammatical structures. Unfortu-
nately, usually because of poor home background
or medical difficulties, some children have either
a general delay with their progress or, less com-
monly, some form of abnormal development
(which is often related to medical problems).

Speaking and listening are part of the National
Curriculum of England and Wales, and if chil-
dren have moderate difficulties, these can often
be managed as part of the normal approach to
teaching. In the early years, schools have a strong
emphasis on involving children in language
work, with listening to stories, talking as part of
investigative activities, as well as early literacy
activities. After Key Stage 1, problems with gram-
matical development will be present only in the
most severe cases, but more children will have an
overall relative delay with their general knowl-
edge and understanding of language concepts.
These children would normally be classified as
having ‘learning difficulties’, and, as will be de-
scribed in Chapter 12, their needs would be met
with modification and matching of the curricu-
lum, known as differentiation.

When children have more atypical problems,
these are less likely to respond to such general
educational approaches, and it can be important



to obtain expert advice from speech and lan-
guage therapists (SLTs). Although, in Britain,
these are employed by health authorities, they
will often visit schools and give advice to who-
ever is able to work with a child. Formal catego-
ries of such difficulties which are used include:

e Voice: Sounds originating in the larynx (using
the vocal cords).

(a) ‘aphonia’—absence of voice;

(b) ‘dysphonia’—impairment of voice.

o Articulation: Production of speech sounds; us-
ing the lips, tongue, jaw, breathing, etc.

(a) ‘alalia’—absence of articulation;

(b) ‘dyslalia’—defects of articulation or slow
development of articulatory patterns, in-
cluding substitutions, omissions and
transpositions of the sounds of speech.
These problems are common with many
young children; for example: ‘me do de-a
dwin’, meaning ‘I’'m going to get a drink’;

(c) ‘anarthria’ and ‘dysarthria’—absence of
and distorted articulation respectively,
caused by lack of neuromuscular control;

(d) ‘dyspraxia’—failure to perform the
sequence of movements involved in
articulation. Also refers to an inability to
carry out various other types of sequential
processing.

e Language: The structure and the content of
what is said.

(a) ‘aphasia’—absence of recognition and
use of verbal expression;

(b) ‘dysphasia’—incomplete language
function. This can affect the structure—
whether correct grammatical rules are
present. If there is a developmental delay,
these may be simple rules characteristic of
younger children, for example ‘more
juice’ for ‘I would like some more juice’;

(c) ‘deviant forms of language’ show an
uneven and atypical development.
Examples include confusions in word
order, inappropriate use of pronouns,
adverbs, prepositions, phrase and clause
patterns, and problems in modifying
words as they are used with each other;

SPEECH AND LANGUAGE PROBLEMS

for example, ‘Him is going making very
lots of toys’;

(d) ‘semantics’—an emphasis on the meaning
and knowledge involved in language.
Children with a semantic disorder will
often limit their conversations to known,
safe topics;

(e) ‘pragmatics’—how children communi-
cate in real situations. Children with a
pragmatic disorder can therefore have
problems initiating and managing con-
versations, as well as difficulties recognis-
ing another person’s intent such as is
involved in responding to questions.

(The last two are often combined together
into the category of ‘semantic-pragmatic disor-
der’, which is often considered to be part of the

autistic spectrum of disorders, to be dealt with
in Chapter 12).

Early speech and language difficulties can have
long-term negative effects on education. Re-
search shows how children’s difficulties with sen-
sitivity to spoken sounds have a major effect on
early literacy development. Any difficulties with
spoken language are likely to affect children’s lit-
eracy, and there is a much higher level of educa-
tional difficulties in children with such problems.
An investigation by Fundudis et al. (1979) stud-
ied a group of 133 pre-school children who had
been identified as having retarded language. On
follow-up at 7 years of age, one in five was found
to have a serious educational handicap. This
shows that children with these difficulties do not
all spontaneously improve and should therefore
be identified and given appropriate support as
early as possible.

Prevalence of speech and language
problems

Definitions of criteria for speech and language
problems vary, but a review of surveys by Webster
and McConnell (1987) indicated that about 5
per cent of all children entering school were un-
able to make themselves understood. Many of
these children improve greatly during their early
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education, although the organisation AFASIC
(1989) estimates that by the age of secondary
schooling, one in 80 of all children continue to
have a serious language disorder. Moreover,
Sheridan and Peckham (1975) report that over
50 per cent of children identified as having
language problems at age 7 years still demon-
strated residual language problems, as well as
learning, social and emotional difficulties, at the
age of 16.

Turner and Vincent (1986) reviewed the
progress of 60 pupils with speech and language
problems and found an important distinction be-
tween children whose speech and language is sim-
ply delayed (who often make good progress) and
those who have more profound difficulties which
show deviance from or distortions of the normal
process. These difficulties appeared to be much
more difficult to overcome. Children who have
problems merely with articulation are also more
likely to make progress than children who have
more general problems with language involving
its structure and content.

Special provision

The majority of speech and language support is
provided in normal schools, where any additional
help in the school can work with programmes
provided by SLTs. This can be an effective ap-
proach for many children since it continues their
social integration and provides a meaningful con-
text in which language can develop.

The most severe language difficulties can be
part of a general delay, and educational objec-
tives are then largely related to self-help and in-
dependence skills. Such education centres on
achieving some form of functional competence
in these areas. The focus is often therefore on es-
tablishing basic communication such as the ex-
pression of needs, and often uses non-verbal
techniques such as picture cue cards or early sign-
ing such as Makaton.

Children with more specific problems are
sometimes placed in special schools for children
with speech and language problems, or in units,
usually with trained teachers and SLTs. Classes are

usually small (three to six children) and teaching
is often intensive, using individual and structured
programmes. Units are usually part of a normal
school, so that children can integrate with nor-
mal-language children for at least part of the day.
Many units also try to make sure that children
return to their neighbourhood school for part of
the week, with the aim of eventual integration.
Most children enter such units in their first year of
schooling (when problems become apparent) and
attend for about two years.

Remediation

Articulation

Improving children’s intelligibility by working
with their spoken sound system can be a rather
technical process and is normally best carried out
by SLTs, who are particularly effective in this
area. Even when children are very difficult to un-
derstand, they normally have a number of correct
sounds, and there are usually other sounds which
are being established. Some of these could be de-
veloped with help but others may be too abnor-
mal to use as a basis for progress.

It is rare for children to have problems with
their vowels; most difficulties are with consonant
sounds. These can be missing in particular words
and positions, which can be a serious problem re-
quiring expert assessment. Sounds are often
changed in some way, and the list in Figure 8.6
gives sets of common substitutions which would

Figure 8.6 Substitution immaturities
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be normal immaturities up to the ages shown; for
example, saying ‘kap’ for ‘tap’ would still be
likely up to 5 1/2 years of age. If some remain be-
yond these ages, they would therefore be a cause
for concern.

Initial teaching often involves making sure
that children are able to discriminate between
different sounds. This can be done by using a
number of pictures of words which start with the
target and substitution sounds, and then asking
them to point to the correct one for a spoken
word. If children have difficulties, then they may
need more experiences with listening.

The next stage can involve making the sound
in isolation, for example by making a hissing
noise ‘like a snake’ for the ‘s’ sound. This may also
involve getting children to look in a mirror so
that they can see where their lips, teeth and
tongue should be. This then leads on to the use of
the sound in a whole word. However, if they have
been substituting ‘t’ for ‘s’ then they may still
leave the ‘’ sound in and say ‘stun’ for ‘sun’—
compounding their problem! A technique to
avoid this could involve words where it is possi-
ble to make the ‘s’ sound slightly separately, as in
‘s-poon’.

These techniques are close to the ones in-
volved in phonological sensitivity training and
the use of phonics in early reading. It is therefore
an area where literacy teaching and speech work
should coordinate closely and focus on the same
sounds and words. It is very easy to make things
worse, and if children are not making easy
progress, it is always best to seek expert advice.

Language structures

It seems reasonable to assume that when children
have language problems, remedial approaches
should utilise goals based on the sequence of nor-
mal development. Many programmes therefore
involve developing vocabulary and language
structures in much the same way as happens with
young children. An alternative approach is to use
a more logical sequence based on the developing
of grammatical rules. In practice, the two ap-
proaches are often quite similar, since normal lan-

SPEECH AND LANGUAGE PROBLEMS

guage development involves deriving ways of ex-
pressing meaning through increasingly complex
language structures.

Speech and language development work is
typically done in small groups, where the child
with difficulties can hear models from other chil-
dren and also be part of the overall social con-
text. Much early work to develop vocabulary and
understanding is similar to normal early-years
practice, with the use of interesting props or pic-
tures to stimulate talk and generate conversations.
Tough’s (1977, 1981) approach is a good exam-
ple of this, being based on fostering development
through adult-child dialogues.

More structured assessment and teaching ap-
proaches such as the Living Language programme
by Locke (1985) use a specific target vocabulary
and language structures as a basis for develop-
ment activities. Living Language uses small-group
work with conversations and activities where a
particular language construction can be used. An
example of this type of approach might involve
prepositional contrasts such as ‘on’ versus ‘under’,
with a task where children are told where to look
for a hidden object.

The Derbyshire Language System by Knowles
and Masidlover (1982) is popular in schools. It
uses the level of information in children’s lan-
guage as an initial index for a sequence of reme-
dial approaches. These involve simple activities
which are based largely on play rather than for-
mal teaching. Target language structures are iden-
tified, and in teaching them, the emphasis is on
the use of language to manage people, to obtain
objects and to gain information. Once children
have established comprehension, the roles are
reversed, and they are then encouraged to use
language to control the game themselves.

Evaluating the outcomes of such structured ap-
proaches can be difficult as there are rarely any
effective comparison groups. Also, if children
have an initially severe delay, it is unlikely that
any form of intervention will completely over-
come their difficulties. Bruges (1988), for in-
stance, followed up the progress of 62 ex-pupils
of language units where structured schemes in-
cluding Living Language and the Derbyshire Lan-
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guage System had been used. Compared with
national norms of outcomes for children with
such severe initial difficulties, many but not all of
the pupils did appear to have made significant
progress, with 68 per cent mixing well with their
peers and 60 per cent having literacy attainments
in the normal range. Dockrell and Messer (1999)
review research which shows that children receiv-
ing support made significant progress relative to
other children who did not get help. There was
also evidence that parent-administered interven-
tions were at least as effective as direct clinician-
administered treatment. However, this was not the
case for articulation and phonological disorders,
for which direct therapist treatment was more ef-
fective.

Harris (1984) has criticised the structured
techniques that are often emphasised in language
programmes as lacking the key qualities of nor-
mal, informal language acquisition. In a study of
children in a special school where there was both
formal and non-formal language support, he
found that informal, unstructured activities pro-
duced better language interactions than struc-
tured, one-to-one language teaching sessions. It is
thus important to work with meaningful tasks and
children’s understanding of intent, as well as to
use vocabulary and structure at an appropriate
level. Informal activities should involve adults
becoming closely involved in shared activities
with children, tuning in to their intentions and
needs, and responding so that the child can un-
derstand the adult’s ideas and intentions. Unfortu-
nately, some children are not interested in tasks or
social involvement, and in these cases it may be
appropriate to use a more prescriptive and behav-
ioural approach.

Summary

Language is both an important goal and a founda-
tion for education. The study of language is
mainly based on its structure and meaning, with
the sound system acting as an important basis for
accent and dialect. Syntax and grammar incorpo-
rate rules which determine the structure of lan-
guage, and these are important in establishing the

meaning of what is said. Meaning comes from
processing systems which construct and revise
plausible interpretations from the sequence of
words using their functions and relationships. In-
terpretation also depends on activating systems of
general contextual knowledge and understand-
ing, which can involve the use of known scripts
and schemas. In practical situations we also use
our knowledge of other people’s intentions to in-
terpret what they say.

Language development appears to be natural
and autonomous, and the major structures and
functions are already in place when children start
school. Behaviourist learning theory explains
their learning as the result of a process of condi-
tioning, with parents rewarding imitation. This
explanation is unlikely, however, as children ap-
pear to use rule-based systems from an early age,
and some theories argue that this ability is there-
fore innate. Alternative approaches emphasise
the complex, pattern-seeking abilities of the hu-
man brain coupled with meaningful experiences
in a social context.

The development of the sound system is com-
pleted during the early school years. Throughout
education, language progress is subsequently most
evident in the range and use of verbal concepts.
Progress largely depends on experiencing new
language in meaningful contexts, and important
sources are formal education, conversations, read-
ing and watching television. The majority of the
basic structures of language are present by 4 years
of age, although the more complex forms take a
long time to develop. Establishing these seems to
depend on experiencing language in meaningful
situations and developing and modifying hypoth-
eses about the way in which different forms are
constructed and used.

Language and thought appear to be closely re-
lated, although competence with language struc-
tures is probably an independent ability. Even
though it has been argued that the development
of language depends upon existing cognitive
abilities, it now seems more likely that thought
and language combine at an early age and then
take separate, more specialised forms when chil-
dren become older. This seems to happen within



a context of shared social meanings and shows
that language-based support can facilitate cogni-
tive development.

There is some evidence that language forms
can affect thinking processes. Although it was
once believed that language had a strong deter-
ministic effect, it now seems more likely that it
merely directs attention and ways of thinking. In
doing so it can sometimes limit our ability to
consider alternative approaches and solutions to
problems. Different forms of language are charac-
teristic of certain social and cultural groupings.
The language forms used by some groups can
probably result in a certain impoverishment, al-
though some language forms are more like dia-
lects, which are functional within their own
cultural context but may be less widely under-
stood than standard forms of the language.

It is rarely possible for education to provide the
highly effective, closely monitored and directed
language experiences that are possible in the
home. Language development in school probably
depends on participation in meaningful language-
based curriculum experiences, rather than specific
instruction. Teaching grammar in isolation is un-
likely to be useful unless the emphasis is on its use
to communicate meaning. The learning of a sec-
ond language appears to take place most readily in
situations which emphasise its functional usage. In-
ternal language can be a very effective way of de-
veloping self-regulation of behaviour.

Many children have difficulties with the de-
velopment of speech and language: either a delay,
or, more seriously, some form of deviance. Speech
and language therapists can give expert advice
for children, either in the form of support in the
normal school, or in special schools or units.
There are specific remedial approaches for prob-
lems with articulation and language structures.
These are generally effective, provided that they
emphasise the meaning and practical use of lan-
guage.

Key implications

e Speech and language develop naturally and
informally within meaningful social contexts.

FURTHER READING

Effective learning in school should follow this
process.

e New language concepts should be established
as part of general curriculum studies.

¢ Education should acknowledge and utilise
children’s own forms of speech and language.

e Parts of speech and grammar should be learned
as ways of developing effective communica-
tion rather than as an isolated academic exer-
cise.

e Speech and language difficulties can benefit
from expert assessment, advice and support as
part of situations where communication per-
forms useful functions.

Further reading

Marian Whitehead (1997) Language and Literacy
in the Early Years, 2nd edition. London: Paul
Chapman.
Probably one of the best books available on
the implications of language research for early-
years education. Has a strong technical basis in
modern research findings but uses lots of ex-
amples and is written in an engaging way.

Michael Forrester (1996) Psychology of Language:
A Critical Introduction. London: Sage.
An excellent review of the main theories and
developments in ideas about language. Some-
what technical but definitely readable and
packed with ideas and information.

Trevor Harley (1995) The Psychology of Language:
From Data to Theory. Hove, East Sussex: Psychol-
ogy Press.
An in-depth consideration of research findings
and their interpretation. This book has very
wide coverage and would enable its readers to
follow up any particular ideas or interests.

Julie Dockrell and David Messer (1999) Chil-
dren’s Language and Communication Difficulties.
London: Cassell Education.
Covers the general basis of language difficul-
ties and the current level of explanations in
this area.

213

g 193deyn



214 LANGUAGE

Practical scenario

Mrs Peters is a reception class teacher in a school where
children often come in with very poor language abilities,
scoring low on their baseline assessments. The children’s
home backgrounds are often poor and unstimulating, and
there are probably limited language models from the par-
ents. Although the children improve during their first year,
their inadequate language development still limits their
progress with the general curriculum, and particularly with
literacy. Mrs Peters is therefore wondering what could be
done to accelerate their language abilities, particularly where
doing so would also help with their reading and writing.

What could Mrs Peters do to stimulate her pupils’
speech and language development?

Would it perhaps help to liaise with the parents? How
could this be done?

Should Mrs Peters perhaps concentrate on developing
her pupils’ language abilities and leave literacy teaching
until they have a stronger foundation?

Is there any form of assessment which would help guide
support for these children?
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What is literacy?

Literacy embraces the skills of reading and writ-
ing. A useful definition, by Gibson and Levin
(1975), is that ‘reading is extracting information
from text’ (p. 5). These authors also emphasise
that reading is an active process, self-directed by
the reader for many purposes and in a number of
different ways. An early reader decoding words
from letter sounds is functioning very differently
from a mature reader who is able to use rapid
word recognition and sophisticated prediction
and search strategies. Goodman (1968) describes
reading as essentially a linguistic process of com-
munication, and points out that in reading we are
moving from something that is unknown (marks
on paper) to something that is known (our own
language).

Whriting, however, involves translating lan-
guage into the written form—going from the
known to the unknown. This is essentially a more
difficult process since we have fewer cues from
which to ‘guess’ at the unknown final form. Writ-

ing is a specialised form of communication, and
because of its formalised nature and permanence
it also acts to focus and direct our thinking.

Although literacy skills map on to language in
various ways, in evolutionary terms they have
been part of our culture for only a relatively short
period. Literacy is not therefore something that is
directly part of our biological make-up. Despite
this, most of us certainly have the potential for
reading and writing, as a result of our language
system, our motor and perceptual skills and our
flexible learning abilities.

The relationship between reading and
spelling

Reading and writing are evidently not the same
thing, although they are of course closely related.
Russell (1943), for example, found a concurrent
correlation of 0.88 between word reading and
spelling in 116 7-year-olds. One reason for this
close relationship is that we learn to read and
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write in parallel. There are also underlying abili-
ties such as knowledge of letter sounds and their
combinations, known as phonic skills, which are
important in both reading and spelling. Ellis and
Cataldo (1990), however, found that children’s
spelling ability with regular words predicted
progress with reading, but not vice versa. This is
consistent with the idea that early spellings de-
pend largely on children’s knowledge and use of
letters, whereas reading development can start
partly on the basis of visual cues.

Although progress with reading and progress
with spelling are usually closely related, in Eng-
lish it is usually more difficult to spell a word
than it is to read it. Comparisons of the words
used in standard reading and spelling tests indi-
cate that on average, children can read words
about one year before they can spell them. Chil-
dren may also have specific spelling problems,
and in this case the gap can be much greater. Such
children may have normal or good reading abili-
ties yet underfunction significantly with spelling.
They will often be aware that what they have
written is incorrect since it ‘reads’ wrongly, but
they do not know the correct letter sequence.
Moseley (1989) has shown that although all chil-
dren will tend to avoid words that they are un-
able to spell, children who have spelling
difficulties are much more prone to do so. Their
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avoidance of problem words can rise to an under-
estimate of their ability, particularly in secondary
schools, where written work is the main way in
which attainments are assessed.

Reading development

Children entering school often have some early
reading skills, such as the ability to recognise let-
ters and some basic words. Their ability in this re-
spect is very dependent on the home background
and varies a great deal between children. When
children first start school, it is estimated that on
average they learn to read approximately one
new word a week, and that in the early junior
years their rate of learning progressively increases
to many new words a day (Moseley, 1975).

Vocabulary development

The development of reading vocabulary was in-
vestigated by Williams (1961), who devised a
specific word-reading test based on a random
sample of 100 words from The Concise Oxford Dic-
tionary. Using this to test a range of school-aged
children, as shown in Figure 9.1 he found
that there was a progressive increase in word-read-
ing vocabulary, with a spurt starting from about

Figure 9.1 Growth in reading
vocabulary

Source: Based on data from Williams
(1961)

Age in years



6% years of age and slowing down at about 8
years of age.

Further research by Davies and Williams
(1975) used a standard test of phonic skills over
the period of children’s most rapid reading vo-
cabulary development. They found that whatever
the type of teaching given, the spurt did not oc-
cur unless a basic level of phonic skills was ini-
tially achieved. Harding et al. (1985) also found
that as children progressed with their reading,
their attempts at unknown words were increas-
ingly based on phonic rules, levelling off from
the age of about 7 to 8 years.

Children with a reading age from about 6 1/2
to 8 years therefore seem to be developing gener-
alised ways of using information to work out
words, known as word attack skills. These allow
them to tackle a range of words that they have
never met before. In this way, learning how to
read ‘-ight’ at the end of a word could enable a
child to read the complete family of words such
as ‘fight’, ‘light’, ‘might’, ‘tight’, etc.

When words can be worked out from their let-
ter sounds they are referred to as ‘phonically regu-
lar’. The flattening of the curve after a reading
age of about 8 years probably happens as the
reader comes up against words that are less
phonically regular. Some of these will also be of
low frequency and will not be within the reader’s
spoken vocabulary. An example is the word
‘dough’, which has a readability of just above the
9-year-level and which is both uncommon and
phonically irregular. As discussed later in this
chapter, it seems likely that further progress with
reading after this level will depend on the devel-
opment of general language abilities.

Progress with phonic skills

Reading at the very earliest stages can involve
learning separate words by sight, often from lim-
ited physical features. As their reading vocabu-
lary expands, children then seem to start to use
letter sounds and their combinations to work out
words. At a reading age of about 6 years, children
are able to work out short, phonically regular
words known as ‘consonant-vowel-consonant’

READING DEVELOPMENT

(CVC) words, such as ‘cat’. They are also starting
to identify some of the most common irregular
words such as ‘the’, which can be identified only
by visual recognition or partial phonic cues. Sub-
sequent developments involve progressively
more complex phonic skills such as consonant
blends (‘tr’ as in ‘trip’) and consonant and vowel
digraphs, where letter combinations result in new
sounds such as ‘sh’ as in ‘ship’ and ‘ou’ as in ‘out’.
Children are eventually able to tackle clusters of
letters such as ‘ight’ and combinations of syllables
in complex words such as ‘underneath’, which has
a readability level of just above 8 years.

The English language is not very regular, how-
ever, and Bailey (1967) found that there were
about 200 rules for combining sounds. One exam-
ple of these is the two-vowel rule: ‘the first vowel
says its name, the second is usually silent’, for ex-
ample with the words ‘tie’ and ‘eat’. The diffi-
culty is that such rules do not always work, as in
the word ‘field’. Bailey therefore found that even
if all the 200 rules are applied, only half of all
words can be tackled correctly. Many words have
unique spellings, for which phonic rules would
be misleading, for instance in the word ‘yacht’.
Others can be misleading because they have dif-
ferent letters but sound the same, such as ‘their’
and ‘there’. Such words must be learned individu-
ally, although the letters that make them up are
still a source of possible cues (partial informa-
tion). The more gradual progress which happens
after a reading age of about 8 to 9 years seems to
be due to the progressive establishment of such
words in children’s sight vocabularies, as well as
developments with general language abilities.

The process of reading

The way in which people look at print and how
they identify words can be an important source of
information about what we are doing when we
read and how reading develops in the first place.
Although it has sometimes been assumed that
training up these abilities might improve reading,
they mostly appear to be the outcome of the proc-
ess of reading, happening as we attempt to con-
struct meaning from what we are reading.
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Eye fixations

When a person is reading, the eyes flick from one
point to another in movements known as
saccades, although most of the time is actually
spent between movements, fixating on one part
of a word. Each saccade takes about 10 to 20 mil-
liseconds and each fixation continues for about
250 milliseconds. For good readers with material
at their own reading level, each saccade jumps
over about eight letters or spaces, although a be-
ginning reader may look many times at the differ-
ent parts of each word. Difficulties in interpreting
the meaning of text can lead to regressions, and
Rayner and Sereno (1994) found that about 10 to
15 per cent of all eye movements in reading in-
volve a fixation on earlier text to reprocess some
information there. Occasionally eye movements
will also jump forward, when there is an early
ambiguity which the reader believes will be re-
solved later on. As discussed later, eye movements
can be used as an indicator of the way in which
we process print and are used by researchers to
study the effects of different sentence structures.

The part of the retina which has the greatest
sensitivity is known as the fovea. As shown in Fig-
ure 9.2, in reading, the fovea can normally cover
about seven to ten letters or spaces, which usually
includes the start of the word currently fixated on
plus about four letters to the left and to the right.
The total perceptual span covers about 15 letters
to the right of fixation, which means that about
11 letters to the right will be perceived outside
the fovea, in an area of the retina known as the
parafoveal region (Figure 9.2). This has less accu-
rate perception, which means that information

here can receive only a low level of analysis, such
as one relating to the general shape of letters and
words. Sensitivity in this region appears to de-
velop as children learn to read from left to right.
In languages such as Hebrew that are read from
right to left, the perceptual span is reversed, and
the parafoveal region extends to the left.

Gregory (1970) considers that general percep-
tion is often a ‘top-down’ process, involving the
use of existing knowledge to direct our interpre-
tations and to search for additional information
particularly when we are overloaded with percep-
tual information or when the input is ambiguous.
Although the use of existing knowledge in this
way can result in misperceptions (as in illusions),
it is the only efficient possibility when we have to
come to some decision based on limited informa-
tion. It seems likely that such a process occurs
when people are reading, since they have only
limited perceptual input when reading rapidly.

This postulate is supported by the fact that
words fixated on are not random and appear to be
those with the maximum of information. Com-
mon words such as ‘the’ are rarely fixated on, and
words which are more informative (particularly
those which are longer) are more likely to be fix-
ated on, and for longer periods. Fixations also
tend to be to the centre of words, where they will
cover as much of the word as possible. It seems
likely that fixations are planned on the basis of
the meaning and structure of what has been read
so far, as well as partial information from the right
of the perceptual span, which will normally over-
lap to some extent with what is subsequently fix-
ated on.

Eye movements in reading seem to be the out-

Figure 9.2 Text showing typical successive eye fixations and areas perceived at fixation number 3
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come of the progressive development of search-
ing for information. Although faster readers tend
to make fewer fixations, this is probably because
they have better processing capabilities, and are
generally more knowledgeable about the content
of what they are reading. Schemes which aim to
improve reading by decreasing the number of eye
fixations are therefore unlikely to be effective
and often merely reduce comprehension. In re-
viewing the effects of such training, Gibson and
Levin (1975) concluded that although people
can improve the speed at which they read, they
can do so most effectively by developing the gen-
eral cognitive abilities and strategies on which
reading depends.

Word Identification

Most of the letters in each word fixated on can
normally be seen clearly, and the identification of
individual words appears to happen relatively
rapidly. Rayner et al. (1981) investigated how in-
dividual words are identified by using additional
visual information to mask words and prevent fur-
ther visual processing just after they had been fix-
ated on. If the mask hid the words 50
milliseconds after the start of each eye fixation,
the overall reading rate was reduced only slightly.
Since reading involves both word naming and
meaning, this implies that both processes happen
within this time. The ‘Stroop phenomenon’ de-
scribed on p. 192 shows interference from a
word’s meaning even when people attempt to ig-
nore it, and also supports the idea that word iden-
tification and generating meaning are rapid and
automatic processes.

Since each fixation takes about 250 millisec-
onds, there are therefore about 200 milliseconds
of time left per word, which can be used in other
types of cognitive processing. It is likely that this
is used to analyse and develop the grammatical
structure and meaning of what is being read, in
the same way as happens with speech perception,
as well as to set up the following area for fixation.

The sheer speed at which word identification
occurs also implies that it is probably achieved by
some form of parallel processing, with feature

READING DEVELOPMENT

Figure 9.3 Three-route model of word identification
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Source: Adapted from Buchanan and Besner (1995)

identification of letters and words triggering off
different forms of analysis. This would fit in with
hypothetical models based on connectionist ap-
proaches as described in Chapter 2. Evidence
summarised by Buchanan and Besner (1995),
from individuals with certain types of brain dam-
age which cause reading problems (known as ac-
quired dyslexias), indicates that such processing
can happen through three major routes. As shown
in Figure 9.3, all these routes have in common an
initial visual analysis of letters and a final conver-
sion to speech sounds.

Route

1 The main way in which words are identified
and spoken by mature readers consists in the
recognition that a particular word forms part
of the sight vocabulary (normally numbering
many thousands), leading to the identification
of word meaning and subsequent verbalisa-
tion.

2 The second route initially happens without
the recognition of meaning via a grapheme to
phoneme conversion. Such a conversion can
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handle regular spellings only and cannot
therefore cope with all words. The use of this
by mature readers can be shown by the ability
to read regular non-words such as ‘phleeck’,
which can be read easily even though it has no
meaning. Early readers, or people encounter-
ing unfamiliar words, will also carry out a
phonic analysis. This can then act as an input
to word meaning via the system of dotted lines
and involves generating a spoken form for
identification.

3 Non-semantic whole-word reading can be seen
in children who read out loud fluently but
with limited understanding—sometimes re-
ferred to as ‘barking at print’, when children
read with little intonation and make errors
which show poor comprehension.

Normally when a person reads, the three routes
are available at the same time, although there ap-
pears to be an emphasis on whichever is most ef-
fective for a particular task. Mature reading, for
instance, mainly depends on route 1, but there is
also information available from the sounds of
words. This is shown by the fact that readers will
sometimes be unable to detect errors if a word
sounds the same as the correct one, as in the sen-
tence ‘he saw a little man only for feet high’. In
this, the word ‘for’ sounds the same as ‘four’, and
Daneman and Stainton (1991) found that sub-
jects instructed to proof-read tended not to pick
up such homophonic errors. This is only a weak
effect, however, and the semantic route generally
appears to have priority and to happen more rap-
idly.

Sometimes the meaning of words becomes dis-
connected from the actual spelling, leading to er-
rors such as reading ‘tulip’ instead of ‘crocus’. The
word appears to directly trigger off the meaning
of ‘a flower’ but this is not modified by direct fea-
tures of the word, in order to select the correct
type of flower. When this is a persistent feature for
an individual, it is referred to as surface dyslexia,
but it can happen occasionally with otherwise
normal readers.

The psycholinguistic approach

Reading is of course more than simply the ability
to read separate words. In a similar way to the per-
ception and comprehension of speech described
in Chapter 8, reading must also involve language
processing capabilities—the ability to assemble
grammatical structures and derive meaning from
them. In this sense, reading can therefore be seen
as successive identification of and ‘listening to’
words.

A stronger psycholinguistic perspective argues
that reading involves active and high-level cog-
nitive strategies related to the structure and mean-
ing of language. Goodman (1968) in particular
characterises reading as essentially a
psycholinguistic guessing game, with readers us-
ing whatever cues are available to generate lin-
guistic meaning. These cues can take many forms,
including letter sounds and their combinations in
words. What Goodman feels is more important,
however, is the meaning that is involved in what
is read, including the grammatical structure of
texts. According to this approach, reading is a
process of constructing meaning, using this to
make hypotheses about the text and then testing
them out. This is evident in a child’s errors (see
below on miscue analysis), which can be seen as
attempts to follow a particular hypothesis, rather
than just being ‘wrong’. This is supported by
Murray and Maliphant’s (1982) findings de-
scribed later, which show that word-reading errors
often use a correct part of speech and make over-
all sense.

Goodman (1965) originally argued that such
strategies were what made for good readers, find-
ing that there was a 60 to 80 per cent improve-
ment in reading accuracy when children read
words in context, compared with when they read
them in isolation. Good readers also made greater
improvements by using context than poorer read-
ers were able to. This suggests that context pro-
vides extra-semantic and syntactic cues which
good readers are able to use for word identifica-
tion, and that this ability improves with better
reading.

However, Nicholson and Hill (1985) have



criticised Goodman’s original work on the
grounds that because his subjects first read the
words in isolation, then in the contextual sen-
tences, any improvement might be due just to
practice effects. To test this hypothesis they ran a
more stringent counterbalanced study, with 8-
year-old readers on two levels of text: easy read-
ability (8-year level) and hard readability
(11-year level). Unlike Goodman, they found
that context was not a help in reading unknown
words. On the easy readability text, children were
able to read all the words and did not need con-
text. On the hard readability text, the context was
simply not powerful enough to reveal the exact
words.

Nicholson and Hill concluded that the main
characteristic distinguishing good from poor read-
ers (at this age) is not the ability to utilise con-
text, but the ability to decode words
independently from context. This is supported in
a study by Harding et al. (1985) of the changing
reading strategies and abilities used by children
from 5 to 11 years of age. Over this time, whole-
word reading strategies progressively increased,
with a corresponding decline in the number of
syntactic and semantic miscues made by chil-
dren—the opposite of what Goodman would
have predicted. Share and Stanovich (1995) also
review evidence showing that when poor readers
were given text that they could cope with, their
comprehension abilities became as good as those
of normal readers. When good readers were given
text that was beyond their abilities, they too
would ‘plod’ and were unable to use context to
aid comprehension. Such findings imply that
merely teaching children to guess more may not
be a very effective strategy for improving early
reading.

Normal reading, however, probably involves a
relatively close match between children’s abili-
ties and the difficulty of the text. Such a match
might then increase the effectiveness of semantic
and syntactic information. The children’s ability
to read the harder unknown words in Nicholson
and Hill’s work (such as ‘abdomen’ and ‘radii’)
would not have been helped by the context. For
example, ‘the spider tilted up her " gives
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little information unless you already know a lot
about spiders. It also seems likely that many of
these words were not within the children’s lan-
guage vocabulary at this age. The situation is
probably different for older children (e.g. 9 years
and above), who have wider vocabularies and
well-established phonic analysis skills. In a study
of the type of errors made at different ages,
Murray and Maliphant (1982) found that it was
not until about 9 years of age that children’s errors
showed higher levels of conforming to the gram-
matical and semantic context. When reading the
sentence ‘The man hit a boundary’, older chil-
dren were therefore likely to read ‘The man hit a
baseball’. This shows that they are aware that the
final word should be a noun and that it is some-
thing that is normally hit.

In general, it seems likely that readers will use
whatever strategies and information are most
useful to them at any particular time. When they
are reading at a matched level, most words read
will probably be identified rapidly and the
reader will be constructing a plausible gram-
matical structure and underlying meaning from
this, using successive eye fixations to gather key
information. On the rare occasions when words
cannot be identified, the reader will make logi-
cal ‘guesses’, based on phonic skills as well as
syntactic and semantic information. Sometimes
these will be correct, but much of the time there
will probably be insufficient information avail-
able, leading to errors.

When reading text which has many words at a
harder level than they are able to cope with eas-
ily, readers will be forced to use contextual infor-
mation more. However, it is likely to be difficult
to generate an accurate context without knowing
a high proportion of the key words, and readers
will often need to fall back on their word-decod-
ing phonic skills.

Reading subskills

The underlying cognitive processes involved in
reading must encompass a rather complex integra-
tion of a large number of basic abilities. One
popular approach proposed by Coltheart (1978)
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is that these can be divided into visual perceptual
skills and phonological skills, involving spelling-
to-sound analysis and synthesis.

Visual sequential memory

Since perceptual input involves the identifica-
tion of a sequence of visual symbols, one area of
investigation has been what is known as visual se-
quential memory (VSM). Tests of this ability,
such as the Aston Index (Newton and Thomson,
1976), involve a sequence of symbols which are
shown to a subject and which then have to be
either identified or reproduced from memory. Per-
formances on such tests usually show a significant
positive correlation with present and future gen-
eral literacy skills. Newton and Thomson (1976),
for instance, found a correlation of 0.31 between
children’s VSM at 5 1/2 years and their word-
reading ability two years later. This implies that
VSM could be an important skill in the early de-
velopment of reading, and that it might be useful
to develop it in children who are just beginning
to read. A perceptual training programme devel-
oped by Frostig and Horne (1964) was once very
popular to develop such abilities.
Unfortunately, subsequent research reviewed
by Hammill and Larsen (1978) found that such
training approaches were very specific in their
effects, and that although children can improve
on perceptual tasks, the improvement does not
extend to their reading progress. One likely ex-
planation seems to be that VSM correlates with
reading abilities only because they are both de-
pendent on verbal coding. Hicks (1980), for in-
stance, found that when carrying out VSM tasks,
subjects were actually using verbal labels to help
them to remember. For example, the symbol was
usually labelled ‘star’. Hicks then prevented sub-
jects from carrying out such verbal encoding by
giving them the interfering verbal task of saying
the word ‘the’ repeatedly to themselves. Under
these conditions, there were no differences in
VSM scores between good and poor readers.
Telling all subjects to use verbal labelling also
lifted the VSM performance of poor readers (in-
cluding dyslexics) to that of good readers, indi-

cating that the original differences between
these groups were mainly due to their verbal
coding strategies.

Spelling on the other hand appears to in-
volve more definite visual sequential skills, and
it seems likely that the demands of the VSM task
would be close to what is required in remember-
ing and generating a sequence of written letters.
Giles and Terrell (1997) investigated whether
that was the case with two VSM tasks, one of
which was helped by verbal labels (a series of
pictures of animals), whereas the other was a
relatively abstract sequence of triangles of dif-
ferent shapes to which subjects tended not to
attach verbal labels. They compared the per-
formance of 13-year-old normal spellers and
poor spellers and found that only the sequence
which could be verbally labelled showed any
difference between the two groups. Performance
on the non-verbal visual sequencing task did
not appear to relate to spelling ability at all. If
anything, subjects seemed to be using verbal
cues and techniques to help themselves with dif-
ficult spellings, for instance explicitly sounding
the ‘a’ and ‘ch’ sounds when working out how to
spell ‘yacht’.

Phonological abilities

A knowledge of both spoken and written sounds
and the ability to process them in different ways
appears to be generally important for literacy
progress. As will be discussed later in relation to
language abilities, early sensitivity to the sounds
in words has been shown to be a strong and in-
dependent predictor of subsequent progress with
literacy. Even more importantly, training chil-
dren in these abilities accelerates their subse-
quent literacy development and implies that
such training should be part of early teaching
approaches.

Lonigan et al. (1998) looked at the stability of
various measures of phonological sensitivity in 2-
to 5-year-old children. These included the detec-
tion of rhyme and alliteration, the ability to
combine separate sounds (known as blending)
and the ability to leave a specific sound out of a



word (known as elision). As well as predicting
reading progress, these abilities correlated to-
gether well and became more stable as children
matured. Such findings imply that it is reasonable
to consider such abilities as being characteristic
of individual children, and that they could form
the basis for assessment, for example using the
Phonological Assessment Battery (Frederickson,
1995) described later in this chapter.

Short-term memory constraints

Since it can seem that we hold and analyse what
we read as a form of ‘inner speech’, one popular
theory, mentioned in Chapter 2, proposes that
reading abilities are governed by the limitations
of short-term memory. Short-term memory can be
seen as a form of processing capacity and is
known as ‘working memory’, with definite limits
to how many meaningful ‘chunks’ it can deal with
at any one time. In applying this idea to reading,
Just and Carpenter (1992) found that subjects’
ability to recall the final word in a number of
sentences correlated at about 0.8 with reading
comprehension. This is consistent with the idea
that people’s different working memory capacities
may determine how well they can process infor-
mation during reading.

Measures of working memory from tasks which
do not involve reading or language also show sig-
nificant correlations with reading. Law and Sayer
(1983), for instance, found a correlation of 0.40
between reading ability and digit recall. The lat-
ter is a form of sequential memory task, and in-
volves subjects listening to and repeating back
sequences of digits of increasing length. However,
such correlations vary according to how close the
task is to the actual reading process. Crispin et al.
(1984), for instance, found a correlation of 0.52
when the task involved letters instead of digits,
and Share and Stanovich (1995) found a correla-
tion of above 0.70 with letter sequences which
resembled patterns found in words.

An alternative explanation of these effects is
that they reflect different levels of coding skills or
expertise by individuals rather than any fixed
amount of working memory. According to
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Samuels et al. (1992), good readers have devel-
oped the ability to process basic reading informa-
tion more automatically and efficiently, meaning
that there is more capacity available for higher-
level processes. Since a great part of early reading
skills relates to perceiving and analysing sounds,
it is likely that good readers have simply devel-
oped a more efficient way of encoding the proc-
ess of doing so. They would then exhibit better
performance on working memory tasks, which are
heavily reliant on the way in which information
is represented. This idea is supported in a study by
Ellis (1990) which demonstrated that early read-
ing experience developed auditory short-term
memory, rather than the other way round. It there-
fore seems unlikely that the developing of short-
term memory skills would by itself have any
effect on reading abilities, although improving
phonological expertise would probably improve
both early reading and short-term memory per-
formance.

When memory tasks involve skills which are
close to those involved in reading, they can show
very close relationships with reading perform-
ance. Crispin et al. (1984) found that combining
the scores for knowledge of letter names and the
memory for sequences of letters accounted for 70
per cent of the variance in early reading in 6-to 9-
year-olds. This is a large effect and is consistent
with the idea that knowledge and use of written
letter sounds and names are very important
subskills in early reading. Direct teaching of the
links between speech sounds and letter sounds
and their combinations in words is of course very
common. As discussed below, there is consider-
able research evidence that this helps children’s
reading progress, and that it is a relatively natural
strategy for children to develop.

In general, then, some subskills can be impor-
tant in the process of reading and training chil-
dren in them can help with their progress, so long
as this relates closely to the normal process of
reading acquisition. From the evidence available,
the best way to proceed is to use speech sounds
and link these with a knowledge of letters and
their combinations. Other subskills such as the
ability to perform separate memory tasks, eye
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fixations, or even some comprehension skills are
probably themselves dependent on reading de-
velopment, and attempts to develop these are
unlikely to be productive.

Teaching reading

Broadly speaking, there are two major approaches
to the teaching of reading, which can be charac-
terised respectively as ‘skills leading to reading’
and ‘reading leading to skills’. These perspectives
can often become relatively polarised, and argu-
ments between the respective proponents have
sometimes been referred to as the ‘reading wars’.

The phonics approach

The first of these is the more traditional perspec-
tive, one which sees reading as a ‘bottom-up’
process and emphasises that the basis of reading
involves decoding from letter sounds. According
to this, children should first be taught their alpha-
bet and how to say the sounds for separate letters.
An example of this in common use is the
‘Letterland’ teaching system (Wendon, 1980),
which links letter shapes with pictures that start
with the appropriate sounds. For example, the let-
ter ‘d’ is made into the shape of a duck, with a
round body on the left and a neck on the right.

This knowledge of letters can then be used to
work out simple, regular words which emphasise
the use of common, regular patterns such as ‘cat’,
‘rat’, ‘mat’, ‘fat’, etc. Early reading texts can also
be based on such regular words, with the emphasis
being on encouraging children to work out un-
known words by sounding out all the letters.
Children are then taught progressively more com-
plex phonic rules to enable them to tackle a
wider range of words.

A more sophisticated approach depends upon
learning all the written representations for the 40-
plus phonemes (spoken sounds). This means that
as well as single letter sounds, children learn the
consonant and vowel digraphs such as ‘th’ and ‘ai’
(as in rain). Many of the vowel digraphs have a
number of different written forms for the same
sound, and the ‘ai’ sound can also exist as ‘rake’,

‘day’, ‘great’, ‘weigh’ and ‘they’. Learning all these
would be quite an initial load for children, and
phonemic programmes based on this approach
such as ‘Reading Reflex’ (McGuinness and
McGuinness, 1998) and ‘Jolly Phonics’ (Lloyd,
1998) build up their use over time.

Phonics must itself depend on children’s pho-
nological abilities. Although phonics teaching
has traditionally assumed that children have the
necessary ability to perceive and use speech
sounds, there is now considerable evidence (dis-
cussed later in this chapter) that some children
have difficulties in this area. Training for these
abilities, particularly when it forms part of the ap-
proaches discussed above, provides a stronger
foundation for early literacy development and
enhances progress.

Analytic versus synthetic phonics

A distinction can be made between techniques
which initially develop an awareness of sounds
within words, known as ‘analytic phonics’, and
those which attempt to teach sounds in isolation
and then to build them up into words, known as
‘synthetic phonics’. Analytic phonics is incorpo-
rated within England’s National Literacy Strategy
(NLS) and is arguably a more natural approach,
using contrasts between whole words based on
differences between them known as onset and
rimes (see Chapter 8). Teaching onset involves
giving children sets of words such as ‘bat’, ‘bin’,
‘bun’ and encouraging them to link the first
sound with the letter. This approach is based on
the belief that children learn by using analo-
gies—comparing words and using patterns which
they have already learned. According to this, if
children have learned the words ‘pin’ and ‘tin’,
they should then be able to extend their knowl-
edge of the rime to a new word such as ‘bin’.
Proponents of synthetic phonics believe that it
is more effective to base learning on the 40-plus
phonemes. Although it may seem that this is a lot
for children to learn, it can be argued that the de-
mands are less than the analytic approach of the
NLS, which requires knowledge of many initial
and final consonant clusters as well as a large



number of separate rimes. Once the phonemes
have been learned, they can then be used in a
conventional way to build up initially simple
words, progressing on to different forms for the
same sounds and more complex and less regular
combinations.

One programme devised by Solity et al. (1999)
was based on the synthetic approach and used
during the first two years of schooling. This found
a significant advantage of six months when com-
pared with a matched group of children who had
been taught using the NLS. One reservation is
that their better progress may have been at least
partly the result of using a number of short learn-
ing sessions each day. However, an investigation
by Watson and Johnston (1999) also found that a
programme based on the synthetic approach using
‘Jolly Phonics’ for one session each day was highly
effective. After one year of using this, pupils were
12 months ahead of other children with their
reading and 14 months ahead with their spelling.

It may be, however, that the differences be-
tween the suitability of the two approaches comes
down to a question of timing. Although early
progress may be accelerated by the limited and
more predictable synthetic approach, later
progress with less regular patterns of letter combi-
nations will probably benefit from the compari-
sons and generalisations which come from the
analytic approach. It may be unwise to use either
technique exclusively, and best to start from an
emphasis on the synthetic approach and then in-
corporate analytic techniques once children are
able to manage regular phonics.

Critics of the phonics approach often attack it
on the basis of its artificiality, arguing that read-
ing should be the process of deriving meaning
from the written word, and that phonics only pro-
duces children who ‘bark at print’ but who are
not able to use what they read. It is also argued
that phonics cannot work, since isolated letter
sounds are very different from sounds in words.
For example, the letters ‘c’, ‘a’ and ‘t’ are in fact
sounded as ‘kuh’, ‘ah’ and ‘ter’ in isolation;
putting them together does not result in the sound
of the word ‘cat’. As noted earlier, phonic rules
are also often ineffective, with 200 known rules
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being far too many for children to learn easily,
and even these apply only to about half of all
words.

Real reading books

The alternative approach, based on seeing read-
ing as essentially a linguistic process, is derived
largely from the ideas of Goodman (1968) de-
scribed earlier. According to this, reading should
be acquired (not taught), just as language is. Smith
(1973) in particular has argued that children
should experience literacy only in meaningful
contexts and that learning the finer structure of
reading (letters and words) will follow from this.
Any early attempt to focus on letter sounds or a
limited reading vocabulary is believed to get in
the way of the normal process. From the start, it is
argued, this should involve immersion in real
reading books with a complete text, governed
mainly by the child’s interests and without undue
concern for the vocabulary or the difficulty of the
words.

The evidence for the effectiveness of this ap-
proach has already been discussed and indicates
that there is doubt about the power of context in
enabling early readers to work out unknown
words. There is, however, evidence that more flu-
ent readers do use language structure and content
to guide the search for meaning.

These two seemingly irreconcilable perspectives
represent the opposite ends of a continuum, and
in reality are rarely implemented by themselves.
The most popular intermediate position involves
an emphasis upon learning separate whole words,
for example in the ‘Breakthrough’ approach
(Mackay et al., 1970). This particular scheme ini-
tially uses flashcards based on a child’s own spo-
ken language. The cards are used by children to
assemble sentences as a basis for early writing. An
early sight vocabulary can also be developed
through structured reading programmes such as
‘Reading 360’ (1978). These schemes typically
start off with a very limited set of words, which
can involve separate flashcard learning or re-
peated reading from the book. Successive books
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gradually extend the range of words, using pro-
gressively more difficult ones. Such schemes are
very popular with schools and are meant to en-
sure that children are always able to cope success-
fully with reading tasks. Children still develop
phonic skills with this approach, and Davies and
Williams (1975) found that they do so whatever
the teaching approach used. Share and Stanovich
(1995) also emphasise that a great deal of chil-
dren’s development in reading is self-taught and is
based on the naturally occurring patterns of let-
ter-sound correspondences in words. Although
such approaches allow children to develop their
own strategies, critics such as Smith (1973) still
argue that reading schemes are artificial and
stilted, damaging children’s natural interests and
involvement in early reading.

Integrating approaches

Most recent analyses attempt to integrate the two
approaches into a single practical perspective.
Bryant (1994), for instance, points out that the
two kinds of linguistic knowledge—awareness of
phonological segments, and sensitivity to seman-
tic and syntactic constraints—can both be used. In
a longitudinal research study of beginning readers
lasting 18 months, early phonological ability was
a significant predictor of subsequent letter-sound
learning. In parallel with this, early semantic and
syntactic ability predicted the subsequent ability
to use context to decipher words. Each of these
effects was also independent of the other, indicat-
ing that it can be productive in literacy teaching
to develop both these abilities.

At the earliest stages of reading, it may be par-
ticularly useful to emphasise phonic abilities.
Blatchford et al. (1987), for instance, looked at
children’s early knowledge of letter sounds and
language abilities and found that pre-school let-
ter-sound knowledge was the strongest single
predictor of reading (with a correlation of 0.61)
two years later. Taken with the general research
findings on the nature of subskills (see earlier in
this chapter), this does seem to indicate that in
the first years of schooling it may be important
to ensure that children do at least have a foun-

dation of letter-sound knowledge, and that chil-
dren’s phonological abilities may need to be
developed to enhance their letter-sound knowl-
edge. The ‘Sound Linkage’ approach by Hatcher
(1994) links phonological training and phonics
with an integrated approach to early reading. A
study of the effectiveness of this by Hatcher et al.
(1994) found that over a 20-week teaching pe-
riod, 7 1/2-year-old poor readers made one year’s
progress with their ability to read words in con-
text. According to a report by HMI (1991), most
teachers at that time used a fairly eclectic ap-
proach based upon a combination of early phon-
ics, structured reading schemes and individual
extension reading when appropriate. These ap-
proaches have been consolidated and standard-
ised by the national literacy strategy, which also
directs their implementation with a daily pro-
gramme that is largely based on whole-class
teaching.

Literacy tests

Use of tests

Testing can be a useful way for a teacher to gain
additional information about pupils, either to
check on overall levels of achievement
(summative assessments) or to gain specific in-
formation about children’s progress to help with
future teaching (formative assessments). A re-
view of the use of reading tests by Pumfrey
(1979) showed that the most commonly used
tests in the primary school were ‘normative’
ones, mostly used as a rapid test of an individu-
al’s overall level. These would have only lim-
ited value in the planning of future teaching
since they do not give any diagnostic informa-
tion. At one time, the simplest (and most popu-
lar) tests used for reading and spelling were the
Schonell Graded Word Reading Test (Schonell,
1955) and the Graded Word Spelling Test
(Vernon, 1977). These both involve a list of
words of graded difficulty; with the Schonell test
the child reads the words individually to the
teacher, and with the Vernon’s test the child
writes down the words from the teacher’s dicta-



tion. The spelling test can be done individually
or with a group. The Schonell test covers the
range from 6 to 12 1/2 years; the Vernon’s covers
the range from 5 years 7 months up to 15 years
10 months. Both these tests have the virtue of
simplicity, which has probably accounted for
much of their popularity. As the Schonell test is
now somewhat old, the best equivalent with a
more modern vocabulary and standardisation
might now be the Macmillan Graded Word
Reading Test (1986). Another popular and
rapid assessment of the accuracy of reading
words, but this time using complete sentences, is
the Salford Sentence Reading Test (Bookbinder,
1976).

Such tests can be useful to gain a rapid overall
assessment of pupils’ reading or spelling, to make
sure, for instance, that they can cope with the de-
mands of the normal range of school work. They
are typically used on transfer to secondary school-
ing and the most common are normative group
tests such as the NFER-Nelson Group Reading
Test II (Cornwall and France, 1997). This takes
about 30 minutes and covers the age range from
6 years to nearly 15 years. The subtests involve
sentence completion and context comprehension
tasks, and incorporate skills relevant to general
school work at this level.

Individual and group tests

There are many different reading and spelling
tests available and the particular one used will
depend on the type of information needed and
the circumstances in which it is used. However,
individual tests are usually more reliable and of-
ten give diagnostic information. For example, on
the Neale (1989) test, individual children read
passages of graded difficulty, and the teacher can
note the different types of errors that they make.
Group tests for primary-aged children such as the
Young’s (1968) usually involve selecting the cor-
rect word to match with pictures and to complete
sentences. Although children are less closely su-
pervised, the Young’s test does have reasonable
reliability and allows the teacher to test many
pupils at the same time. Such tests can therefore
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be very useful as a means of screening numbers of
children for reading difficulties.

Most normative reading tests give relative in-
formation about children’s levels of ability, such
as a reading age. This may appear to be a simplis-
tic way of summarising children’s progress but it
can be useful as a general indication of the type
of skills that a child has developed. For instance,
if children have a reading age above 9 years, then
they almost certainly have a substantial range of
word attack skills. Subsequent teaching should
probably emphasise comprehension and the use
of reading in general curriculum studies.

Criterion-referenced testing

Criterion-referenced testing is usually less formal
and based upon a teacher’s own understanding of
the learning process. This can involve a sequence
of key assessment tasks and criteria for judging
whether a pupil has achieved them. For early
reading, the tests might cover phonological abili-
ties, letter sound/name knowledge, phonic skills
and reading vocabulary from a set of high-fre-
quency words. These can be easily monitored and
linked directly with specific phonic teaching ap-
proaches, a large number of which have been re-
viewed and summarised by Hinson and Smith

(1993).

Diagnostic testing

Diagnostic testing is a type of formative assess-
ment, and its main purpose is to analyse a child’s
pattern of abilities and to guide future teaching
support. Some diagnostic reading tests aim to pin-
point specific key abilities or skills which are
weak, implying that subsequent teaching should
be aimed at these areas to help to develop read-
ing attainments. The Aston Index (Newton and
Thomson, 1976) is a typical example of this ap-
proach and identifies six attainments including
attainments in language vocabulary, reading and
spelling. Six performance items can be related to
these, including visual and auditory sequential
memory, sound blending and sound discrimina-
tion. However, as discussed earlier, teaching these
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subskills in isolation is unlikely to be productive,
although phonological abilities can be important
to early readers.

A more recent diagnostic assessment is the
PhaB (Phonological Assessment Battery—
Frederickson, 1995), which evaluates children’s
sensitivity to sounds in words. This covers abili-
ties such as the detection of alliteration and
rhyme, speed of naming digits and pictures, the
ability to generate spoonerisms, and a test of se-
mantic fluency. The strongest single correlate of
reading ability (with a value of 0.85) is the
‘spoonerism’ test, which involves replacing one
sound in a word with another. For instance, a
child could be asked to replace the ‘I’ sound in
‘lip” with a ‘p’ sound, to make a new word. It
seems likely that this test involves a number of
phonological abilities, such as analysis and syn-
thesis, and encoding in working memory, that
are important in early reading. As discussed ear-
lier, this approach has the advantage that it
identifies skills that are relatively stable and
characteristic of individual children, and which
have been shown to improve reading when they
are taught.

Choosing the appropriate test

The nature of a test depends to a great extent on
what one believes that the reading or writing/
spelling process is all about. As this changes at
different levels of skill, the abilities looked at
should also vary accordingly. As reading progress
at the early stages is closely linked with establish-
ing and using letter sounds, an appropriate test
would give pupils tasks which are based upon
these abilities. The Word Recognition and
Phonic Skills Test, by Carver and Moseley
(1994), does so by giving pupils the task of se-
lecting among words according to sounds and
their combinations, as read out by the teacher.
The test has a relatively early ‘floor’ of 5 years
and discriminates well between children at the
initial stages of reading development.

With intermediate skill development at the
top infant and junior level, progress depends on
more complex phonic abilities. These include

regular and irregular blends and digraphs as well
as polysyllabic and low-frequency words with
unique spellings. Most tests at this level also in-
corporate words in meaningful contexts and in-
volve tasks such as selecting between a set of
words to complete a sentence. These skills are
covered by a wide range of available tests which
can be used with groups of children in school.
Popular examples of these are the Young’s (1968),
the Primary Reading Test (France, 1979) and the
Macmillan Group Reading Test (revised, Corn-
wall and France, 1997a).

At higher levels of reading, it may be more ap-
propriate to use tests which are mainly based on
comprehension such as the higher levels of the
NFER-Nelson Group Reading Test II (Cornwall
and France, 1997b). Another type of assessment
which can cover a broad range of attainments is
the Informal Reading Inventory approach de-
fined by Johnson and Kress (1964). This is a way
of assessing children’s errors using graded passages
of real reading material. Based on ‘miscue analy-
sis’, this looks for children’s errors associated with
the grammatical, the graphophonic (sound-sym-
bol) and the semantic systems. Children can also
be placed at different reading levels in terms of
their reading accuracy. The independent level
means getting 99 per cent or more words correct;
the instructional level means getting 91-98 per
cent correct; and the frustration level involves
getting 90 per cent or less correct. This type of
assessment therefore has direct implications for
the level and type of reading material that chil-
dren should be working on.

Readability assessment

The reading difficulty of texts can vary a great
deal. In order for children to read independently,
or to need only a low level of support, a text
should be closely matched with their abilities—
typically so that they can get about 95 per cent of
the words correct in order to be at the instruc-
tional level. A measure of the level of difficulty
of text can help the teacher to select or to check
reading material so that it is in the right range for

pupils.



Figure 9.4 The basis of readability

ASPECTS OF WORDS

Whether a word is high or low frequency.
For example, although it is irregular, ‘the’
is one of the easiest words to read as it is
very common.

The phonic regularity of words.

The simplest are short and regular, such
as ‘hit’. The hardest are polysyllabic and

irregular, such as ‘although’.

READABILITY ASSESSMENT

SENTENCE STRUCTURE

Complex structures make it hard to follow
the meaning and to predict other parts.
For example, sentences with an embedded
clause such as ‘The boy, who stole the

book, ran down the road’.

The trickiest ones also involve passive
verbs and negatives, for example: ‘The
boy, who wasn’t bitten by the dog, had no
need to avoid the kennel’.

e

READABILITY

e

PHYSICAL PROPERTIES

General layout (breaking text up makes it
easier to read), size of print, type of font
(serif is best for blocks of text), the
contrast with background and levels of
ilumination.

A reader’s ability to manage text is affected by
a number of measures. As shown in Figure 9.4,
these include structural aspects such as sentence
structure and the familiarity and complexity of
words, as well as the physical properties of the
text and how easy it is to understand the concepts
involved.

Readability measures are usually based on
equations which take into account the complex-
ity of words and of sentence structures. They do
so by using parameters such as the average
number of syllables, the number of common
words in a sentence, or the average sentence
length.

One of the more reliable of such measures is
the Dale-Chall index (1948), which is based on
average sentence length and the percentage of
words outside a high-frequency list of 3,000
words. This has been shown to correlate at about
0.7 with the average judgements of reading diffi-
culty by groups of teachers and pupils.

However, it can be difficult to calculate such
measures without the use of a computer program

V\

MEANING OF TEXT FOR THE READER

Reading is easier if readers know about, or are
interested in what they are reading. This often
means that they are more able to use context to
infer unknown words, as well as being more
familiar with the written vocabulary that is

used.

and the keying in of large amounts of text. The
Fry Readability Index (Fry, 1977) shown in Fig-
ure 9.5 overcomes this by using word and sylla-
ble counts which are then used to read off an
approximate reading level. As well as being easy
to apply, the Fry index also covers the range of
primary and secondary education and is one of
the most popular of all such measures, with a
study by Fry (1968) finding a correlation of 0.93
with reading comprehension. It is used as fol-
lows:

e Randomly select three 100-word passages from
a book or an article.

e Plot the average number of syllables and the
average number of sentences per 100 words
on the graph to determine the readability
level of the material. Choose more passages
per book if great variability is observed and
conclude that the book has uneven readabil-
ity

e Few passages will fall into the grey areas, but
when they do, readability scores are invalid.
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Figure 9.5 Fry’s readability graph
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Such measures have been heavily criticised by
writers such as Goodman (1986) for their lack of
consistency—limited agreement between differ-
ent indices. It is also argued that they oversim-
plify the reading process because they fail to take
account of the meaning of a text for the reader.
Kintsch and Vipond (1979), for instance, found
that one of the best predictors of readability was
how often readers needed to search their long-
term memory to enable them to make sense of
what they were reading. It is also argued that read-
ability indices encourage writing that simply in-
volves short words and short sentences, and that
such text can be stilted and actually more diffi-
cult to read.

An alternative approach, which directly links
the difficulty of a text with potential readers, is
the cloze procedure. Described by Rye (1982),
this involves testing to see how well children can
read text that has every fifth word deleted. As
shown in Figure 9.6, the percentage of the missing
words that the child is able to generate is then
used to indicate the ease of reading and compre-
hension of the complete text.

Unfortunately, this approach is time-consum-
ing and depends upon having access to the stu-
dents you wish to match the text with. In a study
which applied the simpler Fry and the Dale-Chall
indices to 10 English textbooks, Fusaro (1988)
found that they gave similar results to each other
and accurate grade levels. Applying the Fry index
to books from current popular schemes such as
the Oxford Reading Tree also generally gives



Figure 9.6 Cloze and Readability
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readability measures that are very close to the age
levels at which they are aimed.

Although they may perhaps be only approxi-
mate measures, readabilities can be used to grade
books in a library to guide ‘free readers’. Without
this check it is possible for children to choose
books which are a poor match for their reading
ability, or even for the overall level of books to
be quite inappropriate. Hill (1981), for instance,
found that most of the books in one particular
primary school library had a readability level
above 11 years, although the majority of the
school’s population had reading ages between 8
and 11 years. A book’s readability level can also
be used by teachers as a first indicator in placing
a child on a reading scheme, provided that they
already know the child’s reading age.

A further use of readability is to check on the
suitability of school textbooks. A study by
Chiang-Soong and Yager (1993) used the Fry
readability index on the 12 science textbooks
that were most commonly used in schools. The
findings from this study were typical, in that four
of the books were found to be too difficult for
their intended audience, which indicated that
many children would have problems using them.

The difficulty of examination questions can
also vary with readability. An investigation by
Klare (1975) found that pupils could give a
greater number of correct answers for a passage
written in an easy style than if the style was more
difficult to read (the subject content being kept
the same). When preparing worksheets, teachers
might therefore want to keep the readability level
as low as possible. As previously mentioned, there
are dangers in simply writing short sentences and
using short words. A good technique is to think
about your intended audience while writing.

When you have finished, a readability measure
can check whether the level that you have
achieved is approximately right.

Problems with literacy

Various things can go wrong with the process of de-
veloping reading and writing skills. The most com-
mon result of any problem is a reading delay,
although some children can have particular weak-
nesses. By definition, half of all children have lit-
eracy skills below the average for their age, and it
is rather arbitrary where one chooses a cut-off point
to decide that a problem exists. However, substan-
tial numbers of children do have levels of literacy
which prevent them from being able to benefit
from the normal range of school work or from gen-
eral literacy within society.

Language problems

As discussed later in this chapter, early language
problems can be a significant factor in early read-
ing progress. In particular, difficulties with a child’s
spoken sound system can delay his or her progress
with phonic analysis and synthesis. Difficulties
with language structure, meaning and a limited
spoken vocabulary can also limit progress, particu-
larly as reading develops above the 8-year level.
Such problems may come from a restricted home
environment or be related to underlying medical
problems. Webster (1985), for instance, reports
that otitis media, or ‘glue ear’, is present in as many
as one-third of all children in early schooling. This
has the effect of preventing children from discrimi-
nating sounds adequately, and there is a high asso-
ciation of subsequent reading difficulties with such
conductive hearing losses.

231

6 4193deyn



232 LITERACY

Behavioural problems

Children’s behaviour (particularly poor concen-
tration and attention) has also been shown to
have an effect on their early academic progress.
McGee et al. (1986), for instance, carried out a
longitudinal study on 925 children from the ages
of 5 to 11. At school entry, those children with
behaviour problems were significantly more
likely to have subsequent reading difficulties.
These behaviour problems also increased as the
children became older, presumably at least partly
because the existence of reading problems then
meant that they had difficulties coping with the
demands of normal schooling. Lawrence (1971),
moreover, has shown that continued failure with
reading leads to a loss of self-esteem and that
many children decrease their effort with reading
tasks. Whitehead (1977), for instance, found that
36 per cent of children of 14 and over read no
books at all by choice.

Parental involvement

Parental involvement can also be a major factor
in children’s reading progress. A study by Elliott
and Hewison (1994) of different socio-economic
groups indicated that children made most
progress when there was a parental helping style
which emphasised comprehension and interest
with reading practice. Children with the lowest
achievements tended to come from lower-class
homes where there were few books and where lit-
tle emphasis was given to the development of
literacy.

Helping children with delayed reading

Most approaches to helping with reading prob-
lems tend to focus upon developing those early
skills which are missing. A great deal of research
shows that failing readers tend to lack phonic
abilities, and many remedial techniques such as
the ‘Alpha to Omega’ approach by Hornsby and
Shear (1974) are largely based on structured
phonic teaching. Chapter 12 will describe the
need to deliver such help in a regular and inten-

sive way, with close matching of levels to the
child’s attainments.

In England, normal progress with reading is
now largely based on class and group activities
as part of the National Literacy Strategy. Unfor-
tunately, children with difficulties may find that
their achievements are no longer close to the
work being done by the rest of the class. Direct
involvement by the teacher is often limited, and
Plewis and Veltman (1996) found that the aver-
age time infant children spent reading to their
teachers at the time of their survey was only
eight minutes a week. When there are problems,
it is therefore important to set up a more inten-
sive and structured approach which can involve
general goals for the medium term, and from this
more specific graded targets that can be
achieved in the short term. For children with
special needs at stage 2 or above, this can also be
part of an Individual Education Plan (to be de-
scribed in Chapter 12). One technique which
incorporates this approach is the ‘Data Pac’ pro-
gramme (Ackerman et al., 1983), based on the
principles of precision teaching. This breaks
down overall goals, such as progress through a
reading scheme, into manageable targets with
key sets of words to be learned each week. The
programme sets successive specific targets of ac-
curacy and fluency, aimed at achieving mastery
learning before children progress further. A spe-
cific daily target could, for instance, be for chil-
dren to learn a set of six words so that they can
identify a random set of 30 of these in one
minute, with only two errors.

This technique has been shown to be highly
successful, and depends upon the tight structuring
and monitoring which are part of the programme.
Hui (1991), for instance, looked at the effective-
ness of the Data Pac programme with a range of
children with early literacy problems. Over a pe-
riod of 11 weeks, the group more than doubled
their reading scores, with children who had spe-
cific learning difficulties (‘dyslexia’) making the
greatest progress. However, the programme can be
difficult for teachers to apply by themselves and
works best when set up and monitored by a sepa-
rate support teacher.



The importance of the home has been tackled
by various paired teaching approaches which
give parents a particular role in helping their
children. A major review of 155 such projects by
Topping and Whiteley (1990) showed that these
can be highly effective, with an average gain in
reading comprehension of 9.23 months over an
average tuition period of just 8.6 weeks.

Although Lawrence (1971) has shown that
older children’s disaffection with the reading
process can be successfully tackled by counsel-
ling, it seems more effective to try to prevent
early reading difficulties developing and be-
coming consolidated. Unfortunately, most at-
tempts to predict reading failure have only
limited accuracy and it is relatively inefficient
to base additional support on these. The best ap-
proach is probably to regularly review children’s
progress early in their school life, and then to
apply intensive, short-term remedial techniques
when necessary. This type of approach is used by
the ‘Reading Recovery’ programme, developed
by Clay (1985). This involves intensive daily
30-minute remedial sessions for 12 to 20 weeks
for children who are making only limited
progress with reading after their first year in
school.

An evaluation of this programme in Britain by
Wright (1992) found that it was highly effective,
with 96.4 per cent of children reaching average
levels of attainments in literacy after a mean of
16.8 weeks of teaching. Long-term follow-up
three years later when the children were 9 years
old showed that they maintained these gains and
continued to perform as well as their own age
group. Unfortunately, the training and intensive
teaching are relatively expensive, and most
schools are unable to make this sort of invest-
ment. Other forms of intensive teaching can be
integrated with early academic work and are
more realistic in terms of resources. The Early
Reading Research project described by Solity et
al. (1999) can be implemented by teachers as part
of the normal teaching day and appears to have a
strong preventive role. Fewer than 1 per cent of
the children who were given this support were
subsequently considered to have literacy difficul-
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ties, compared with just over 20 per cent of chil-
dren in a comparison group.

Dyslexia

Dyslexia is a particular category of reading diffi-
culty which has been used to refer to pupils with
otherwise normal general cognitive abilities (usu-
ally assessed by means of an intelligence test).
Another term for it, which is used more or less in-
terchangeably, is specific learning disability
(SpLD), although this can refer to any particular
learning problem. Dyslexia is regarded by some as
being different from the normal type of reading
difficulty, in which children’s general cognitive
abilities are also delayed.

The meaning of dyslexia

The term ‘dyslexia’ is derived in a similar way to
medical terminology from the two terms ‘dys’,
meaning ‘problems with’, and ‘lexia’, meaning
‘words’. The implication has often been that there
is some form of medical problem underlying the
ability to perceive and make sense of written in-
formation. In particular, the classic ‘dyslexic’ dif-
ficulty of reversing or confusing letters or the
order of letters in words has often been linked to
a basic difficulty with directionality such as dis-
tinguishing left from right, or so-called ‘cross-lat-
erality’, where right-handed students may have a
dominant left eye. Some investigations have
shown moderate correlations of directionality dif-
ficulty with literacy problems, but general popu-
lation studies such as that by Rutter and Yule
(1975) have shown that difficulty with
directionality is not more common among
dyslexics and is in fact a characteristic of all poor
readers.

Specific reading problems that happen as chil-
dren get older are often termed developmental dys-
lexia, to distinguish the condition from acquired
dyslexia, which can happen to previously literate
people following brain injury. Acquired dyslexia
can show a number of different forms, with ‘pho-
nological’ dyslexia affecting letter-sound conver-
sion, ‘surface’ dyslexia affecting whole-word
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recognition, and ‘deep’ dyslexia affecting reading
for meaning. It has been suggested that develop-
mental dyslexia might be subdivided in the same
way, implying that there may be a similar under-
lying physical basis. Ellis et al. (1996) found that
a dyslexic group of children did show similar dif-
ferences, with phonological and surface patterns
being apparent. However, both normal readers
and generally delayed readers showed the same
types of differences, which does not support a
separate classification of dyslexia based on these.

Possible medical causation

Some findings have seemed to support the belief
that reading problems can be due to some form of
underlying brain damage or dysfunction. For in-
stance, Galaburda (1991) found atypical asym-
metry in the planum temporale (in Wernicke’s
area) in individuals with dyslexia. This area ap-
pears to be directly associated with phonological
coding deficits which may underlie reading prob-
lems. More recently, attention has also focused on
the magnocellular pathway, which is involved in
attentional processes, and Best and Demb (1999)
found a separate deficit in this for a group of
young adults with reading difficulties.

The main difficulty with such findings is that
any neurological differences could still be an ef-
fect rather than a cause. Skilled readers have had
massive amounts of rehearsal in visual selection
and phonological processing, and it is quite
likely that this would have a direct effect on the
development of specific brain areas. Also, these
studies fail to distinguish between high-IQQ and
low-1Q pupils, and a review by Whittaker (1992)
concluded that such neurological problems are
just as common in children who are generally
poor readers as they are in children with a read-
ing-1Q discrepancy. There does not therefore ap-
pear to be any convincing medical basis for
distinguishing a separate dyslexic reading group,
and the British Medical Association (1980) has
itself concluded that ‘dyslexia is not a medical
problem’. There may of course still be some neu-
rological abnormalities which cause difficulties
with reading for pupils at all levels of cognitive

ability. Stronger evidence for this could come
from studies which involved early identification
and long-term follow-up.

Dyslexia as a separate distribution

Since dyslexia has usually been defined by
underfunctioning with reading compared with in-
telligence test performance, there have been at-
tempts to separate out a particular part of the
normal range in some way. Yule et al. (1974), for
instance, appeared to have found a particular
‘hump’ at one extreme of the ability-achievement
distribution which would correspond to this cat-
egory. However, as shown in Figure 9.7, a subse-
quent study by Rodgers (1983) of 8,836
10-year-olds failed to confirm this, indicating
that the original findings by Yule may have been
produced by range limitations in the tests used.

Figure 9.7 Distributions of under- and overachieve-
ment with reading

Actual distribution
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Source: Rodgers (1983), based on differences between
scores on the Edinburgh Reading Test and a shortened
form of the British Ability Scales. Deviations to the left
one when reading skill is below general ability (‘dys-
lexia”); deviations to the right are when reading skill is
above general ability



The distribution is quite symmetrical, with no
separate ‘hump’ which could be a separate dys-
lexic subgroup. It also appears to be relatively
wide, which indicates there is only a weak gen-
eral relationship between intelligence and read-
ing ability.

There is also, incidentally, a condition
known as ‘hyperlexia’, when children’s reading
attainments outstrip their verbal abilities. This
can be the outcome of specific problems with
language and comprehension disorders such as
autism (when reading attainments are sometimes
normal but language is retarded), but can also
happen when children have very high levels of
reading ability. Pennington et al. (1987), for in-
stance, describe one boy aged 2 years 11 months
who had a word-reading age of 9 years 3 months.
He was advanced in underlying phonic skills
and could also decode both regular and irregular
words at the same level. Such cases indicate that
word attack skills can develop in a relatively in-
dependent way, although reading for compre-
hension depends on verbal understanding at the
appropriate level, and hyperlexic children usu-
ally cannot answer questions on the more diffi-
cult texts.

Dyslexia as a subskill deficit

There have also been attempts to identify specific
processing deficits or to produce indices which
are able to distinguish a particular ‘dyslexic-type’
learning-disabled subgroup. These have looked
at various possible subskills such as visual sequen-
tial memory, or other cognitive processes in-
volved in processing sounds. Children with
reading difficulties certainly do have poorer pho-
nological abilities, but a major review of the
available research by Stanovich (1994) indicates
that dyslexics cannot be distinguished from the
normal continuum of reading failure on any
subskills. Research by Fletcher et al. (1994), for
instance, identified difficulties with underlying
phonological awareness as being the main charac-
teristic of children with all types of reading fail-
ure, whether they were merely behind or
specifically delayed/‘dyslexic’. Although chil-
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dren with above-average intelligence may be
more able to use cognitive strategies such as the
use of context, this does not seem to be important
in early reading and would not affect the teach-
ing approaches used.

There are also doubts about the use of intelli-
gence as a unitary concept, and concerning the
extent to which intelligence tests represent an in-
dividual’s potential for learning. However, as
Stanovich (1991) points out, it can be argued
that children who have good knowledge and un-
derstanding of curriculum subjects but who can-
not develop or express this with literacy do have
particular needs. They are evidently different
from those who are behind with literacy but who
also have restricted knowledge and understand-
ing of school work, but are they more deserving
of extra help? It is a moot point as to where one
should draw any line in terms of a definition of
special needs and any additional teaching help
which might have to come from resources that
could be given to other children.

Although children who underfunction in this
way may represent an important grouping,
Presland (1991) argues that this does not imply
any specific remedial technique and that one
should simply use the normal range of remedial
approaches. Hornsby and Miles (1980), how-
ever, argue that children with ‘dyslexia’ need a
particular teaching technique which integrates
auditory, visual and physical work: the ‘multi-
sensory approach’. Although Hornsby and Miles
found that this approach was effective in help-
ing children, it does not in fact differ very
greatly from other remedial programmes. The
highly effective ‘Reading Recovery’ approach
also uses a range of techniques which involve all
the senses. Evaluations of learning outcomes
with this have not found any differences in its
effectiveness between children of different cog-
nitive abilities. It seems likely that if appropri-
ate early educational support of this kind were
more common, the need for the concept of dys-
lexia would be greatly reduced.

Most recent developments in the concept of
dyslexia see it as a specific difficulty with lit-
eracy, one which is unrelated to general cognitive
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abilities and which can have a number of differ-
ent causes. The Division of Educational and
Child Psychology of the British Psychological
Society (DECP, 1999, p. 8) has therefore arrived
at the following definition:

Dyslexia is evident when accurate and fluent word
reading and/or spelling develops very incompletely or
with great difficulty. This focuses on literacy learning
at the ‘word level’ and implies that the problem is se-
vere and persistent despite appropriate learning op-
portunities. It provides the basis for a staged process
of assessment through teaching.

This definition emphasises that the primary diffi-
culty lies with processing words (rather than more
complex psycholinguistic abilities), and that dys-
lexia can be said to exist only when there are lit-
eracy difficulties despite normal opportunities for
learning. At present, the most promising tech-
niques to help children with such problems ap-
pear to lie with intensive and structured
phonemic approaches such as ‘Reading Reflex’
(McGuinness and McGuinness, 1998), irrespec-
tive of children’s knowledge and understanding
in other domains.

Literacy and language

The relationship between literacy skills and lan-
guage is dynamic and reciprocal, and changes in
its nature as the two skill areas develop. At the
earliest stages, a key task is for children to learn to
link language and meaning with the experience
of looking at books. Such a link can be estab-
lished by children listening to stories read to
them, and following and talking about the pic-
tures in books. Whitehurst et at. (1994) found
that their doing so also facilitates the develop-
ment of language ability, although it should be
noted that merely reading books to children does
not teach further reading skills. Meyer et al.
(1994) found that there was actually a negative
relationship between the amount of time which
kindergarten teachers spent reading to children
and their subsequent progress with reading. This
is apparently due to the ‘displacement effect’
which such activities had on more direct reading

involvement by children. There is evidently a
balance to be struck between reading to children,
in order to develop their language abilities and
interest in reading, and other activities which
develop direct reading skills.

Children need to start to make early links be-
tween language, meaning and the written form of
words, and in the earliest stages such links appears
to relate to children’s sensitivity to the sounds in
words and their ability to match these to the al-
phabetic system. Later developments are much
more dependent on general language abilities,
including vocabulary and structural and semantic
abilities. The whole process then also becomes
more interactive, and as children progress through
the junior school, literacy increasingly becomes a
vehicle for linguistic and general intellectual
development.

On transfer to secondary education, there is
significantly less focus on developing literacy for
its own sake (it is rare for reading schemes to be
used), but literacy forms the foundation for the
majority of academic studies. It is perhaps not
surprising, therefore, that reading and writing
abilities at the start of secondary schooling pre-
dict subsequent progress with the range of sub-
jects. A study by the NFER (1997), for example,
found a significant correlation of 0.55 between
Year 6 scores on the London Reading Test and
overall Year 11 GCSE examination scores. There
were similar figures for the specific subjects of

English (0.57), mathematics (0.53) and science
(0.48).

Sounds

A number of children who start school have not
yet developed a mature spoken sound system.
Many also have difficulties with their ability to
perceive the separate sounds in words, and to use
them in early reading to match up with letters.
This is reflected, for instance, in young children’s
ability to detect the odd word out that does not
share a common sound. Sets of words such as ‘cat’,
‘cap’, ‘hat’, ‘can’ involve alliteration, and this
tests for sensitivity to the onset of the syllable.
The set ‘hat’, ‘fat’, ‘map’, ‘rat’ involves rthyming,



and (confusingly) tests for sensitivity to the rime
of the syllable.

In a key early investigation, Bradley and
Bryant (1983) investigated these skills with 368
4- and 5-year-olds, none of whom could yet read.
Four years later they tested the children again for
their attainments with reading and writing, and,
as shown in Table 9.1, they found that the earlier
skills with sound categorisation correlated signifi-
cantly with subsequent literacy development.
These predictive correlations were higher than
those for the children’s early measures of recep-
tive vocabulary or performance on a memory test
and would appear to indicate that phonological
development is an independent cause of early lit-
eracy progress. However, it could also be that
phonological abilities and literacy are both sim-
ply the outcome of early support with literacy. It
might be that children who learn to read and
write at an early age develop their knowledge of
sounds as a result of doing so.

To investigate whether that is the case, Bradley
and Bryant carried out an investigation to see
whether directly intervening with children’s pho-
nological and alphabetic skills would influence

Table 9.1 Relationships between early sound
categorisation and subsequent literacy skills (values
given as correlation coefficients)

Age
4 years 5 years
Final reading score 0.57 0.44
Final spelling score 0.48 0.44

Source: Based on Bradley and Bryant (1983)
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their later progress with literacy. To do this, they
selected a g