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ABSTRACT
The increasing abundance of large high-quality datasets, combined with significant technical
advances over the last several decades have made machine learning into a major tool employed
across a broad array of tasks including vision, language, finance, and security. However, success
has been accompanied with important new challenges: many applications of machine learning
are adversarial in nature. Some are adversarial because they are safety critical, such as autonomous
driving. An adversary in these applications can be a malicious party aimed at causing congestion
or accidents, or may even model unusual situations that expose vulnerabilities in the prediction
engine. Other applications are adversarial because their task and/or the data they use are. For
example, an important class of problems in security involves detection, such as malware, spam,
and intrusion detection. The use of machine learning for detecting malicious entities creates an
incentive among adversaries to evade detection by changing their behavior or the content of
malicius objects they develop.

The field of adversarial machine learning has emerged to study vulnerabilities of machine
learning approaches in adversarial settings and to develop techniques to make learning robust to
adversarial manipulation. This book provides a technical overview of this field. After reviewing
machine learning concepts and approaches, as well as common use cases of these in adversarial
settings, we present a general categorization of attacks onmachine learning.We then address two
major categories of attacks and associated defenses: decision-time attacks, in which an adversary
changes the nature of instances seen by a learnedmodel at the time of prediction in order to cause
errors, and poisoning or training time attacks, in which the actual training dataset is maliciously
modified. In our final chapter devoted to technical content, we discuss recent techniques for
attacks on deep learning, as well as approaches for improving robustness of deep neural networks.
We conclude with a discussion of several important issues in the area of adversarial learning that
in our view warrant further research.

Given the increasing interest in the area of adversarial machine learning, we hope this
book provides readers with the tools necessary to successfully engage in research and practice of
machine learning in adversarial settings.

KEYWORDS
adversarial machine learning, game theory, machine learning
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Preface
The research area of adversarial machine learning has received a great deal of attention in recent
years, with much of this attention devoted to a phenomenon called adversarial examples. In its
common form, an adversarial example takes an image and adds a small amount of distortion, of-
ten invisible to a human observer, which changes the predicted label ascribed to the image (such
as predicting gibbon instead of panda, to use the most famous example of this). Our book, how-
ever, is not exactly an exploration of adversarial examples. Rather, our goal is to explain the
field of adversarial machine learning far more broadly, considering supervised and unsupervised
learning, as well as attacks on training data (poisoning attacks) and attacks at decision (predic-
tion) time, of which adversarial examples are a special case. We attempt to convey foundational
concepts in this rapidly evolving field, as well as technical and conceptual advances. In partic-
ular, the flow of the book, beyond introductory materials, is to describe algorithmic techniques
used in attacking machine learning, followed by algorithmic advances in making machine learn-
ing robust to such attacks. Nevertheless, in the penultimate chapter we provide an overview of
some of the recent advances specific to the deep learning methods. While it is important to see
such methods within the broader area of adversarial learning, the motivation, techniques, and
empirical observations documented in this last chapter are most salient in the context of deep
neural networks (although many of the technical approaches are in principle quite general).

This book assumes a great deal from the reader. While there is an introduction to ma-
chine learning concepts, terminology, and notations, some level of prior familiarity with ma-
chine learning is likely needed to fully grasp the technical content. Additionally, we expect a
certain degree of maturity with statistics and linear algebra, and some prior knowledge of opti-
mization (in particular, remarks about convex optimization, and discussions of techniques such
as gradient descent, assume familiarity with such concepts).

Yevgeniy Vorobeychik and Murat Kantarcioglu
June 2018
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C H A P T E R 1

Introduction
Asmachine learning techniques have entered computingmainstream, their uses havemultiplied.
Online advertising and algorithmic trading are now inconceivable without machine learning,
and machine learning techniques are increasingly finding their ways into health informatics,
fraud detection, computer vision, machine translation, and natural language understanding. Of
most importance to this book, however, is the increasing application that machine learning
techniques are finding in security in general, and cybersecurity in particular. The reason is that
security problems are, by definition, adversarial. There are the defenders—the good guys—for
example, network administrators, anti-virus companies, firewall manufacturers, computer users,
and the like, trying to maintain productivity despite external threats, and attackers—the bad
guys—who spread malware, send spam and phishing emails, hack into vulnerable computing
devices, steal data, or execute denial-of-service attacks, for whatever malicious ends they may
have.

A natural role for machine learning techniques in security applications is detection, ex-
amples of which include spam, malware, intrusion, and anomaly detection. Take detection of
malicious email (spam or phishing) as a prototypical example. We may start by obtaining a la-
beled dataset of benign and malicious (e.g., spam) emails, containing the email text and any
other relevant information (for example, using metadata such as the DNS registration informa-
tion for the sender IP). For illustration, let’s focus on email text as sole information about the
nature (malicious or benign) of the email. The dataset is transformed into feature vectors which
capture the text content, and numerical labels corresponding to the two classes (malicious vs.
benign). A common way to numerically represent a document is by using a bag-of-words rep-
resentation. In a bag-of-words representation, we construct a dictionary of words which may
appear in emails, and then create a feature vector for a given email by considering how often
each word in the dictionary has appeared in the email text. In the simpler binary bag-of-words
representation, each feature simply indicates whether the corresponding word has appeared in
the email text; an alternative real-valued representation considers the number of times a word
appears in the email, or term frequency-inverse document frequency (tf-idf ) [Rajaraman and
Ullman, 2012]. Once the dataset is encoded into a numeric format, we train a classifier to pre-
dict whether a new email is spam or phish based on the email text in its bag-of-words feature
representation.

For a large enough dataset, using state-of-the-art machine learning (classification) tools
can enable extremely effective spam or phishing email detection, with respect to an evaluation
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using past data. What makes this setting adversarial is that spam and phishing emails are gen-
erated deliberately, with specific goals in mind, by malicious actors. Said actors are decidedly
unhappy if their emails are detected and as a result fail to reach the intended destination (i.e.,
user mailboxes). The choice of the spammers is two-fold: either get out of the business of send-
ing spam, or change the way they construct the spam templates so as to evade spam detectors.
Such adversarial classifier evasion by spammers is a prototypical use case of adversarial machine
learning.

Figure 1.1 illustrates spam/phishing detector evasion through an example. In this case, a
malicious party had crafted a phishing email, shown in Figure 1.1 (left), which attempts to de-
ceive recipients into clicking on an embedded malicious link (the embedded link itself is stripped
in this illustration). Now, suppose that an effective spam detector is deployed, such that the
email on the left is categorized as malicious and filtered by the spam filter. The originator of
the phishing email can rewrite the text of the email, as shown in the example in Figure 1.1
(right). Considering the two emails side-by-side demonstrates the nature of the attack. On the

Greetings,

After reviewing your Linkedin profile, our company 
would like to present you a part-time job offer as a 
finance officer in your region. $is job does not 
require any previous experience. Here is a list of tasks 
that our employee should accomplish:
1. Receive payment from our customers into your 
bank account.
2. Keep your commission fee of 10% from the 
payment amount.
3. Send the rest of the payment to one of our 
payment receivers in Europe via Moneygram or 
Western Union.

For more details of the job, click here.
After enrolling to our-part time job you will be 
contacted by one of our human resource staff.

$anks,
Karen Hoffman.
Human Resource Manager.

Greetings,

Our company is looking to expand and after 
reviewing your Linkedin profile, we would like 
to present you a part-time job offer as a finance 
officer in your region. $is job does not require 
any previous experience.

For more details about this job offer, click here.

After enrollment you will be contacted by one 
of our human resource staff.

$anks,
Karen Hoffman,
Human Resource Manager.

Figure 1.1: Example of adversarial evasion in the context of phishing. Left: example original
phishing email; right: a reworded phishing email that is classified as benign.

one hand, the general message content still gets the primary point across, which communicates
the possibility of easy financial gain to the recipient, and still guides them to click on the em-
bedded malicious link. On the other hand, the message text is now sufficiently different from
the original as to no longer appear malicious to the spam detector learned on past data. This is
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typically accomplished by removing “spammy” words (that is, words that tend to increase the
maliciousness score of the detector) and potentially adding words which the detector treats as
benign (the latter strategy is often called the good-word attack [Lowd and Meek, 2005b]).

These two conflicting goals—evading detection while at the same time achieving original
attack goals—are central to evasion attacks in general. In malware detection, as in spam, the
attacker would wish to modify malware code to appear benign to a detector, while maintaining
the original or equivalent malicious functionality. In intrusion detection systems, a hacker would
wish to revise the automated tools and manual procedures so as to appear benign, but at the same
time still successfully execute the exploit.

While evasion attacks seem most natural in adversarial uses of machine learning, numer-
ous other examples illustrate that the scope of the adversarial machine learning problem is far
broader. For example, obtaining labeled training data with the purpose of learning detectors ex-
poses learning algorithms to poisoning attacks, whereby malicious actors manipulate data which
is subsequently used to train learning algorithms. Forensic analysis of malware or hacking at-
tempts may wish to use clustering in an attempt to categorize the nature of the attack, including
its attribution, but doing so may be susceptible to deliberate attacks which manipulate cluster
assignment by slightly changing the nature of attacks, causing mistaken categorization and attri-
bution. Moreover, adversarial learning also has broader scope than cybersecurity applications. In
physical security, for example, the problem of detecting malicious activity through video surveil-
lance is adversarial in nature: clever attackers may manipulate their appearance, or other factors
such as how they go about their malicious activity, to avoid detection. Similarly, credit card
fraud detection, which uses anomaly detection methods to determine whether a particular ac-
tivity is alarming due to its highly unexpected nature, may be susceptible to attacks which make
transactions appear typical for most credit card users. As yet another example, algorithmic trad-
ing techniques which use machine learning may be susceptible to exploitation by competitors
who make market transactions with the sole purpose of manipulating predicted prices, and using
the resulting arbitrage opportunities to make a profit (these are commonly known as spoofing
orders [Montgomery, 2016]).

Systematic study of adversarial machine learning aims to formally investigate problems
introduced by the use of machine learning techniques in adversarial environments in which an
intelligent adversary attempts to exploit weaknesses in such techniques. The two general aspects
of this research endeavor are: (1) modeling and investigation of attacks on machine learning and
(2) developing learning techniques which are robust to adversarial manipulation.

In this book, we study a number of common problems in adversarial learning. We start
with an overview of standard machine learning approaches, with a discussion of how they can be
applied in adversarial settings (Chapter 2); this chapter allows us to fix notation, and provides
background to the core content of the book. Next, we present a categorization of attacks on
machine learning methods to provide a general, if not fully comprehensive, conceptual frame-
work for the detailed presentation which follows (Chapter 3). We then consider a problem of
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attacks on decisions made by learning models (Chapter 4), and subsequently proceed to dis-
cuss a number of techniques for making learning algorithms robust to such attacks (Chapter 5).
Thereafter, we consider the problem of poisoning the training data used by learning algorithms
(Chapter 6), followed by a discussion of techniques for making algorithms robust to poisoned
training data (Chapter 7). The final chapter of this book (Chapter 8) addresses a more recent
variation of the adversarial learning specifically dealing with deep neural networks in computer
vision problems. In this chapter, we provide an overview of the major classes of attacks on deep
learning models for computer vision, and present several approaches for learning more robust
deep learning models.



5

C H A P T E R 2

Machine Learning
Preliminaries

To keep this book reasonably self-contained, we start with some machine learning basics. Ma-
chine learning is often broadly divided into three major areas: supervised learning, unsupervised
learning, and reinforcement learning. While in practice these divisions are not always clean, they
provide a good point of departure for our purposes.

We start by offering a schematic representation of learning, shown in Figure 2.1. In this
schematic representation, learning is viewed as a pipeline which starts with raw data, for ex-
ample, a collection of executable files, with associated labels indicating whether a file is benign
or malicious. This raw data is then processed to extract numeric features from each instance i ,
obtaining an associated feature vector xi (for example, this could be a collection of binary vari-
ables indicating presence in an executable of particular system calls). This becomes processed data,
but henceforth we call it simply data, as it is to this processed dataset that we can apply learning
algorithms—the next step in the pipeline. Finally, the learning algorithm outputs amodel, which
may be a mathematical model of the data (such as its distribution) or a function that predicts
labels on future instances.

Raw Data Features Processed
Data

Learning
Algorithm

Model
f

Figure 2.1: A schematic view of machine learning.

2.1 SUPERVISEDLEARNING
In supervised learning, you are given a model class F and a dataset D D fxi ; yig

n
iD1 of feature

vectors xi 2 X � Rm, where X is the feature space, and labels yi from some label set Y . This
dataset is typically assumed to be generated i.i.d. from an unknown distributionP , i.e., .xi ; yi / �

P . The ultimate goal (the “holy grail”) is to find a model f 2 F with the property that

E.x;y/�P Œl.f .x/; y/� � E.x;y/�P Œl.f 0.x/; y/� 8 f 0
2 F ; (2.1)
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where l.f .x/; y/, commonly called the loss function, measures the error that f .x/ makes in pre-
dicting the true label y. In simple terms, if there is some “true” function h we are trying to learn,
the goal is to find f 2 F which is as close to h as possible, given the constraints that the model
class imposes on us. Having this notion of a target function h in mind, we can restate (2.1) as

Ex�P Œl.f .x/; h.x//� � Ex�P Œl.f 0.x/; h.x//� 8 f 0
2 F : (2.2)

This special case may be somewhat easier to have in mind moving forward.
In practice, since P is unknown, we use the training data D in order to find a candi-

date f which is a good approximation of the labels actually observed in this data. This gives
rise to the following problem of minimizing empirical risk (commonly known as empirical risk
minimization, or ERM):

min
f 2F

X
i2D

l.f .xi /; yi /C �.f /; (2.3)

where it is common to add a regularization term �.f / which penalizes the complexity of can-
didate models f (in the spirit of Occam’s razor that among multiple equally good models one
should favor the simpler one). Commonly, functions in the model classF have a parametric rep-
resentation, with parameters w in a real vector space. In this case, we typically write the ERM
problem as

min
w

X
i2D

l.f .xi Iw/; yi /C �.w/; (2.4)

with regularization �.w/ often taking the form of an lp norm of w, kwkpp ; common examples
include l1 norm, or lasso, kwk1, and l2 norm, kwk22.

Supervised learning is typically subdivided into two categories: regression, where labels are
real-valued, i.e., Y D R, and classification, where Y is a finite set of labels. We briefly discuss
these next.

2.1.1 REGRESSIONLEARNING
In regression learning, since the labels are real values, it is unlikely we will ever get them exactly
right. An appropriate loss function would penalize us for making predictions that are far from
the observed labels. Typically, this is captured by an lp norm:

l.f .x/; y/ D kf .x/ � ykpp :

Indeed, it is rarely useful to consider anything other than the l1 norm or the l2 (Euclidean) norm
for this purpose.

To make regression learning more concrete, consider linear regression as an example. In
this case, the model class F is the set of all linear functions of dimension m, or, equivalently, the
set of all coefficients w 2 Rm and an offset or bias term, b 2 R, with an arbitrary linear func-
tion being f .x/ D wT x C b D

Pm
j D1 wj xj C b. If we introduce an additional constant feature
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xmC1 D 1, we can equivalently write the linear model as f .x/ D wT x; henceforth, we often use
the latter version. Our goal is to find some parametrization w to minimize error on training
data:

min
w2Rm

X
i2D

l.wT xi ; yi /:

The commonly used standard ordinary least squares (OLS) regression allows us to solve this
problem in closed form by setting the first derivative to zero using Euclidean (l2) norm as the
loss function. Imposing l1 (lasso) regularization (i.e., adding kwk1 to the objective) will typically
result in a sparse model, where many of the feature weights wj D 0. With l2 regularization
(kwk22), on the other hand (resulting in ridge regression), model coefficients shrink in magnitude,
but will in general not be exactly 0.

2.1.2 CLASSIFICATIONLEARNING
In the most basic version of classification learning we have two classes. One convenient way to
encode these is Y D f�1;C1g, and this encoding is particularly natural in adversarial settings,
where�1 means “benign” (normal emails, legitimate network traffic, etc.) whileC1 corresponds
to “malicious” (spam, malware, intrusion attempt). This is convenient because we can now rep-
resent a classifier in the following form:

f .x/ D sgnfg.x/g;

where g.x/ returns a real value. In other words, when g.x/ is negative, we return �1 as the class,
while a positive g.x/ implies that C1 is returned. This decomposition will be crucial to understand
the nature of many attacks on classification. We will call g.x/ a classification score function, or simply
a score function.

In classification, the “ideal” loss function is typically an indicator function which is 1 if the
predicted label does not match the actual, and 0 otherwise (this is commonly known as the 0/1
loss). The main challenge with this loss function is that it is non-convex, making the empirical
risk minimization problem quite challenging. As a consequence, a number of alternatives are
commonly used instead.

One general approach is to use a score-based loss function which takes the score function
g.x/ rather than f .x/ as input. To see how such a loss function can be constructed, observe that
a classification decision is correct (i.e., f .x/ D y) iff

yg.x/ � 0;

that is, both y and g.x/ have the same sign. Moreover, whenever their signs differ, a larger
jyg.x/jmeans that this difference is larger—in other words, a score function allows us to also as-
sign amagnitude of error. Thus, score-based loss functions are naturally represented by l.yg.x//.
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As an example, the 0/1 loss becomes

l01.yg.x// D

�
1 if yg.x/ � 0

0 o:w:

This, of course, remains non-convex. A typical approach is to use a convex relaxation of the
0/1 loss function in its place, resulting, for a g.x/ which is convex in model parameters, in a
convex optimization problem. Common examples are hinge loss, lh.yg.x// D maxf0; 1 � yg.x/g

(used by support vector machines), and logistic loss, ll.yg.x// D log.1C e�yg.x// (used by a logistic
regression).

As an illustration, consider linear classification. In this case, g.x/ D wT x is a linear func-
tion, and, just as in linear regression, we aim to find an optimal vector of feature weights w. If we
use the hinge loss along with l2 regularization, we obtain the following optimization problem
for ERM:

min
w

X
i2D

maxf0; 1 � yiw
T xig C kwk22;

which is just the optimization problem solved by the linear support vector machine [Bishop,
2011].

One way to generalize these ideas to multi-class classification problems is to define a
general scoring function g.x; y/ for feature vector x and class label y. Classification decision is
then

f .x/ D arg max
y2Y

g.x; y/:

As an example, suppose that g.x; y/ encodes the probability distribution over labels Y given a
feature vector x, i.e., g.x; y/ D Prfyjxg (this is a common case for deep neural network models
for image classification, for example). Then f .x/ becomes the most probable label y 2 Y .

2.1.3 PACLEARNABILITY
Probably approximately correct (PAC) learnability is an important theoretical framework for (most
supervised) machine learning. Here, we present the idea specifically for binary classification.
Formally, let F be the class of possible classifiers which the defender considers (i.e., the de-
fender’s hypothesis or model class). Let .x; y/ � P be instances, where x 2 X is an input feature
vector, and y is a label in f0; 1g. To simplify exposition, suppose that y D h.x/ for some function
h.x/ not necessarily in F (i.e., output is a deterministic function of input x, for example, the
true classification of x as either benign or malicious). For any f 2 F , let e.f / D Prx�P Œf .x/ ¤

h.x/� be the expected error of f w.r.t.P , and we define eF D inff 2F e.f / as the optimal (small-
est) error achievable by any function f 2 F . Let zm D f.x1; y1/; : : : ; .xm; ym/g be data gener-
ated according to P and let Zm be the set of all possible zm.

Definition 2.1 Let F be a class of functions mapping x to f0; 1g. A learning algorithm is a
function L W [m�1Zm ! F : We say that F is PAC learnable if there is a learning algorithm for
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F with the property that for any �; ı 2 .0; 1/ and any P , there exists m0.�; ı/, such that for all
m � m0.�; ı/, Przm�Pfe.L.zm// � eF C �g � 1 � ı: We say it is efficiently (polynomially) PAC
learnable if m0.�; ı/ is polynomial in 1=� and 1=ı and there exists a learning algorithm for F
which runs in time polynomial in m, 1=�, and 1=ı.1 We say that m0.�; ı/ is this algorithm’s sample
complexity. Henceforth, we will often omit the PAC modifier, and just use the term learnable to
mean PAC learnable. We will say that an algorithm that can obtain the PAC guarantees is a
PAC learning algorithm; if the algorithm runs in polynomial time, and has polynomial sample
complexity, we call it a polynomial PAC learning algorithm.

2.1.4 SUPERVISEDLEARNING INADVERSARIAL SETTINGS
RegressionLearning inAdversarial Settings An example of the use of regression learning in
adversarial settings would be a parametric controller learned from observations of actual control
decisions—as has been shown in the context of autonomous driving. To simplify, suppose that we
learn a controller f .x/ to predict a steering angle as a function of vision-based input (Figure 2.2,
left) captured into a feature vector x, as is done in end-to-end autonomous driving [Bojarski
et al., 2016, Chen and Huang, 2017]. The adversary may introduce small manipulations into
the image captured by the vision system, thereby modifying x to x0 to introduce an error in
the predicted steering angle f .x0/ to maximize the difference from the true optimal angle y

(Figure 2.2, right).

Attack

⇒

Figure 2.2: Screenshots of Udacity car simulations. Left: image input into the autonomous con-
troller. Right: car veers off the road after an attack which compromises the operation of the
controller.

As another example, the learner may wish to predict the stock price f .x/ as a function
of observables x. An adversary, aspiring to profit from the mistakes by the learner, may attempt
to influence the observed state x which is used to predict stock price by manipulating it into
another, x0, so that the predicted price in the next period is high. This may result in the learner

1This definition is taken, in a slightly extended form, from Anthony and Bartlett [1999, Definition 2.1].
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willing to buy the stock from the adversary at an inflated price, resulting in an effective arbitrage
opportunity for the adversary at the expense of the learner.

Classification Learning in Adversarial Settings Applying binary classification in adversar-
ial settings commonly amounts to distinguishing between benign and malicious instances. In
email filtering, for example, malicious instances would be spam, or phishing emails, while be-
nign would be regular email traffic [Bhowmick and Hazarika, 2018]. In malware detection,
malicious entities would be, naturally, malicious software, while benign instances would corre-
spond to non-malicious executables [Chau et al., 2011, Smutz and Stavrou, 2012, Šrndić and
Laskov, 2016, Tamersoy et al., 2014, Ye et al., 2017]. In credit card fraud, one would consider
specific features of credit card applications to determine whether the application is fraudulent
(malicious) or legitimate (benign) [Lebichot et al., 2016, Melo-Acosta et al., 2017]. In all these
cases, the adversary has an incentive to avoid being detected, and would wish to manipulate their
behavior so that it appears benign to the detector.

2.2 UNSUPERVISEDLEARNING
In unsupervised learning a dataset is comprised of only the feature vectors, but has no labels:D D
fxig. Consequently, problems in unsupervised learning are concerned with identifying aspects
of the joint distribution of observed features, rather than predicting a target label. However,
the line between supervised and unsupervised techniques may at times blur, as is the case with
matrix completion methods, where the goal is to predict unobserved matrix entries.

There are a number of specific problems that are commonly studied under the unsuper-
vised learning umbrella. We discuss three of these: clustering, principal component analysis, and
matrix completion.

2.2.1 CLUSTERING
One of the most familiar examples of unsupervised learning is the clustering task, in which the
feature vectors in a dataset are divided into a collection of subsets S, such that feature vectors in
each collection S 2 S are “close” to the mean feature vector of S for some measure of closeness.

Formally, clustering can be seen as solving the following optimization problem:

min
S;�

X
S2S

X
i2S

l.xi ; �S /;

where S is a partition of D, and �S an aggregation measure of the data in cluster S 2 S, for
example, its mean. A common version of this problem uses the l2 norm as the loss function, and
a heuristic approximation of the associated problem is k-means clustering, where one iteratively
updates cluster means and moves data points to a cluster with the closest mean. However, other
variations are possible, and regularization can also be added to this problem to control model
complexity (such as the number of clusters formed, if this number is not specified up front).
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A more general approach is to learn a distribution over the dataset D. A well-known

example is a Gaussian Mixture Model, in which xi are assumed to be sampled i.i.d. from a
density which is a linear mixture of multi-variate Gaussian distributions. This approach is also
known as “soft clustering,” since each Gaussian in the mixture can be assumed to generate data
in a particular “cluster,” but we allow for uncertainty about cluster membership.

2.2.2 PRINCIPALCOMPONENTANALYSIS
Principal component analysis (PCA) finds a collection of K < m orthonormal basis vectors
fvkg

K
kD1

which are the k eigenvectors of the data matrix X, where each feature vector xi in
the dataset D is a row in this matrix. Equivalently, each vk solves

vk D arg max
vWkvkD1

kX.I �
k�1X
iD1

viv
T
i /vk;

where I is the identity matrix.
Let V be the basis matrix produced by PCA, in which columns correspond to the eigen-

vectors vk . Then for any feature vector x, its m-dimensional reconstruction is

Qx D VVT x

and the corresponding residual error (i.e., the error resulting from using PCA to approximate
the original feature vector x) is

xe D x � Qx D .I �VVT /x:

Intuitively, we expect PCA to be effective if the original data can be effectively represented in a
K-dimensional subspace (where K is small relative to the original dimension m); in other words,
the magnitude of the residual error kxek is small.

2.2.3 MATRIXCOMPLETION
To motivate the problem of matrix completion, consider a collaborative filtering problem faced
by Netflix. The goal is to predict how much a given user would like (or, more accurately, rate)
a given movie. One way to represent this problem is to imagine a large matrix M with n rows
corresponding to users and m columns to movies, where each matrix entry is the rating a user i

would give to a movie j . Thus, our prediction problem can be equivalently viewed as predicting
the value of the ij th entry of this large matrix, which is otherwise very sparsely populated from
actual movie ratings provided by the users. The key insight is to hypothesize that the true un-
derlying matrix of ratings is low-rank; for example, movies tend to be rated similarly by similar
users. Consequently, we can decompose the true matrix as M D UVT , where U and V have K

columns, and K is the rank of M. Our goal would be to obtain U and V such that UiV
T

j are
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good approximations of observed entries of M, Mij (where Ui is the row vector denoting the i th
row of U and Vj the row vector corresponding to the j th row of V).

To formalize, let M 2 Rn�m be a data matrix consisting of m rows and n columns. Mij for
i 2 Œn� and j 2 Œm� would then correspond to the rating the i th user gives for the j th item. We
use � D f.i; j / WMij is observedg to denote all observed entries in M and assume that j�j �
mn. We also use �i � Œm� and �0

j � Œn� for columns (rows) that are observed at the i th row
(j th column). The goal of matrix completion is to recover the complete matrix M from few
observations M� [Candès and Recht, 2007].

The matrix completion problem is in general ill-posed as it is impossible to complete an
arbitrary matrix with partial observations. As a result, additional assumptions are imposed on
the underlying data matrix M. One standard assumption is that M is very close to an n �m

rank-K matrix with K � min.n; m/. Under such assumptions, the complete matrix M can be
recovered by solving the following optimization problem:

min
X2Rn�m

kR�.M �X/k2F ; s:t: rank.X/ � K; (2.5)

where kAk2F D
P

i;j A2
ij denotes the squared Frobenious norm of matrix A and ŒR�.A/�ij

equals Aij if .i; j / 2 � and 0 otherwise. Unfortunately, the feasible set in Eq. (2.5) is non-
convex, making the optimization problem difficult to solve.There has been an extensive literature
on approximately solving Eq. (2.5) and/or its surrogates that lead to two standard approaches:
alternating minimization and nuclear norm minimization. For the first approach, one considers
the following problem:

min
U2Rn�K ;V2Rm�K

˚
kR�.M �UVT /k2F C2U kUk2F C 2V kVk2F

	
: (2.6)

Equation (2.6) is equivalent to Eq. (2.5) when U D V D 0. In practice, people usually set both
regularization parameters U and V to be small positive constants in order to avoid large entries
in the completed matrix and also improve convergence. Since Eq. (2.6) is bi-convex in U and
V, an alternating minimization procedure can be applied, in which we iteratively optimize with
respect to U and V (each optimization problem is convex if we fix the other matrix).

Alternatively, one solves a nuclear-norm minimization problem

min
X2Rn�m

kR�.M �X/k2F C 2kXk�; (2.7)

where  > 0 is a regularization parameter and kXk� D
Prank.X/

iD1 j�i .X/j is the nuclear norm of
X, which acts as a convex surrogate of the rank function. Equation (2.7) is a convex optimization
problem and can be solved using an iterative singular value thresholding algorithm [Cai et al.,
2010]. It can be shown that both methods in Eq. (2.6) and (2.7) provably approximate the true
underlying data matrix M under certain conditions [Candès and Recht, 2007, Jain et al., 2013].
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2.2.4 UNSUPERVISEDLEARNING INADVERSARIAL SETTINGS
Two common uses of unsupervised learning in adversarial settings are attack clustering and
anomaly detection.

Clustering Clustering of attacks can be useful in malware forensic analysis, where different
malware variants are clustered, for example, to determine whether they are from the same fam-
ily [Hanna et al., 2013, Perdisci et al., 2013]. The technique could be important in identifying
variants of the same malware in cases where malware polymorphism had been used to hide the
malware from anti-virus tools. It can also be valuable in determining the origins of the malware
(such as malware authors).

Anomaly Detection In anomaly detection, one typically uses a collection of “normal” opera-
tional data to develop a model of “normal” system behavior. For example, one can collect traces
of routine network traffic in an organization, and identify a collection of statistics (features) of
this “normal” traffic. The ultimate goal is to identify behavior which is anomalous, suggesting
that it is either due to a system fault (in non-adversarial settings) or an attack, such as an in-
trusion. A number of variations of anomaly detection exist. Here we describe several concrete
examples which have been used in adversarial settings, and have also been subject to attacks.

One simple and surprisingly general anomaly detection approach is centroid anomaly de-
tection [Kloft and Laskov, 2012]. In this approach, one uses training data D to obtain a mean,
� D 1

n

P
i2D xi , and labels any new feature vector x, as anomalous if

kx � �kpp � r;

where r is an exogenously specified threshold, typically set to limit a false positive rate below a
target level. If p D 2 (as is common), we can rewrite the difference between x and � as

kx � �k22 D hx � �; x � �i D hx; xi � 2hx; �i C h�; �i
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where k.�; �/ is a kernel function which can represent a dot-product in a higher-dimensional
space and hx; yi represents the dot product of vectors x and y, and allows us to consider complex
nonlinear extensions of the original simple centroid approach.

Another useful property of a centroid anomaly detector is that we can update the mean �

online as new (normal) data arrives. Formally, suppose that �t is the mean computed from past
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data, and a new data point xt has just arrived. The new estimate �tC1 can then be computed as

�tC1 D �t C ˇt .xt � �t /;

where ˇt is the learning rate.
Another important class of anomaly detectors leverage an observation that normal behav-

ior (such as network traffic) often has a low intrinsic dimension [Lakhina et al., 2004]. The main
idea is to use PCA to identify a high-quality low-dimensional representation of the data, and
use the magnitude of the residual to determine anomalies. Such an anomaly detector flags an
observation x if the norm of its residual xe is too large (above a predefined threshold):

kxek D k.I �VVT /xk � r:

An example use case of PCA-based anomaly detectors is to identify anomalous traffic flow activ-
ity [Lakhina et al., 2004]. The setting they consider is where PCA-based anomalies correspond
to unusual origin-destination (OD) network flows. Specifically, let a matrix A represent which
OD flow uses which links; that is, Aif D 1 if flow f uses link i and 0 otherwise. Let a matrix
X represent observed flows over time, so that Xtf is the amount of traffic over an OD flow f

at time period t . Then we can define Y D XAT to represent time dynamics of flow over indi-
vidual links, with y.t/ the corresponding flow over links at time period t . If we assume that
Y is approximately K-rank, PCA would output the top K eigenvectors of Y. Let V represent
the associated matrix computed using PCA, as above. New flows y0 can then be determined
as anomalous or not by computing the residual ye D k.I �VVT /yk, and comparing it to the
threshold r . Lakhina et al. [2004] use the Q-statistic to determine the threshold at a predefined
1 � ˇ confidence level.

A third variant of anomaly detection techniques uses n-grams, or sequences of n successive
entities in an object, to determine whether it is similar to a statistical model of normal objects.
To be more precise, suppose that we use the n-grams approach for anomaly-based network in-
trusion detection. We would start by collecting network data, and developing a statistical model
of normal. Let’s suppose that our analysis is at the level of packets (in practice, one can also
analyze sessions, files, etc). Ideally, we would use a feature representation with features corre-
sponding to all possible n-grams, and feature values corresponding to the frequency with which
the associated n-gram had been observed. For a new packet, we can then use a sliding window
to obtain its n-gram frequencies, and use conventional centroid anomaly detection to trigger
alerts. As this idea is not scalable when n becomes large, Wang et al. [2006] suggest instead
storing n-grams observed during training using a Bloom filter, and scoring only based on the
proportion of new n-grams contained in the packet at test time.

2.3 REINFORCEMENTLEARNING
We start by describing Markov Decision Processes (MDPs), which provide the mathematical
foundations for reinforcement learning (RL) [Sutton and Barto, 1998].



2.3. REINFORCEMENTLEARNING 15
A discrete-time discounted infinite-horizon MDP (which we focus on for simplicity of the

exposition) is described by a tuple ŒS; A; T; r; ı� where S is a set of states (which we assume is
finite here), A the set of actions (again, assumed finite), T the transition dynamics, where T a

ss0 D

PrfstC1 D s0jst D s; at D ag, r.s; a/ the expected reward function, and ı 2 Œ0; 1/ the discount
factor. Two central concepts in MDPs and RL are the value function, defined as

V.s/ D max
a

 
r.s; a/C ı

X
s0

T a
ss0V.s0/

!
and the Q-function, defined as

Q.s; a/ D r.s; a/C ı
X

s0

T a
ss0V.s0/:

Conceptually, the value function captures the optimal discounted sum of rewards one can obtain
(i.e., if we follow an optimal policy), while the Q-function is the discounted reward if one takes
an action a in state s and follows an optimal policy thereafter. Notice that V.s/ D maxa Q.s; a/.
There are a series of well-known ways to compute an optimal policy for MDPs, where a policy
is a mapping � W S ! A from states to actions.2 One example is value iteration, in which one
transforms the characterization of the value function above into an iterative procedure comput-
ing value function ViC1.s/ in iteration i C 1 as

ViC1.s/ D max
a

 
r.s; a/C ı

X
s0

T a
ss0Vi .s

0/

!
:

We can initialize this process with an arbitrary value function, and it will always converge to
the true value function in the limit. Another alternative is to use policy iteration, where one
alternates policy evaluation (computing the value of the current policy) and improvement steps
(analogous to value iteration steps). Finally, one can compute the optimal value function using
linear programming. One can extract the optimal policy from a value function by simply finding
the maximizing action in each state.

In reinforcement learning, one knows S , A, and ı, but not T or r . However, we can
nevertheless learn from experience to obtain, eventually, a policy which is close to optimal. A
number of algorithms exist for this purpose, the best known of which is perhaps Q-learning.
In Q-learning, one would initialize the Q-function in an arbitrary way. In an arbitrary iteration
i C 1, one has observed a state si and takes an action ai according to some current policy which
ensures that any action can be taken in any state with positive probability. If we then observe a
reward riC1 and next state siC1, we can update the Q-function as follows:

QiC1.si ; ai / D Qi .si ; ai /C ˇiC1.riC1 C ı max
a

Qi .siC1; a/ �Qi .si ; ai //:

2For infinite-horizon discrete-time discounted MDPs, there always exists an optimal policy that is only a function of observed
state.
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Now, a naive way to compute a policy based on this Q-function would be to simply take

the action in each state which maximizes Qi .s; a/ in the current iteration i . However, this would
mean that no exploration takes place. One simple modification, called �i-greedy, would be to
use such a policy with probability 1 � �i , and play a random action otherwise. �i could then
be decreased over time. Another idea would be to use the policy which plays an action a with
probability

�i .s; a/ / ˇiQi .s; a/;

with ˇi increasing over time.
When RL is applied in structured domains (characteristic of many real applications), it

is common for states to be comprised of a collection of variables x D fx1; : : : ; xng (this is often
known as a factored representation of state). In this case, the policy cannot be reasonably repre-
sented as a lookup table. There are several common approaches to handle this. For example, one
can learn a parametric representation of the Q-function with parameters w, Q.x; aIw/, and use
it to indirectly represent the policy, where �.x/ D arg maxa Q.x; aIw/.

2.3.1 REINFORCEMENTLEARNING INADVERSARIAL SETTINGS
One example of the use of reinforcement learning in (potentially) adversarial settings would be
autonomous control (e.g., self-driving cars) in the presence of adversaries who may impact ob-
served state. Since the optimal policy depends on state, modifications to state may then result in
poor decisions. Specific formal models of such attacks would leverage the factored state repre-
sentation: the attacker would typically only be able to modify a (small) subset of state variables
to lead a learned policy astray.

Indeed, such attacks actually are not specific to RL, and simply attack a particular policy
used (if known to the attacker). One could also attack during the learning process, to cause a
poor policy to be learned—for example, by affecting the observed rewards, as well as observed
states. In any case, the upshot of the attack would be to cause the RL-based autonomous agent
to make mistakes, potentially in a high-stakes situation, such as causing an autonomous car to
crash.

2.4 BIBLIOGRAPHICNOTES
Our discussion of machine learning generally, as well as that of specific techniques, is informed
by a number of well-known books on machine learning in general [Bishop, 2011, Hastie et al.,
2016], as well as the unparalleled text on reinforcement learning by Sutton and Barto [1998].
A foundational perspective on machine learning, including PAC learnability, can be found in
a wonderful theoretical treatment by Anthony and Bartlett [2009]. Similarly, Vapnik [1999]
offers a great foundational discussion of empirical risk minimization.

Our description of centroid-based anomaly detection is based onKloft andLaskov [2012],
while we follow Lakhina et al. [2004] in discussing PCA-based anomaly detection. Our discus-
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sion of matrix completion closely follows Li et al. [2016], who in turn build on extensive prior
research on the topics ofmatrix factorization and completion [Candès andRecht, 2007,Gemulla
et al., 2011, Gentle, 2007, Sra and Dhillon, 2006].

A classic text on function approximation in markov-decision processes and reinforcement
learning is by Bertsekas and Tsitsiklis [1996], with numerous advances improving and extending
both the techniques and theoretical foundations [Boutilier et al., 1999, 2000, Guestrin et al.,
2003, St-Aubin et al., 2000].
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C H A P T E R 3

Categories of Attacks on
Machine Learning

In the previous chapter, we described in broad strokes the major machine learning paradigms,
as well as how they can be instantiated in adversarial settings. Adversarial machine learning
takes this a step further: our goal is not merely to understand how machine learning can be
used in adversarial settings (for example, for malware detection), but in what way such settings
introduce vulnerabilities into conventional learning approaches. A principled discussion of such
vulnerabilities centers around precise threat models. In this chapter, we present a general cat-
egorization of threat models, or attacks, in the context of machine learning. Our subsequent
detailed presentation of the specific attacks will be grounded in this categorization.

There have been several attempts at categorizing attacks on machine learning algorithms.
The categorization we propose is related to some of these, and aims to distill the most important
features of the attacks that we discuss. In particular, we classify attacks along three dimensions:
timing, information, and goals.

1. Timing: The first crucial consideration in modeling attacks is when the attack takes place.
This consideration leads to the following common dichotomy which is central to attacks
on machine learning: attacks on models (of which evasion attacks are the most prototypi-
cal cases) and attacks on algorithms (commonly known as poisoning attacks). Attacks on
models or, more precisely on decisions made by learned models, assume that the model has
already been learned, and the attacker now either changes its behavior, or makes changes
to the observed environment, to cause the model to make erroneous predictions. Poison-
ing attacks, in contrast, take place before models are trained, modifying a part of the data
used for training. This distinction is illustrated in Figure 3.1.

2. Information: The second important issue in modeling attacks is what information the
attacker has about the learning model or algorithm, a distinction which is commonly dis-
tilled into white-box vs. black-box attacks. In particular, white-box attacks assume that
either the model (in the case of attacks on decisions) or algorithm (in poisoning attacks)
is fully known to the adversary, whereas in black-box attacks the adversary has limited or
no information about these, although may obtain some of the information indirectly, for
example, through queries.
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Figure 3.1: A schematic representation of the distinction between decision-time attacks (attacks
on models) and poisoning attacks (attacks on algorithms).

3. Goals: Attackers may have different reasons for attacking, such as evading detection or
reducing confidence in the algorithm. We differentiate two broad classes of attack goals:
targeted attacks and attacks on reliability of the learning method (or simply reliability attacks).
In a targeted attack, the attacker’s goal is to cause a mistake on specific instances of a
specific nature (for example, causing a learned function f to predict a specific erroneous
label l on an instance x). A reliability attack, in contrast, aims to degrate the perceived
reliability of the learning system by maximizing prediction error.

In Table 3.1 we summarize our categorization of attacks on machine learning.

Table 3.1: The three dimensions of attacks on machine learning

Attack Timing Decision time (e.g., evasion attack) vs. training time (poisoning)

Attacker Information White-box vs. black-box attacks

Attack Goals Targeted attacks vs. reliability attacks

In the remainder of this chapter we discuss these three dimensions of attacks in greater
depth. The high-level organization of the book, however, centers largely on the first dichotomy
between attacks on models and poisoning attacks, which we view as the most fundamental dis-
tinction.

3.1 ATTACKTIMING
Attacks at Decision Time: Of all the attack classes we will consider, evasion attacks—a major
subclass of attacks which take place at decision time—are perhaps the most salient historically.
A well-known example of evasion is the evolution of spam email traffic, for example, when
spammers replace the letter “i” with a number “1” or a letter “l” in “Viagra” (which becomes
“V1agra”).
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In general, a classifier evasion attack on binary classifiers takes as input a classifier f .x/

and an “ideal” instance in feature space, xideal, (i.e., this is what the adversary would wish to do
if there were no classifier to identify it as malicious). The attack then outputs another instance,
corresponding to a feature vector x0. If f .x0/ D �1, evasion is successful, but it is possible that
the adversary fails to find an adequate evasion (in fact, it is necessary for any meaningful measure
of evasion-robustness of an algorithm that the adversary does not always succeed to find an
evasion, no matter what f and xideal are).

As an illustration, let us say that one wishes to detect spam email, and learns a classifier
f .x/ for this purpose (where x is a vector representing features of an email). Now consider a
spammer who previously used a template corresponding to a feature vector xspam and suppose
that f .xspam/ labels it as “spam” (C1), so that the spammer receives no responses. The spammer
would make modifications to the email to obtain an instance which in feature space looks like
x0 with the property that f .x0/ D �1 (i.e., it’s classified as non-spam, and allowed to pass into
users’ mailboxes). But x0 cannot be arbitrary: the adversary incurs a cost of modifying the original
instance xspam to achieve x0, which could measure the cost of effort (to maintain functionality),
or effectiveness (for example, they may have to introduce spelling errors which would allow the
attacker to avoid detection, but would also reduce the chance that people will click on embedded
links).

Generalizing the idea behind evasion attacks, we can consider decision-time attacks on
multi-class classification. Let Y be a finite set of labels, and suppose that for some instance
xideal the predicted label is f .xideal/ D y. An attacker may wish to change this instance into
another, x0, either to effect an incorrect prediction (f .x0/ ¤ y), or to cause the classifier to
predict a target label t D f .x0/. Recently, such attacks have gained a great deal of attention
under the term adversarial examples, largely focusing on vision applications and deep neural
networks. A potential concern is that an attacker may attempt to cause an autonomous vehicle
relying on vision to crash by manipulating the perceived image of a road sign, such as a stop
sign (for example, by posting specially crafted stickers that appear to be graffiti to passers by
[Evtimov et al., 2018]).While this problem is a special case of decision-time attacks, the amount
of independent attention it has received warrants a separate chapter (Chapter 8).

Attacks on Training Data: The issue of learning with corrupted or noisy training data
has been a subject of considerable investigation in the machine learning and statistics commu-
nities for several decades. However, adversarial corruption of training data has received more
systematic consideration recently, particularly if we allow a non-negligible proportion of data
to be corrupted. The nature of poisoning attacks is that the adversary deliberately manipulates
the training data prior to training to cause the learning algorithm to make poor choices. An
important conceptual challenge with poisoning attacks is in defining the scope of adversarial
manipulation of training data, and the goals of the adversary in doing so. One common way to
sidestep these issues is to assume that the adversary can make arbitrary modifications to a small
subset of training data points. The goal would then be to design algorithms which are robust to
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such arbitrary training data corruption, as long as the amount of corrupted data is sufficiently
small.

One can also consider more specific models of corruption which impose additional con-
straints on what the attacker may do. One common class of such attacks are label-flipping attacks,
where the adversary is allowed to change the labels of at most C data points in the training data.
Typically, such attacks have been considered in the context of classification, although one can
also modify regression labels. In most cases, one assumes that the algorithm and feature space
are known to the adversary (i.e., a white-box attack). Data poisoning can also be considered in
unsupervised learning settings, for example, when it is used in anomaly detection. In this case,
the adversary may make small modifications to observed normal behavior which now pollutes
themodel used to detect anomalies, with the goal of ensuring that a future target attack is flagged
as benign.

3.2 INFORMATIONAVAILABLETOTHEATTACKER
One of the most important factors in attack modeling is information that the attacker has about
the system they are attacking. We draw a distinction between white-box attacks, in which the
attacker knows everything there is to know, and black-box attacks, in which the attacker has
limited information.

White-box attacks assume that the adversary knows exactly either the learned model (e.g.,
actual classifier) in the case of decision-time attacks, or the learning algorithm in the case of
poisoning attacks. This means, for example, that the adversary knows all the model parameters,
including features, and, in the case of poisoning attacks, the hyperparameters of the learning
algorithm. The assumption that the attacker has such intimate information about the learning
system can seem suspect. There are, however, important reasons to consider white-box attacks.
First, these offer a natural starting point from a learner’s perspective: if a learner can be robust
to white-box attacks, they are surely robust also to attacks which are informationally limited.
Second, from an attacker’s perspective, there may be a number of ways to indirectly obtain suf-
ficient information about a learned model to deploy a successful attack. Take a malware evasion
attack for example. Suppose that the set of features used is public information (such as through
published work), and datasets used to train a malware detector are public (or, alternatively, there
are public datasets which are sufficiently similar to the data actually used for training). Finally,
suppose that the learner uses a standard learning algorithm to learn the model, such as a ran-
dom forest, deep neural network, or support vector machine, and standard techniques to tune
hyperparameters, such as cross-validation. In this case, the attacker can obtain an identical, or
nearly identical, version of the detector as the one in actual use!

In black-box attacks, in contrast to white-box attacks, the adversary does not have precise
information about either themodel or the algorithm used by the learner. An important modeling
challenge for black-box attacks is to model precisely what information the attacker has about
either the learned model, or the algorithm.
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In the context of decision-time black-box attacks, one approach is to consider a hierarchy

of information about the learned model available to the adversary. At one extreme, no infor-
mation is available to the adversary at all. A more informed adversary may have some training
data which is different from the data on which the actual model had been trained, but no in-
formation about the particular model class being learned, or features used. A more informed
attacker yet may know the model class and features, and perhaps the learning algorithm, but
have no training data, and an even more informed adversary may also have training data sam-
pled from the same distribution as the data used for learning. Finally, when this same adversary
has the actual training data used by the learning algorithm, the resulting attack is equivalent to a
white-box attack as discussed above, since the attacker can learn the exact model from the given
training data. One may observe that, unlike white-box attacks, there are many ways to model
black-box attacks. Indeed, others have suggested a term gray-box attack to indicate that the at-
tacker has some, albeit incomplete, information about the system they are attacking [Biggio and
Roli, 2018]. In this book, however, we will keep with the more conventional term of black-box
attacks to refer to the entire hierarchy, short of the white-box full information extreme.

The information hierarchy above does not address a natural question: how does the at-
tacker come by the information about the model they are attacking (in the case of decision-time
attacks)? An important class of decision-time black-box attack models addresses this question
by allowing an attacker to have query access to the learned model. Specifically, given an arbitrary
instance, represented as a feature vector x, the adversary can obtain (query) the actual predicted
label y D f .x/ for the unknown black-box model f . Commonly, and implicitly, such query
models also assume that the attacker knows both the model space (e.g., learning algorithm) and
feature space. Moreover, another practical limitation of this model is that f .x/ is often impre-
cisely, or noisily observed given x. For example, suppose that the spammer sends a spam email
message. A non-response need not imply that it has been filtered—rather, it could be that users
simply disregarded the email. Nevertheless, such a query-based framework enables an elegant
theoretical study of what an attacker can accomplish with very limited information about the
learner.

Following similar principles as typical models of black-box attacks at decision-time, black-
box data poisoning attacks would allow for a range of knowledge about the algorithm used by the
defender. For example, at one extreme, the attacker may have no information at all about the
algorithm. A more informed attacker may know the algorithm, but not the hyperparameters
(such as the regularization weight, or the number of hidden layers in the neural network) or
features. A more informed attacker yet may know the algorithm, features, and hyperparameters,
but not the training data that the attacker attempts to poison.
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3.3 ATTACKERGOALS
While attackers may have a broad number of possible goals for perpetrating an attack on the
machine learning systems, we distill attacks into two major categories in terms of attacker goals:
targeted attacks and reliability attacks.

Targeted attacks are characterized by a specific goal for the attacker with regard to model
decisions. For example, consider a decision-time attack on a multi-class classifier with a set of
possible labels L, and let x be a particular instance of interest to an attacker with a true label
y. A goal of a targeted attack in this case would be to effect a change in the label for x to a
specific target label t ¤ y. More generally, a targeted attack is characterized by a subset of the
joint instance and (if relevant) label space S � .X � Y/ of datapoints that the attacker would
wish to change the decision for, along with target decision function D.x/. In the most common
setting of targeted attacks on supervised learning, an attacker would aspire to induce predictions
on each .x; y/ 2 S to be according to a target label function l.x/.

Reliability attacks, on the other hand, attempt to maximize mistakes in decisions made
by learning with respect to ground truth. For example, in supervised learning, an attacker would
aim to maximize prediction error. In vision applications, such attacks, which have come to be
commonly called untargeted, would modify an image so as to cause an erroneous prediction (e.g.,
recognition of an object not in the image, such as mistaking an image of a stop sign for any other
road sign).

Our distinction between targeted and reliability attacks blurs when we consider binary
classification: in particular, reliability attacks now become a special case in which the target
labels l.x/ are simply the alternative labels. More generally, we note that even the dichotomy
between targeted and reliability attacks is incomplete: for example, one may consider attacks in
which the goal is to avoid predictions of a particular class other than the correct label (sometimes
called a repulsive attacks). However, this problem is sufficiently esoteric that we feel justified in
focusing on our simplified categorization.

3.4 BIBLIOGRAPHICNOTES
Barreno et al. [2006] presented the first taxonomy of attacks on machine learning, while Bar-
reno et al. [2010] elaborate on this taxonomy to present a comprehensive categorization of such
attacks. This taxonomy also considers three dimensions of attacks. Their first dimension is essen-
tially identical to ours, albeit they identify it with attacker influence, rather than attack timing.
The associated dichotomy in this category is causative vs. exploratory attacks. Causative attacks
described by Barreno et al. [2010] are identical to what we call poisoning attacks, whereas their
exploratory attacks seem largely aligned with our decision-time attacks. Their second and third
dimensions, however, are somewhat different from our categorization. The second dimension
in Barreno et al. [2010] is termed security violation, and distinguishes integrity and availability
attacks. Integrity attacks are those which cause false negatives (that is, which cause malicious
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instances to remain undetected), whereas availability attacks cause denial of service through false
positives (i.e., benign instances which are flagged as malicious as a result of the attack). We can
note that this category appears to be quite specific to binary classification, with an eye largely to
detection of malicious instances such as spam. The final dimension identified by Barreno et al.
[2010] is specificity, and here they differentiate between targeted and indiscriminate attacks. The
notion of targeted attacks is similar to ours, while indiscriminate attacks are similar to what we
call reliability attack. The key difference is that indiscriminate attacks in Barreno et al. [2010]
terminology are broader: for example, these allow for a spammer to target a large set of spam in-
stances (but not benign instances), whereas the attacker’s goal in reliability attacks (according to
our definition) is simply to maximize prediction error on all instances. Thus, we essentially col-
lapse two of the dimensions from Barreno et al. [2010] into the simpler dichotomy of two attack
goals (targeted vs. reliability attacks), and add a new dimension which distinguishes white-box
and black-box attacks.

Our categorization of black-box attacks at decision time is informed by the query-based
models of classifier evasion attacks [Lowd and Meek, 2005a, Nelson et al., 2012], as well as the
attacker information hierarchy elaborated by Biggio et al. [2013] and Šrndic and Laskov [2014].
An analogous characterization of black-box poisoning attacks (somewhat applicable also to at-
tacks at decision time) is due to Suciu et al. [2018], who call itFAIL after their four dimensions of
attacker knowledge: Feature knowledge (which features are known to the attacker), Algorithm
knowledge (to what extent does the attacker know the learning algorithm), Instance knowledge
(what information the attacker has about the learner’s training data), and Leverage (which fea-
tures the attacker can modify). Finally, our categorization is also informed by a recent survey on
adversarial machine learning by Biggio and Roli [2018], and more generally by the broader lit-
erature on adversarial machine learning, including attacks specifically on deep learning models.
We present bibliographic notes on these efforts in later chapters, where we discuss attacks on
machine learning, and associated defenses, in greater depth.
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C H A P T E R 4

Attacks at Decision Time
In this chapter, we begin to consider decision-time attacks on machine learning. As we men-
tioned, prototypical examples of this problem are adversarial evasion of spam, phishing, and
malware detectors trained to distinguish between benign and malicious instances, with adver-
saries manipulating the nature of the objects, such as introducing clever word misspellings or
substitutions of code regions, in order to be misclassified as benign.

The key challenge in analyzing robustness of learning approaches to decision-time attacks
is in modeling these attacks. A good model must account for the central tradeoff faced by an
attacker: introducing sufficient manipulation into the object (e.g., malware) to be misclassified
as benign as possible (we make this more precise below), while limiting changes to maintain
malicious functionality andminimize effort. In this chapter we introduce commonmathematical
models of decision-time attacks, and associated algorithmic approaches for solving the non-
trivial problem of computing an optimal (or near-optimal) attack. In particular, we break the
modeling discussion into two subsections based on the information dimension in our attack
taxonomy: we start with white-box attacks, and discuss black-box attacks thereafter. Moreover,
we describe common models of white-box attacks for many of the major classes of learning
algorithms: starting with the decision-time attack on binary classifiers (commonly known as the
evasion attack), we generalize the model to multiclass classifiers, then proceed to describe attacks
on anomaly detection, clustering, regression, and, finally, reinforcement learning.

We begin by describing several examples of evasion attacks from the cybersecurity lit-
erature to illustrate the challenges involved in devising and executing such attacks in practice,
challenges which are typically abstracted away in mathematical models of decision-time attacks
that we turn to thereafter.

4.1 EXAMPLESOFEVASIONATTACKSONMACHINE
LEARNINGMODELS

We’ll begin with several examples of evasion attacks—an important subclass of decision-time
attacks—which come from the cybersecurity literature. In an evasion attack, the learned model
is used to detect malicious behavior, such as an intrusion or a malicious executable, and the
attacker aims to change the characteristics of the attack to remain undetected.

The first example is the polymorphic blending attack, the target of which is an intrusion
detection system based on statistical anomaly detection. The second set of examples concerns
evasion attacks on Portable Document Format (PDF) malware classifiers. We describe several
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instances of such attacks: one which can be viewed as a mimircy attack, as it simply attempts to
introduce benign characteristics into a malicious file (rather than removing malicious-looking
aspects), and another which automates the attack and can both add and remove PDF objects.

4.1.1 ATTACKSONANOMALYDETECTION: POLYMORPHIC
BLENDING

Malware polymorphism is a long-standing issue in signature-based malware and intrusion detec-
tion systems (IDSs). Since malware signatures tend to be somewhat rigid (looking for an exact,
or close match), attacks routinely look to make small modifications to malware code or pack-
aging (such as packing and obfuscation) to significantly modify a hash-based signature. While
such attack principles are clearly examples of evasion, they are not pertinent to machine learn-
ing. However, anomaly detection has been proposed as a way to resolve the issue of polymorphic
malware, since statistical properties of such instances tend to remain quite unlike typical net-
work traffic. Specifically, an anomaly detector in the IDS use case would flag malware as it is
being trasmitted over the network.

A generic way to think of anomaly detection systems is to translate entities being modeled
(such as network traffic in IDS) into a numeric feature vector, say, x. For example, a common
approach is to use n-grams, or features which correspond to sequences of n consecutive bytes,
as described in Section 2.2.4. The feature vector corresponding to a particular packet could then
be a series of frequencies of each possible n-gram appearing in the packet, or a binary vector
indicating for each n-gram whether it appears in the packet. In any case, we can then obtain a
data set of “normal” traffic, and model the distribution of the associated feature vectors. If we
add a likelihood threshold, we can flag any packets with likelihood (given the distribution of
normal data) below the threshold.

A simple (and rather common) way to instantiate such a scheme is to take the mean of the
normal traffic feature vector, �, and impose a threshold on the mean so that any x W kx � �k > r

is flagged as abnormal (with r chosen to achieve a target low false-positive rate). This then
becomes an instance of centroid-based anomaly detection we discussed earlier in Section 2.2.4.

Now we can describe (briefly) polymorphic blending attacks. The goal of these is to create
polymorphic instances of malware (viewed as a sequence of packets), but also to achieve the feature
representation of the malware which is as close to normal as possible. Moreover, this needs to be
done without risking any deliterious effects on malicious functionality. One way to accomplish
this is by a combination of encryption, which substitutes characters common in normal packets
for those which are not, decryption, which can ensure that only normal n-grams are used by
storing a reverse mapping array with the i th entry having the normal character corresponding
to the i th attack character, and padding, which adds more normal bytes to the packet to make it
appear even more similar to a normal profile. At execution time, the decryptor then removes the
padding, and decrypts the attack packet. Such an attack on anomaly-based IDS was described
and evaluated in detail by Fogla et al. [2006].
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4.1.2 ATTACKSONPDFMALWARECLASSIFIERS
In order to explain PDF malware classification and associated attacks, we first take a brief detour
into PDF document structure.

PDF Structure The PDF is an open standard format used to present content and layout on
different platforms. A PDF file structure consists of four parts: header, body, cross-reference table
(CRT), and trailer. The header contains information such as the format version. The body is
the most important element of a PDF file, which comprises multiple objects that constitute the
content of the file. Each object in a PDF can be one of eight basic types: Boolean, Numeric,
String, Null, Name, Array, Dictionary, and Stream. Moreover, objects can be referenced from
other objects via indirect references. There are also other types of objects, such as JavaScript
which contains executable JavaScript code. The CRT indexes objects in the body, while the
trailer points to the CRT. The PDF file is parsed starting with the trailer, which contains the
location of the CRT, and then jumps directly to it, proceeding to parse the body of the PDF file
using object location information in the CRT.

PDFRate PDFMalwareDetector The PDFRate classifier, developed by Smutz and Stavrou
[2012], uses a random forest algorithm, and employs PDF metadata and content features to
categorize benign andmalicious PDFfiles.Themetadata features include the size of a file, author
name, and creation date, while content-based features include position and counts of specific
keywords. Content-based features are extracted by using regular expressions. The features of
PDFRate are detailed by Smutz and Stavrou [2012].

Example Attacks on PDFRate Malware Detector We now briefly describe two attacks on
PDFRate. The regular expressions used by PDFRate to generate its features parse the PDF file
linearly from beginning to end to extract each feature. In some cases, when features are based
on values of a particular PDF object, such as “Author,” repeated entries are handled by ignoring
all but the last value appearing in the file.

One attack on PDFRate, described by Šrndic and Laskov [2014], involves adding content
to a malicious PDF file to make it appear benign to the classifier. This attack leverages the
semantic gap between PDF readers and the linear file processing performed by the classifier.
Specifically, PDF readers following specification begin by reading the trailer, and then jump
directly to the CRT. Consequently, any content added between the CRT and the trailer would
be ignored by a PDF reader, but would still be used to construct features using the PDFRate
feature extraction mechanism. While this attack cannot modify all features used by PDFRate,
it can change a large number of them. In order to determine which content to add, this attack
suggests two approaches: a mimicry attack and an attack based on gradient descent in feature
space. In the mimicry attack, features of a malicious PDF that can be modified through the
attack are transformed to mimic a target benign PDF file in feature space, and then content is
added to the malicious PDF to transform one feature at a time to the target value in feature
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space (or as close to it as feasible). The gradient descent attack optimizes a weighted sum of
classification score for a differentiable proxy classifier (e.g., a support vector machine) and an
estimated density of benign files. The content is then added to the PDF to match the resulting
“optimal” feature vector as close as possible.

Another attack on PDFRate, EvadeML, described by Xu et al. [2016], uses genetic pro-
gramming to directly modify objects in a malicious PDF. EvadeML starts with a malicious
PDF which is correctly classified as malicious and aims to produce evasive variants which have
the same malicious behavior but are classified as benign. It assumes that the adversary has no
internal information about the target classifier, including features, training data, or the classifi-
cation algorithm. Rather, the adversary has black-box access to the target classifier, and it can
repeatedly submit PDF files to get corresponding classification scores. Based on the scores, the
adversary can adapt its strategy to craft evasive variants.

EvadeML employs genetic programming (GP) to search the space of possible PDF in-
stances to find ones that evade the classifier while maintaining malicious features. First, an initial
population is produced by randomly manipulating a malicious seed. As the seed contains multi-
ple PDF objects, each object is set to be a target and mutated with exogenously specified proba-
bility. The mutation is either a deletion, an insertion, or a swap operation. A deletion operation
deletes a target object from the seed malicious PDF file. An insertion operation inserts an object
from external benign PDF files (also provided exogenously) after the target object. EvadeML
uses three most benignly scoring PDF files for this purpose. A swap operation replaces the entry
of the target object with that of another object in the external benign PDFs.

After the population is initialized, each variant is assessed by the Cuckoo sand-
box [Guarnieri et al., 2012] and the target classifier to evaluate its fitness. The sandbox is used
to determine if a variant preserves malicious behavior. It opens and reads the variant PDF in a
virtual machine and detects malicious behaviors such as API or network anomalies, by detect-
ing malware signatures. The target classifier (PDFRate, for example) provides a classification
score for each variant. If the score is above a threshold, then the variant is classified as malicious.
Otherwise, it is classified as a benign PDF. If a variant is classified as benign but displays mali-
cious behavior, or if GP reaches the maximum number of generations, then GP terminates with
the variant achieving the best fitness score and the corresponding mutation trace is stored in a
pool for future population initialization. Otherwise, a subset of the population is selected for the
next generation based on their fitness evaluation. Afterward, the variants selected are randomly
manipulated to generate the next generation of the population.

The attacks we described have been demonstrated to be remarkably successful. For exam-
ple, EvadeML was reported to have 100% evasion success rate [Xu et al., 2016].

4.2 MODELINGDECISION-TIMEATTACKS
In order to understand decision-time attacks fundamentally and to allow us to reason about
these attacks in general, a number of attempts have been made to model them. Before getting
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into the mathematical details of several natural models of these attacks, we first describe these
conceptually, clarifying some terminology in the process.

An important aspect of a decision-time attack on machine learning, such as the adversarial
evasion attack discussed below, is that it is an attack on the machine learning model, and not on
the algorithm. For example, both a linear support vector machine and the perceptron algorithms
yield a linear classifier, f .x/ D sgn.wT x/, with feature weights w. From the perspective of a
decision-time attack, we only care about the end result, f .x/, and not which algorithm produced
it. This is not to say that the learning algorithm is irrelevant to robustness of learning to such
attacks; rather, one can claim that a particular algorithm tends to generate more robust models
than another algorithm. However, for the purposes of discussing attacks, only the structure of
the model is relevant.

In a prototypical decision-time attack, an adversary is associated with a particular behavior
(e.g., a sequence of commands) or object (e.g., malware) which is being labeled by the learned
model as malicious and is thereby prevented from achieving its goal. In response, the adversary
makes modifications to said behavior or object aiming to accomplish two objectives: (a) fulfill a
malicious objective, such as compromising a host, and (b) significantly reduce the likelihood of
being flagged as malicious by the learned model. A related secondary objective is for the attacker
to minimize the amount of effort spent devising a successful attack.

To get some intuition about decision-time attacks, consider the following simple example.

Example4.1 Consider the following example of adversarial evasion, a decision-time attack on a
binary classifier which flags an instance (say, spam) as malicious or benign. In our example, there
is a single feature, which we simply call x. We use a score-based classifier (see Section 2.1.2),
f .x/ D sgnfg.x/g, where g.x/ D 2x � 1. In other words, an instance x is classified as spam
if g.x/ � 0, or x � 0:5, and non-spam otherwise. We visualize this in Figure 4.1, where the
dashed horizontal line represents the g.x/ D 0 threshold for classifying an instance as malicious
vs. benign.

Now, suppose that the spammer created a spam email which is represented by a feature
xspam D 0:7. The associated g.xspam/ D 0:4 > 0, as indicated by the heavy red lines in Fig-
ure 4.1. In the evasion attack, the spammer would change the spam email so that its corre-
sponding numerical feature x0 drops below 0:5, which will ensure that the resulting g.x0/ < 0

(light red lines in Figure 4.1). In other words, the spam email with feature x0 is now classified
as non-spam.

In the remainder of this chapter we describe how decision-time attacks are commonly
modeled and analyzed mathematically.
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Figure 4.1: Illustration of an evasion attack in Example 4.1.

4.3 WHITE-BOXDECISION-TIMEATTACKS
A major challenge in modeling attacks is the question of what information about the learned
model the adversary possesses. We defer discussion of this for now and assume that the adversary
knows the model being attacked; that is, we start by considering white-box attacks.

4.3.1 ATTACKSONBINARYCLASSIFIERS: ADVERSARIALCLASSIFIER
EVASION

A common abstraction of white-box evasion attacks on binary classifiers begins with three con-
structs. The first is the classifier, f .x/ D sgn.g.x// for some scoring function g.x/. The second
construct is an adversarial feature vector xA corresponding to the feature characteristics of the
behavior, or object, that the adversary wishes to use. Henceforth, we call xA the ideal instance, in
the sense that this is the attack vector which would be used by the attacker if it were not flagged
as malicious by the classifier f .x/. How do we know what xA is? In practice, we take these to
be examples of previously observed attacks, and would consider how each of these would evade
the classifier. The third construct is the cost function, c.x; xA/ which assigns a cost to an attack
characterized by a feature vector x. This cost is meant to capture the difficulty of modifying the
ideal instance xA into x, which may stem from any source, including, crucially, any degrada-
tion of malicious functionality. Consequently, it is natural that c.xA; xA/ D 0 (the adversary
incurs no cost for leaving the point unperturbed), and that cost of x would increase with dis-
tance from xA in feature space. Evasion attacks will, as we will see presently, aim to balance two
considerations: appearing benign to the classifier, either captured by g.x/ � 0 or f .x/ D �1,
and minimizing cost c.x; xA/. Notice that adversarial evasion is fundamentally a targeted attack
in our terminology, since the adversary wishes to have specific malicious instances classified as
benign.
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AttackModels The most common way to model evasion costs is by using lp distance,

c.x; xA/ D kx � xA
kp; (4.1)

or its weighted generalization

c.x; xA/ D
X

j

j̨ jxj � xA
j j; (4.2)

where the weight j̨ aims to capture the difficulty of changing a feature j . Most commonly, l0,
l1, l2, or l1 norms are used (with p D0, 1, 2, and1, respectively). We call all such variations of
cost functions distance-based, as they are based on ameasure of distance (lp norm) in feature space
between a modified and original feature vector. An interesting variation on the distance-based
cost function is a separable cost function:

c.x; xA/ D maxf0; c1.x/ � c2.xA/g; (4.3)

which assumes, roughly, that the cost incurred for generating an evasive instance x is indepen-
dent of the target instance xA (modulo the constraint the the final cost is non-negative).

A limitation of distance-based cost functions is that they fail to capture an important
feature of real attacks: substitutability or equivalence among attack features. Take spam detection
as an example. One common way to construct features of spam email text is by using a bag-of-
words representation, where each feature corresponds to the incidence of a particular word. In the
simplest case, a binary feature representation would simply have a 1 whenever the corresponding
word occurs in the email, and 0 otherwise. An attacker may substitute one word for another, say,
using a synonym, without significantly changing the semantics of the message. It is reasonable
that such feature cross-substitution attacks incur a zero cost. To model this, suppose each feature
j has an equivalence class Fj of other features which can be “freely” used as substitutes for j .
The cost function can then be represented as

c.x; xA/ D
X

j

min
k2Fj jxA

j
˚xkD1

j̨ jxk � xA
j j; (4.4)

where ˚ is the exclusive-or, so that xA
j ˚ xk D 1 ensures that we only substitute between dif-

ferent features rather than simply add features.
Whatever cost function one uses, the next question is how to represent the tradeoff faced

by the attacker between appearing benign to the classifier, and minimizing evasion cost. Perhaps
the most intuitive way to represent this is through the following optimization problem:

min
x

Œminfg.x/; 0g C �c.x; xA/�; (4.5)

where � is a parameter trading off the relative importance of appearing more benign and incur-
ring evasion costs. Notice that the minfg.x/; 0g implies that the attacker obtains zero utility if
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they are classified as malicious, but benefits from looking more benign (i.e., having a smaller
g.x/). This reflects typical evasion attacks in the security literature, where the attacks explicitly
aspire to appear as benign to the classifier as possible. However, this term also makes the opti-
mization non-convex even if the feature space and g.x/ are convex. A natural convex relaxation
is the following alternative objective for the attacker:

min
x

Œg.x/C �c.x; xA/�: (4.6)

Another modeling approach is to assume that the attacker cares solely about appearing
benign, without any concern about degree of benignness.This can be captured in a few essentially
equivalent models. One is the following optimization problem:

min
x

c.x; xA/ (4.7a)
s:t: W f .x/ D �1: (4.7b)

While this model is intuitive, it has the property that the attacker can always succeed as long
as there exists some feature vector x which is classified by f .x/ as benign. Consequently, this
model is most useful in the analysis of classifier vulnerability in a modified form where we also
impose a cost budget constraint, C . More precisely, suppose that x� solves Problem 4.7. The
attacker’s decision rule for choosing an attack feature vector xnew is then

xnew D

�
x� if c.x�; xA/ � C

xA o:w:
(4.8)

This is essentially the model used by Dalvi et al. [2004], who term the associated problem min-
imum cost camouflage.

An alternative way to look at this is to have the attacker solve the following optimization
problem:

min
x

Œf .x/C �c.x; xA/� (4.9)

(note the replacement of g.x/, which is real-valued, with f .x/, which is binary). This problem
yields an equivalent decision rule for the attacker as the one we had just described, with the
budget constraint C D 2=�.

Yet another variation on this theme is the following optimization problem for the attacker:

min
x

g.x/ (4.10a)
s:t: W c.x; xA/ � C: (4.10b)

This also imposes a cost budget constraint on the attacker, but rather than focusing on mini-
mizing the evasion cost, attempts to make an instance look as benign as possible.
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Several interesting variations on this last optimization framework consider a somewhat

more involved set of constraints on feasible modifications that the adversary can make, and re-
place the objective with the defender’s loss, l.g.x//. The first example, free-range attack, assumes
that the adversary has the freedom to move data anywhere in the feature space. The only knowl-
edge the adversary needs is the valid range of each feature. Let xmax

j and xmin
j be the largest

and the smallest values that the j th feature can take. An attack instance x is then bounded as
follows:

Cf xmin
j � xij � Cf xmax

j ;8j; (4.11)

where Cf 2 Œ0; 1� controls the aggressiveness of attacks: Cf D 0 implies that no attack is possible,
while Cf D 1 corresponds to the most aggressive attacks involving the widest range of permitted
data movement.

The second example, restrained attack, attempts to move the initial malicious feature vec-
tor xA toward a particular target xt . The adversary can set xt as a prototypical benign feature
vector, such as the estimated centroid of innocuous data, a data point sampled from the ob-
served innocuous data, or an artificial data point generated from the estimated innocuous data
distribution.

In most cases, the adversary cannot change xA to xt as desired since these would com-
promise malicious value of the attack. To capture this intuition, the restrained attack imposes
several constraints that the new evasive instances x must satisfy. First,

.x � xA/ ı .xt
� xA/ � 0:

This ensures that modifications are in the same direction from xA as the target. Furthermore,
this attack places an upper bound on the amount of displacement for attribute j as follows:

jxj � xA
j j � C�

 
1 � Cı

jxt
j � xA

j j

jxA
j j C jx

t
j j

!
jxt

ij � xij j; (4.12)

where Cı ; C� 2 Œ0; 1� model the relative loss of malicious utility in proportion to displacement
of original feature vector toward the target. Jointly, these parameters govern how aggressive the
attack can be. The term 1 � Cı

jxt
ij

�xij j

jxij jCjxt
ij

j
bounds the magnitude of the evasion attack relative

to xA in terms of the original distance between the target and ideal instances: the farther apart
these are, the smaller proportion of jxt

j � xA
j j can be affected by the attacker.

Computing Optimal Attacks Now that we have defined a number of stylized models of ad-
versary’s objectives in evading a classifier, the next question is: how can we actually solve these
optimization problems? We now address this question.

First, observe that if g.x/ and c.x; xA/ are convex in x, and x 2 Rm are continuous, al-
most all of the above formulations of the attacker’s decision problem are convex, and can there-
fore be solved using standard convex optimization techniques. As a simple example, suppose
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that g.x/ D wT x and c.x; xA/ D kx � xAk22 (the squared l2 norm). Optimizing Problem (4.6)
would then yield a closed-form solution

x�
D xA

�
2

�
w:

More generally, however, the optimization problems may be non-convex. If we assume
that the feature space is real-valued and the objective is sufficiently smooth (e.g., has a differ-
entiable cost function and g.x/), one of the most basic techniques for solving these to obtain a
locally optimal solution is Gradient descent. To illustrate, suppose the attacker aims to optimize
Problem (4.6). If the gradient of the objective is

G.x/ D rxg.x/Crxc.x; xA/;

the gradient descent procedure would iteratively apply the following update steps:

xtC1 D xt � ˇtG.x/; (4.13)

where ˇt is the update step. If g.x/ and c.x; xA/ are sufficiently smooth, second-order methods,
such as Newton-Rhaphson, would be effective as well [Nocedal and Wright, 2006]. Of course,
both of these approaches would yield an optimal solution if the attacker’s problem is convex.

However, commonly the feature space is discrete, or even binary. A simple general-
purpose approach for tackling such problems is a set of methods we collectively call coordinate
greedy (CG). In CG, one first chooses a random order over the features, and then iteratively
attempts to change one feature at a time from the set of possibilities (we assume that this set is
finite, as is typically the case when features are discrete), choosing the best value for this feature
while keeping all others fixed. The process stops either after a fixed number of iterations, or when
it converges to a locally optimal solution.

Often, even a problem with discrete features can have enough special structure to admit
effective global optimization approaches. An example is the approach by Dalvi et al. [2004],
who describe a minimum cost camouflage attack, which can be optimally computed using an
integer linear program. To simplify discussion, we assume in this case that the feature space is
binary (the approach is more general in the original paper). Their attack is specific to a Naive
Bayes (NB) classifier (actually, its cost-sensitive generalization). The NB classifier computes the
probabilities pC.x/ D Prfy D C1jxg and p�.x/ D 1 � pC.x/, and predicts C1 iff

log.pC.x// � log.p�.x// > r

for some threshold r (which can be obtained, for example, by considering relative importance
of false positives and false negatives). Since for the NB classifier Prfy D C1jxg D Prfy D
C1g

Q
j Prfxj jy D C1g, and similarly Prfy D �1jxg D Prfy D �1g

Q
j Prfxj jy D �1g, we

can rewrite the decision equivalently as

log Prfy D C1g C
X

j

log Prfxj jy D C1g � log Prfy D �1g �
X

j

log Prfxj jy D �1g > r



4.3. WHITE-BOXDECISION-TIMEATTACKS 37
or X

j

�
log Prfxj jy D C1g � log Prfxj jy D �1g

�
> r 0; (4.14)

where
r 0
D r � .log Prfy D C1g � log Prfy D �1g/ : (4.15)

Let us define Lj .xj / D log Prfxj jy D C1g � log Prfxj jy D �1g, L.x/ D
P

j Lj .xj /, and
gap.x/ D L.x/ � r 0. gap.x/ is significant as it captures the minimal transformation of the log
odds to yield a negative classification of the feature vector, which is to say, to get an instance to
be classified as benign rather than malicious. A crucial observation is that modifications to the
features impact classification decision independently through Lj .xj /. Moreover, we can define
the net impact of flipping the feature xj (changing it from 1 to 0, or from 0 to 1) as

�j .xj / D Lj .1 � xj / � Lj .xj /:

The attacker’s goal is, thus, to induce a total change to an original instance x classified as mali-
cious that exceeds gap.x/.

Now we can formulate the attacker’s optimization problem as the following integer linear
program, in which zj are binary decision variables determining whether a feature j is modified:

min
z

X
j

zj (4.16a)

s:t: W
X

j

�j .xA
j /zj � gap.x/I zj 2 f0; 1g; (4.16b)

where xA
j is the value of feature j in the original “ideal” adversarial instance xA. This is just

a variation of the Knapsack problem [Martello and Toth, 1990], and can be solved extremely
fast in practice, even though it is NP-Hard in theory Kellerer et al. [2004]. Finally, once the
minimum cost camouflage is computed, the result is compared to the adversary’s cost budget.
The adversary only implements the associated manipulation x0 if the modification from the
original ideal instance is below the cost budget.

Given the difficulty of achieving an optimal solution for the general adversarial optimiza-
tion problems, an alternative approach is to aim for algorithms achieving good worst-case ap-
proximation guarantees. There have been relatively few examples of this, but a noteworthy case
is an algorithm by Lowd and Meek [2005a] for solving Problem (4.7) with a uniform l1 cost
function (i.e., ˛i D 1 for all i in cost function (4.2)). The algorithm starts with an arbitrary be-
nign instance, x D x�. It then repeats two loops until no further changes are possible: the first
loop attempts to flip each feature in x (the current feature vector) which is different from the
ideal instance xA; the second loop attempts to replace a pair of features which are different from
xA with some other feature which is currently identical in x and xA (but would thereby become
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Algorithm 4.1 Lowd and Meek Approximation Algorithm for Evading Linear Classifiers
x  x�

repeat
xlast  x

for each feature j 2 Cx do
flip xj

if f .x/ D C1 then
flip xj

end if
end for
for each triple of features j; k 2 Cx; l … Cx do

flip xj ; xk; xl

if f .x/ D C1 then
flip xj ; xk; xl

end if
end for

until xlast D x

return x

different). In either loop, a change is implemented iff the new feature vector is still classified
as benign. Notice that each such potential change in either loop would reduce the cost by 1.
The full algorithm is given in Algorithm 4.1, where Cx is the set of features which are different
between a feature vector x and the ideal instance xA. Lowd and Meek show that this algorithm
approximates the optimal solution to a factor of 2.

4.3.2 DECISION-TIMEATTACKSONMULTICLASSCLASSIFIERS
Having introduced the basic concepts of decision-time attacks in the context of binary classifiers,
we now procede to generalize these to attacks on multiclass classifiers.

Starting with targeted attacks, suppose that the attacker aims to transform the ideal in-
stance xA so that it is labeled as a target class t . A natural, and very general, model of such
attacks is the following optimization problem:

min
x

c.x; xA/ s:t: W f .x/ D t; (4.17)

where we can additionally impose a cost budget constraint as we had done above. If we wish
instead to consider a reliability attack, we can replace the constraint in model (4.17) with f .x/ ¤

y, where y is the correct label.
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Typically, however, we have more structure on the multiclass classifier, as it can be com-

monly represented as
f .x/ D arg max

y
gy.x/ (4.18)

for some score function gy.x/ (observe that this is a direct generalization of score-based binary
classification, where f .x/ D sgnfg.x/g). In that case, we can transform formulation (4.6) into

max
x

Œgt .x/ � �c.x; xA/� (4.19)

for a targeted attack, or

min
x

Œgy.x/C �c.x; xA/� (4.20)

for a reliability attack (where y is the correct label for x).
Unfortunately, it turns out that this generalization of adversarial evasion to multiclass

classifiers is problematic. To illustrate, consider a targeted attack in which the attacker’s goal
is to ensure that f .x/ D t for some target class t . When we solely maximize gt .x/, however,
we may also inadvertently maximize gy.x/ for some other class y ¤ t , with the end result that
gt .x

�/ < gy.x�/ for the optimal solution x� of Problem (4.19). In other words, the attacker
may fail to achieve its goal of inducing a classification of x� as a target class t .

To address this issue, observe that to obtain f .x/ D t the attacker needs the following
condition to hold:

gt .x/ � gy.x/ 8 y ¤ t:

We can increase robustness of targeted attacks by adding a safety margin of  into this condition,
obtaining

gt .x/ �  � gy.x/ 8 y ¤ t:

Rewriting this, we have the condition that

max
y¤t

gy.x/ � gt .x/ � �: (4.21)

Carlini and Wagner [2017] suggest replacing gt .x/ in the objective of Problem (4.19) with a
function h.xI t / which has the property that h.xI t / � � iff Condition (4.21) is satisfied (that
is, iff f .x/ D t , with the added margin ). One of these which performed particularly well in
their experiments is

h.xI t/ D maxf�; max
y¤t

gy.x/ � gt .x/g: (4.22)

We consequently rewrite the optimization problem for the targeted attack as

min
x

Œh.xI t/C �c.x; xA/�: (4.23)
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An analogous transformation can be devised for reliability attacks. While the resulting opti-
mization problems are typically non-convex, standard methods, such as gradient descent or local
search, can be applied to solve them [Hoos and Stützle, 2004, Nocedal and Wright, 2006].

Attacks on multiclass classifiers have become particularly important with the study of
robustness of deep learning algorithms. We devote Chapter 8 entirely to this topic.

4.3.3 DECISION-TIMEATTACKSONANOMALYDETECTORS
Some of the well-known evasion attacks have been deployed not against classifiers, but against
anomaly detection systems.While there are typically major differences in the specific approaches
for anomaly detection and classification (the former being unsupervised, while the latter super-
vised), it turns out that decision-time attacks on anomaly detectors are essentially identical to
evasion attacks on binary classifiers.

To appreciate this, consider the centroid-based anomaly detector with a given �. As
discussed in Section 2.2.4, a feature vector x is viewed as anomalous if kx � �k � r . Now,
define g.x/ D kx � �k � r . We can see that an instance x is classified as anomalous when
f .x/ D sgnfg.x/g D C1 or, equivalently, when g.x/ � 0. Consequently, all the attacks we dis-
cussed for binary classifiers are directly applicable here. Similarly, for PCA-based anomaly de-
tectors, we can define

g.x/ D kxek � r D k.I �VVT /xk � r; (4.24)

where V (the matrix of eigenvectors produced by PCA) is now given, and again apply standard
techniques for binary classifier evasion.

4.3.4 DECISION-TIMEATTACKSONCLUSTERINGMODELS
Just as decision-time attacks on anomaly detectors are conceptually equivalent to evasion attacks
on binary classifiers, a natural class of decision-time attacks on clustering is equivalent to attacks
on multiclass classifiers.

Let us generically designate a clustering model by partitioning the entire feature space
X into K subsets fS1; : : : ; SKg corresponding to K clusters. An arbitrary feature vector x

then belongs to a cluster k iff x 2 Sk . Often, such a cluster assignment can be represented as
k 2 arg maxy gy.x/ for some gy.x/. For example, suppose that the assignment is based on lp
distance from a cluster mean, with f�1; : : : ; �Kg being a collection of cluster means; the com-
mon k-means clustering approach is a special case with p D 2. Then k 2 arg miny kx � �ykp D

arg maxy kx � �yk
�1
p . In other words, gy.x/ D kx � �yk

�1
p .

With this in mind, we can now define targeted and reliability attacks on clustering as
follows. In a targeted attack, the adversary aims to ensure that the instance xA is miscategorized
to belong to a target cluster t with an associated cluster mean �t .1 Similarly, we can define
1There may be a question here that in clustering the specific cluster identity is not meaningful. However, note that once a
clustering model has been produced, it induces meaningful cluster identities, for example, as characterized by cluster means
�t .
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a reliability attack as ensuring that the ideal instance no longer falls into its original (correct)
cluster y. Given the definition of gy.x/ above, we can model such attacks on clustering in the
same way as we had modeled decision-time attacks on multiclass classifiers.

4.3.5 DECISION-TIMEATTACKSONREGRESSIONMODELS
In decision-time attacks on regression models the attacker, as before, will start with an ideal
feature vector xA, which it aims to transform into another, x0, to accomplish either a targeted or
reliability attack. In the targeted attack, the attacker has a target regression value t and aims to
achieve the predicted value of the regression model, f .x0/ as close as possible to t . In a reliability
attack, on the other hand, the attacker’s aim is to cause the prediction f .x0/ to be far from the
correct prediction y.

We illustrate decision-time attacks on regression through the following example.

Example 4.2 Consider a regression function in one variable x shown in dashes in Figure 4.2,
with xA the original ideal attack. Suppose the attacker aims to maximize prediction error after
a small modification of xA. In the figure, this can be accomplished by transforming xA into x0,
with f .x0/� f .xA/ (for example, skewing a stock price predictor to greatly overestimate the
price of a stock).

f(x)

f(xA)

f(x')

xA x' x

Attack

Figure 4.2: Illustration of a decision-time attack on regression in Example 4.2.

We can model targeted attacks by considering an adversarial loss function lA.f .x/; t/

which measures, from the adversary’s perspective, the error induced by an adversarial instance
x with respect to the adversary’s prediction target t . This allows us to recapture the canonical
tradeoff between achieving adversarial aims and minimizing the amount of manipulation faced
by adversaries executing decision-time attacks: the former part of the tradeoff is captured by the
loss function lA.�/, while we can capture the latter using the same types of cost functions we
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discussed above. Thus, the decision-time targeted attack in a regression setting can be modeled
using the following optimization problem:

min
x

lA.f .x/; t/C �c.x; xA/: (4.25)

The analog for a reliability attack is

max
x

l.f .x/; y/ � �c.x; xA/; (4.26)

where the attacker now attempts to maximize the learner’s loss function l.f .x/; y/. A common
special case for both the loss and the cost function is the squared l2 norm, i.e., lA.f .x/; t/ D

kf .x/ � tk22 and c.x; xA/ D kx � xAk22.
To offer a concrete illustration, let us consider an attack on a linear regression

model [Grosshans et al., 2013]. Suppose that, given a data point .xA; y/ and a linear regres-
sion model f .x/ D wT x, the attacker aims to bias the prediction toward a target t . If we use
(squared) l2 norm for both the attacker’s loss and cost functions, the attacker’s optimization
problem becomes

min
x

.wT x � t/2
C �kx � xA

k
2
2: (4.27)

Now, we can more generically apply this attack to a dataset f.xA
i ; yi /g with an associated

vector of corresponding targets t (one for each .xA
i ; yi /). Let us aggregate all feature vectors into

a feature matrix XA, and all labels into a label vector y. We can write the above optimization
problem in matrix form to find the optimal transformation of the feature matrix from XA into
a new one X:

min
X

.XAw � t /T .XAw � t /C �kX �XA
kF ; (4.28)

where kX �XAkF is the Frobenius norm. We can use first-order conditions to characterize
the attacker’s optimal response to a fixed model parameter vector w; thus, equating the first
derivative to zero, we obtain:

.X�w � t/wT
CX�

D XA; (4.29)

or

X�
D .�I C wwT /�1.twT

C �XA/: (4.30)

Using the Sherman-Morrison formula, we can equivalently write this as

X�
D XA

� .�C kwk22/�1.XAw � t /wT : (4.31)

Each row i in X� thus becomes a transformation of an original ideal feature vector xA
i into an

attack x�
i .
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Alfeld et al. [2016] present another interesting variant of attacks on regression models. In

particular, they consider attacks on linear autoregressive (AR) models, which are common mod-
els used for time series analysis and prediction, for example, in financial markets. Specifically,
Alfeld et al. [2016] describe attacks on order-d linear AR models of the form

xj D

dX
kD1

wkxj �k; (4.32)

where xj 2 R is the scalar observation at time j . In this context, the defender’s (learner’s) goal
is to make predictions at time j for the next h time steps, which can be done by applying
Equation (4.32) recursively. The attacker observes, and can modify, the d observations.

In formal notation, suppose that at an arbitrary point in time, the defender’s AR(d ) model
makes use of the previous d observations denoted by x D .x�d ; : : : ; x�1/, where x�k refers to
the observation k time steps before the decision time point (i.e., if decision point is time j ,
then this corresponds to xj �k in Equation (4.32)). The attacker can make modifications to the
observed values which inform the AR model, yielding the corrupted observations x0

�k
. At the

same time, modifying a vector of observations incurs a cost, c.x; x0/.
Just as above, the attacker’s goals may be either a targeted attack or an attack on learner

reliability. We use the targeted attack as an example, where the attacker has a target vector of
predictions t 2 Rh which it wishes to induce. Thus, if xh are h-step predictions made by the
defender, the attacker’s corresponding loss is

kxh
� tk2W; (4.33)

where kuk2W D uT Wu is the Mahalanobis norm. Just as in typical models of evasion attacks, it
is natural to model cost as a norm, such as squared l2 distance:

c.x; x0/ D kx � x0
k

2
2: (4.34)

In this case, we can equivalently represent x0 D x C ı for some attack vector ı, with the cost
corresponding to kık22.

To significantly facilitate analysis of this problem, one can transform it into matrix-vector
notation. First, observe that xj C1 D Sxj , where S is the one-step transition matrix:

S D
"

0h�1 I.h�1/�.h�1/

0 0T
.h�d�1/�1

wT

#
: (4.35)

Consequently, the vector of predictions starting at current time j D 0 and through time j D

h � 1 (i.e., over h time steps) is xh�1 D Shx�1 in our notation, where Sh denotes S to the power
h. Upon adversarial tampering ı, we then obtain the tampered result

x0
h�1 D Sh.x�1 C Zı/; (4.36)
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where

Z D
�

0.h�d/�d

Id�d

�
: (4.37)

Just as discussed above, we can consider a number of attack model variations, with and
without constraints. One simple variation which admits a closed form solution is for the attacker
to solve the following optimization problem:

min
ı
kSh.x�1 C Zı/ � tk2W C �kık22: (4.38)

Observe that this is just the analog of the Problem 4.25 above, with lA.f .x/; t/ D kSh.x�1 C

Zı/ � tk2W and c.x; xA/ captured by the squared l2 norm. The optimal solution is

ı�
D �.QC 2�/�1c; (4.39)

where

Q D .ShZ/T W.ShZ/ (4.40)

and

c D ZT .Sh/T WT Shx�1 � ZT .Sh/T WT t: (4.41)

4.3.6 DECISION-TIMEATTACKSONREINFORCEMENTLEARNING
A decision-time attack in the context of reinforcement learning would fundamentally be an at-
tack on the model learned using RL. Most directly, it is an attack on the policy, �.x/, which maps
an arbitrary state x into an action a or, if the policy is randomized, to a probability distribution
over actions �. The attacker attempts to make modifications to observed state x in a way that
leads the defender to make a poor action choice. Suppose that the attacker targets a particular
state x which it would transform in an attack to another state x0. Just as in the other attacks,
the attacker may have two goals: in a targeted attack, the attacker wants the learned policy � to
take a target action at .x/ (and the target action can be different for different states), while in a
reliability attack the attacker aims to cause the learner to take a different action from the one
taken by the learned policy �.x/.

Considering targeted and reliability attacks defined above may appear unnatural for RL: a
more natural attack would seem to be to minimize either the direct reward for an action taken in
state x, or the expected future stream of rewards. We now show that if the learned model is near-
optimal, we can view such attacks equivalently as targeted attacks. Recall that the Q-function
Q.x; a/ is defined precisely as the expected stream of future rewards in state x if action a is taken,
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followed subsequently by an optimal policy. If the attacker assumes that, indeed, the defender is
playing near-optimally, and if we define Na D arg mina Q.x; a/, then the attack minimizing the
expected stream of rewards is equivalent to a targeted attack with the target action at .x/ D Na.
We can deal with the case where the attacker aims to minimize immediate reward similarly.

The next question is: how can we fully model attacks on RL as optimization problems, and
how would we solve such problems? We now observe that the targeted and reliability attacks on
RL are essentially equivalent to such attacks on multiclass classifiers. To see this, observe that if
we assume a greedy policy with respect to a Q-function, then the policy can be defined as

�.x/ D arg max
a

Q.x; a/: (4.42)

Now, if we treat a as a predicted class and define ga.x/ D Q.x; a/, we can rewrite this as

�.x/ D arg max
a

ga.x/; (4.43)

which is identical to the score-based definition of multiclass classifiers we discussed earlier. Con-
sequently, we can implement targeted and reliability attacks on RL by using identical machinery
as for decision-time attacks against multiclass classifiers.

4.4 BLACK-BOXDECISION-TIMEATTACKS
White-box decision-time attacks highlight potential vulnerabilities of learning approaches.
However, they rely on an assumption that the attacker knows everything there is to know about
the system, an assumption which is clearly unrealistic. In order to fully understand vulnerabili-
ties, we now discuss situations where the attacker has only partial information about the learning
system, conventionally called black-box attacks.

There are two core issues in understanding black-box decision-time attacks: (1) how to
categorize partial information the attacker may have about the system and what can be accom-
plished with this information; and (2) how to model the way that the attacker can obtain in-
formation. We address the first question by describing a comprehensive taxonomy of black-box
decision-time attacks. We then discuss a natural query framework within which an adversary can
obtain information about the learning model, focusing our discussion on the adversarial evasion
problem.

4.4.1 A TAXONOMYOFBLACK-BOXATTACKS
As we observed earlier, decision-time attacks are attacks on the learned model, f . Consequently,
black-box attacks are fundamentally about information that the attacker possesses, or can infer,
about the actual model f used by the learner.

In Figure 4.3, we present a visualization of our taxonomy of black-box decision-time at-
tacks. Given that decision-time attacks are attacks on models, the taxonomy is centered around
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Figure 4.3: A schematic of the hierarchy of black-box decision-time attacks. F denotes the true
feature space, f the true model used by the learner, A the actual learning algorithm, and D

the dataset on which f was learned by applying A. Qf is an approximate (proxy) model, QF is an
approximate feature space, QA a proxy algorithm, and QD a proxy or partial dataset, with all proxies
derived or obtained where corresponding full information is unavailable.

information the attacker may have about the model, including the feature space used. This serves
as the organizing principle behind our taxonomy.

In the white-box attack, the attacker knows both the feature space, which we denote by
F , and the true model f . Equivalently, it suffices for the attacker to know the dataset D with
feature set F on which the learner applied the algorithm A to derive the model f by running
A on D (assuming that A is deterministic). On the other hand, if any of F , D, and A are not
known exactly, the attacker can only obtain a proxy model Qf which approximates the true target
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model f . Additionally, an approximate model Qf can represent query access to a true model,
which we discuss in greater detail below.

Let’s start with an attacker who knows the feature set F . If the attacker also knows the
dataset, they can use a proxy algorithm to derive a proxy model Qf . Consequently, we arrive at
the information state ŒF; Qf � (attacker knows features, and has a proxy model). We generally
expect this approach to be quite effective in classification learning: as long as both f and Qf are
highly accurate, they are necessarily similar in expectation. Formally, suppose that h.x/ is a true
function both f and Qf .x/ try to fit using data D, and suppose the error rate of both f and Qf is
bounded by �. Then,

Pr
x
ff .x/ ¤ Qf .x/g D Pr

x
fŒf .x/ ¤ h.x/ ^ Qf .x/ D h.x/� _ Œf .x/ D h.x/ ^ Qf .x/ ¤ h.x/�g

� Pr
x
fŒf .x/ ¤ h.x/ ^ Qf .x/ D h.x/�g C Pr

x
fŒf .x/ D h.x/ ^ Qf .x/ ¤ h.x/�g

� Pr
x
ff .x/ ¤ h.x/g C Pr

x
f Qf .x/ ¤ h.x/g � 2�:

Now, even if the attacker only has a proxy dataset QD, they can still infer a proxy model Qf by
running either the same algorithm as the learner, or a proxy, on QD. Thus, we still arrive at the
information state ŒF; Qf �. The success of such an attack now depends largely on how good an
approximation QD for the true dataD; for example, if they are both large enough, and come from
a similar distribution over instances, we expect Qf to remain a good approximation of model f .2

Note that the same ideas can be used even if the attacker does not know the true feature
space, but only uses a proxy QF . Now, whether they know the data or the algorithm, the attacker
can still obtain an approximate model Qf , yielding a somewhat lower information state Œ QF ; Qf �

than in the scenarios above. However, the difference between knowing F and QF is vital: if the
proxy feature space is very different from F , the attack may be much less likely to succeed.

Moving further toward the no-information extreme, the attacker may only have knowl-
edge of F , the features. In this case, an attacker may still be able to execute a mimicry attack:
for example, given a raw malicious instance (such as malware), and a small collection of benign
instances, the attacker can attempt to manipulate the malicious instance directly to make its
features close to those for benign instances. A mimicry attack can also be executed with a proxy
feature set QF , but here again it is unlikely to succeed unless QF is a sufficiently good proxy for
F . Finally, the attacker may know nothing about features, but may have query access to the
true model—an information state we also denote by Qf . In this case, the attacker may be able
to directly manipulate the malicious instance (for example, adding and removing objects from
a malicious PDF file), repeatedly querying the model to ascertain whether the modification
suffices to bypass the detector. This was the nature of the EvadeML attack [Xu et al., 2016].

2We note that this formalization only offers intuition about effectiveness of attacks designed against Qf in succeeding against
the true target f . Since the argument is about expectations, it is possible for two functions to be very similar in this sense,
but sufficiently different for purposes of attacks.
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4.4.2 MODELINGATTACKER INFORMATIONACQUISITION
One of the earliest treatments of black-box attacks suggested a natural query model: the attacker
has black-box query access, whereby they can submit feature vectors x as input, and observe the
label f .x/ assigned by the learner (for example, whether a classifier considers x as malicious).
Henceforth, we focus our discussion of query models on the problem of adversarial evasion of
binary classifiers.

The most basic algorithmic problem in this query model, proposed by Lowd and Meek
[2005a], is to solve (either exactly, or approximately) the optimization problem (4.7) (minimiz-
ing weighted l1 evasion cost, subject to being misclassified as benign) with a polynomial number
of queries to the classifier f .x/. They term this problem ACRE Learnability (ACRE stands for
adversarial classifier reverse engineering). Lowd and Meek [2005a] show that this is NP-Hard if
the feature space is binary even when f .x/ is linear. However, Algorithm 4.1 that we described
earlier in the context of white-box attacks can actually also be used in this querymodel, obtaining
a 2-approximation. A follow-up study on learnability showed that convex-inducing classifiers
are also approximately ACRE learnable, albeit over a continuous feature space [Nelson et al.,
2012].

The advantage of the query model is that it does not aim to directly approximate the clas-
sifier f .x/, but only “asks” a series of specific, but possibly costly questions (hence learnability in
terms of the number of queries, which is viewed as the costly operation). An alternative approach
one may consider is to first use queries to approximately learn (reverse engineer) f .x/, and then
solve problem (4.7) (which no longer requires expensive queries). However, even learning linear
classifiers is NP-Hard unless the target function is also linear [Hoffgen et al., 1995], so this
route appears no less challenging.

Fortunately, from an attacker’s perspective the learning problem is very special: in our
query model, the labels correspond to actual classification decisions with no noise, and, more-
over, a classifier being reverse engineered has itself been learned ! This property should be sufficient
to make reverse engineering easy.

To formalize this intuition, we can appeal to the well-known concept of polynomial learn-
ability. Recall from Chapter 2 that (informally) a hypothesis class F is learnable if we can com-
pute a nearly-optimal candidate from this class for an arbitrary distribution P over data. In our
context, learning will be performed at two levels: first, by the “defender,” who is trying to dis-
tinguish between good and bad instances, and second, by an “attacker,” who is trying to infer
the resulting classifier. We call the attacker’s learning task the reverse engineering problem, with
an additional restriction: we require the attacker to be within a small error,  , with respect to
the actual model f used by the defender.

Definition 4.3 We say that a distribution P over data .x; y/ can be efficiently -reverse en-
gineered using a hypothesis class F if there is an efficient learning algorithm L.�/ for F with
the property that for any �; ı 2 .0; 1/, there exists m0.�; ı/, such that for all m � m0.�; ı/,
Przm�Pfe.L.zm// �  C �g � 1 � ı:
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As the following result demonstrates, efficient learning directly implies efficient 0-reverse

engineering.

Theorem4.4 Suppose thatF is polynomially (PAC) learnable, and letf 2 F .Then any distribution
over .x; y/ with x � P for some P and y D f .x/ can be efficiently 0-reverse engineered.

This result is an immediate consequence of the definition of learnability. Thus, insofar as
we view the (empirical) efficiency of the defender’s learning algorithm as a practical prerequisite,
this result suggests that reverse engineering is easy in practice. Moreover, this idea also suggests
a general algorithmic approach for reverse engineering classifiers:

1. generate a polynomial number of feature vectors x,

2. query the classifier f for each x generated in step 1; this yields a dataset D D fxi ; yig, and

3. learn Qf from D using the same learning algorithm as applied by the defender.

The key limitation, of course, is that this approach implicitly assumes that the attacker knows
the defender’s learning algorithm, as well as feature space. We can relax this restriction by using a
proxy algorithm QA and a proxy feature space QF for this procedure, but clearly it may significantly
degrade the effectiveness of the approach.

In a variation of this query model the adversary can observe classification scores g.x/ for
queried instances x rather than only the classification decisions f .x/. Since we can translate
classification scores into classification directly, all of the results about reverse engineering carry
over. In practice, however, the classification scores are typically easier to learn.

4.4.3 ATTACKINGUSINGANAPPROXIMATEMODEL
Even if we are able to obtain a reasonably good estimate of the decision function f .x/ or scoring
function g.x/, it is never exactly correct. Let’s denote the approximation of the scoring function
by Qg.x/. One approach is to simply use either Qf .x/, or the approximate score Qg.x/, in an opti-
mization problem used for white-box attacks. However, an attacker may wish to be somewhat
more conservative to ensure that the attack is most likely to succeed. We now describe an ap-
proach to explicitly account for such model uncertainty in the context of the special case of
adversarial evasion.

In an evasion attack, one way for the attacker to hedge against uncertainty is to incorporate
a term which scores similarity of a modified instance x to benign feature vectors. To this end,
the following intuition is helpful: we would expect that a successful attack should appear to be
reasonably likely to be benign, based on typical benign data. To make this precise, suppose that
pb.x/ represents a density function of feature vectors x from the benign class. The attacker’s
optimization problem can then be modified by including the density term as follows (in the case
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of Problem (4.6)):

min
x
Qg.x/C �c.x; xA/ � ˇpb.x/: (4.44)

Here, observe that in addition to the conventional tradeoff between attack goal (captured by
Qg.x/) and cost (captured by c.x; xA/), we attempt to also maximize the likelihood of x being
benign, based on the density of benign data pb.x/.

One may naturally wonder how we can obtain (or approximate) the density function
pb.x/. One way, suggested by Biggio et al. [2013], is by applying kernel-based nonparamet-
ric density estimation, using a dataset of known benign instances D�, where

pb.x/ D
X

i2D�

k
�x � xi

h

�
; (4.45)

where k.�/ is the kernel function, and h the kernel smoothness parameter.

4.5 BIBLIOGRAPHICALNOTES
Important early examples of evasion attacks termed polymorphic blending attacks on anomlay
detection models are presented by Fogla et al. [2006], and then significantly generalized by
Fogla and Lee [2006]. Our discussion of polymorphic blending attacks attacks is based on these
efforts. The more recent attack on PDF malware classifiers using genetic programming was
described by Xu et al. [2016], which is the source of our discussion on that topic.

The earliest algorithmic treatments of classifier evasion are due to Dalvi et al. [2004] and
Lowd and Meek [2005a]. Dalvi et al. [2004] considered both the evasion attack which they
termed minimum cost camouflage, and the meta-problem of developing a more robust classifier
that we tackle in the next chapter. Lowd and Meek [2005a] introduce a number of seminal
models and results, including problem (4.7) as amodel of the attacker’s decision problem, and the
ACRE learnability concept. They also propose algorithmic approaches to ACRE learnability for
linear classification models, including the two-approximation result for polynomial learnability
over a binary feature space. Nelson et al. [2012] extend ACRE learnability results by considering
convex-inducing classifiers—that is, classifiers which induce some convex classification region,
either for the positive or the negative examples. Our discussion of learning proxy models in a
black-box attack setting is closely related to the more recent discussion of black-box attacks and
transferability in deep learning [Papernot et al., 2016c].

Barreno et al. [2006] and Nelson et al. [2010] consider models of attacks on machine
learning, as well as the issue of “defending” classifiers, or amending standard algorithms to pro-
duce classifiers that aremore robust to evasion. A number of efforts by Biggio et al. [2013, 2014b]
introduce several variations of attackmodels and associated optimization problems [Zhang et al.,
2015], and were the first to develop attacks against nonlinear classification models. The separa-
ble cost function was introduced by Hardt et al. [2016]. Li and Vorobeychik [2014] discuss the
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idea of feature substitution, and introduce a cost function to capture it. They also demonstrate
the deliterious impact that feature reduction may have on classifier robustness to evasion at-
tacks, particularly when features can be substituted for one another. Zhou et al. [2012] describe
free-range and restrained attack models.

Evasion attacks on multiclass classifiers have been studied largely in the context of deep
learning (see, e.g., Carlini and Wagner [2017]), where we borrow some of the modeling ideas).
We take these up in greater detail, with more comprehensive bibliographic notes, in Chapter 8.
This, incidentally, is where we’ll also discuss evasion attacks against reinforcement learning mod-
els, which have not seen much work outside of deep reinforcement learning.

There has been relatively little work on evasion attacks against regression models. Our
discussion for linear regression followsGrosshans et al. [2013], who derive the attack in themore
general case which includes uncertainty about the attacker’s cost-sensitive learning model. We
omit both the cost-sensitive aspects of the model, and the associated uncertainty, to streamline
the discussion. In any case, arguably the more significant aspects that are uncertain to the learner
in the context of an evasion attack are (a) how the attacker trades off evasion cost and goals, and
(b) what the target is in the targeted attack. To the best of our knowledge, none of these issues
have been considered in prior literature. The attack on linear autoregressive models which we
describe is due to Alfeld et al. [2016].

Lowd and Meek [2005a], along with foundational modeling ideas, also introduced the
first query-based black-box attack on classifiers, and follow-up work on ACRE learnability takes
the same modeling approach. Vorobeychik and Li [2014] discuss classifier reverse engineering
more generally, and the result about 0-reverse engineering of efficiently learned classifiers is due
to them. The definition of learnability in that section is adapted from Anthony and Bartlett
[2009].
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C H A P T E R 5

Defending Against
Decision-Time Attacks

In the previous chapter we discussed a number of classes of decision-time attacks on machine
learning models. In this chapter, we take up the natural follow-up question: how do we defend
against such attacks? Asmost of the literature on robust learning in the presence of decision-time
attacks is focused on supervised learning, our discussion will be restricted to this setting. Addi-
tionally, we deal with an important special case of such attacks in the context of deep learning
separately in Chapter 8.

We begin this chapter by providing a general conceptual foundation for the problem of
hardening supervised learning against decision-time attacks. The remainder of the chapter is
organized as follows.

1. Optimal Hardening of Binary Classifiers: this section addresses the problem of making
binary classifiers robust to decision-time (mostly, evasion) attacks, and focuses on several
important special cases which can be solved optimally.

2. Approximately Optimal Classifier Hardening: here, we present methods which are sig-
nificantly more scalable, and in some cases much more general, but are only approximately
optimal.

3. Decision Randomization: this part of the chapter describes how to develop an approach
which hardens general classes of binary classifiers through principled randomization.

4. Hardening Linear Regression: finally, we briefly describe a method for hardening linear
regression against decision-time attacks.

5.1 HARDENINGSUPERVISEDLEARNINGAGAINST
DECISION-TIMEATTACKS

Let us first recall the learning objective when we are not concerned with adversarial data ma-
nipulation. This goal is to learn a function f with the property that

E.x;y/�P Œl.f .x/; y/� � E.x;y/�P Œl.f 0.x/; y/� 8 f 0
2 F ;

where P is the unknown distribution over data. The term E.x;y/�P Œl.f .x/; y/� is commonly
termed expected risk of a classifier f , and we denote it by R.f /. In traditional learning, both
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the training data, as well as future data on which we wish to make predictions, is distributed
according to P .

In adversarial supervised learning, we assume that there is a particular way the distribution
of future data is modified as compared to training data: for instances in an adversarial target
set S � X � Y , the adversary modifies the corresponding feature vectors to cause prediction
error (either to match another target label, as in a targeted attack, or to maximize error, as in a
reliability attack).

Let’s represent decision-time attacks abstractly as a function A.xIf / which maps feature
vectors, along with the learned model, to feature vectors, that is, taking original feature vectors
that they would ideally wish to use (as represented by the training data or the distributionP from
which it is drawn), andmodifying them into new feature vectors aimed at changing the predicted
label of the learned function f . The resulting expected adversarial empirical risk, RA.f / for a
given function f is

RA.f / D E.x;y/�P Œl.f .A.xIf //; y/j.x; y/ 2 S� Pr
.x;y/�P

f.x; y/ 2 Sg

C E.x;y/�P Œl.f .x/; y/j.x; y/ … S� Pr
.x;y/�P

f.x; y/ … Sg:
(5.1)

Notice that we split the adversarial risk function into two parts: one corresponding to adversarial
instances, which behaves according to the model we encode by the function A, and another for
non-adversarial instances which are unchanged.The goal is then to solve the adversarial empirical
risk minimization problem

min
f 2F

RA.f /: (5.2)

Of course, just as in traditional learning, Problem (5.2) cannot be solved without knowing
the distributionP . Instead, we assume the existence of a training data setD D fxi ; yig

n
iD1, which

we use as a proxy. In particular, we define the adversarial empirical risk function QRA.f / as

QRA.f / D
X

i2DW.xi ;yi /2S

l.f .A.xi If //; yi /C
X

i2DW.xi ;yi /…S

l.f .xi /; yi /: (5.3)

Then, we approximate Equation (5.2) with the following optimization problem:

QR�
A D min

f 2F
QRA.f /C �.f /; (5.4)

where �.f / is a standard regularization function as in traditional learning, and QR�
A is the mini-

mum empirical adversarial risk.
A useful way to view the problem of hardening learning against decision-time attacks

is as a Stackelberg game. In a Stackelberg game, there are two players: a leader and a follower.
The leader moves first, making its strategic decision, which is then observed by (or becomes
known to) the follower. The follower then proceeds to make its own choice, at which point
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the game ends and the payoffs are realized to both players. In our setting, the leader is the
learner, whose strategic choice is the model f . The follower is the attacker, who observes f ,
and chooses an optimal decision-time attack, which we represent by the mapping A.xi If /

for each instance .xi ; yi / 2 S , where fxig encode the attacker’s original “ideal” feature vectors.
The solution to the Stackelberg game is a Stackelberg equilibrium, in which the combination of
ff; fA.xi If /gi j.xi ;yi /2Sg are such that

1. A.xi If / is a best response to f for each i j.xi ; yi / 2 S (that is, the attacker is optimizing
given xi and f , per one of the attack models in Chapter 4), and

2. f minimizes the adversarial empirical risk.

The approaches we discuss in this chapter are either computing a Stackelberg equilibrium of this
game for some pre-defined attack model and learner, or approximating it.

Example 5.1 Consider a simple one-dimensional feature space x 2 Œ0; 1� and a data set of
two examples, D D f.0:25; benign/; .0:75; malicious/g. Our goal is to find a threshold r on x

to robustly distinguish benign and malicious examples. In our case, any x > r is considered
malicious, and x � r is benign. Moreover, for any such threshold, the attacker would aim to
minimize the change in x necessary to be classified as benign, subject to a constraint that the
total change is at most 0.5 (corresponding to the Equation (4.7) with the additional budget
constraint C D 0:5). The example is visualized in Figure 5.1. Consider first a natural baseline in
which the threshold r D 0:5 is chosen to be equidistant from the benign and malicious instance
(this is an example of maximum margin classification which is at the root of support vector
machines Bishop [2011]). Since the attacker can easily change the instance to be just below
0:5, this threshold is not evasion-robust (the attacker can succeed in evading the classifier).
However, an alternative threshold r D 0:25 is robust: if we assume that the attacker breaks ties
in the learner’s favor, the attacker cannot successfully evade the classifier since they can change
the original feature by at most 0.5, and the learner will have perfect accuracy even after an evasion
attack.

0 10.25 0.5 0.75

Robust

Benign Malicious

r' r

Figure 5.1: Example: evasion-robust binary classification (Example 5.1).

Example 5.1 highlights an interesting issue of tie-breaking. In fact, we use a refinement
of the Stackelberg equilibrium concept known as a Strong Stackelberg equilibrium (SSE), where
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ties among best responses for the attackers are broken in the learner’s favor [Tambe, 2011]. The
technical reason for this is that an SSE is always guaranteed to exist. A conceptual reason is
that it is typically possible for the learner to make small changes in its decision f to make the
attacker strictly prefer its equilibrium choice with minimal impact on the defender’s loss. For
example, if in Example 5.1 the attacker’s cost was C D 0:4, then the optimal threshold would
be r D 0:35, and the learner can always make r D 0:35 � � for an arbitrarily small � and ensure
that a successful attack is infeasible without sacrificing accuracy.

An important concern about the Stackelberg game model above is that the adversary may
not know the classifier f if it’s a black-box attack. However, note that if we are interested in
robust learning, it is reasonable to assume that the attack is white-box: first, the learner knows
the model f , and second, robustness to a white-box attack implies robustness to a black-box
attack. Another caveat is that the actual game is with respect to an unknown distribution of
the attackers. In practice, we can use the training dataset as a proxy for this distribution, as is
standard in learning.

5.2 OPTIMALEVASION-ROBUSTCLASSIFICATION
We begin discussion of approaches for hardening learning against decision-time attacks by con-
sidering optimal evasion-robust binary classification, in the sense of minimizing adversarial em-
pirical risk (AER). In this case it is useful to consider the data set as split into two parts: DC,
which corresponds to instances with yi D C1 (malicious instances), and D�, corresponding to
yi D �1 or yi D 0 (bening instances, depending on how the classes are coded).

5.2.1 OPTIMALEVASION-ROBUST SPARSE SVM
We start by presenting an optimal evasion-robust binary classification algorithm that can be
applied to most of the evasion attack models described in Chapter 4. This algorithm, due to Li
and Vorobeychik [2018], is specific to a linear support vector machine binary classifier with l1
regularization.

Since adversaries correspond to feature vectors xi which are malicious (and which we
interpret as the “ideal” instances xA of the adversary), we henceforth refer to a given adversarial
instance by its index i . We now rewrite the adversarial empirical risk minimization problem
in the case of l1 regularized SVM as a bi-level program in which the learner first chooses the
weights w and the attacker modifies malicious instances xi (i.e., i 2 DC) into alternatives, Qxi ,
in response:
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min
w

X
i2D�

lh.�1; wT xi /C
X

i2DC

lh.1; wT exi /C ıjjwjj1 (5.5)

s:t: W 8 i 2 DC;

zi D arg min
xjh.xIw/�0

lA.x; xi Iw/

exi D

�
zi zi 2 Ci

xi otherwise;

where lh.y; wT x/ D maxf0; 1 � ywT xg is the hinge loss, lA.x; ; xi Iw/ is an adversarial loss
function that the attacker wishes to minimize (which may depend on the learning parame-
ters w), subject to constraints h.xIw/ � 0, and Ci is the set of feasible attacks for an adversarial
instance i . An example of the constraints h.xIw/ � 0 is wT x � 0, that is, the attacker wishes
to ensure that they are classified as benign.

As we can see in the formulation, the decision of the attacker depends on whether or not
its budget constraints are satisfied by the optimal adversarial instance (for example, whether it’s
so far from the original malicious instance that its malicious utility is largely compromised).
This is represented by the constraint that Qxi D zi if zi 2 Ci , and otherwise the attacker does
not change their original feature vector xi . A natural example of a budget constraint is Ci D

fzjc.z; xi / � C g, where C is the attacker’s cost budget.
The power of our approach and the formulation (5.5) is that it admits, in principle, an

arbitrary adversarial loss function lA.x; xi Iw/, and, consequently, an arbitrary cost function. The
methods described below will generalize as long as we have an algorithm for optimizing the
adversary’s loss given a classifier.

In order to solve the optimization problem (5.5) we now describe how to formulate it
as a (very large) mathematical program, and then propose several heuristic methods for mak-
ing it tractable. The first step is to observe that the hinge loss function and kwk1 can both be
easily linearized using standard methods. We therefore focus on the more challenging task of
expressing the adversarial decision in response to a classification choice w as a collection of linear
constraints.

Consider the adversary’s core optimization problem which computes

zi D arg min
xjh.xIw/�0

lA.x; xi Iw/ (5.6)

when zi 2 Ci , and with zi D xi otherwise.
Now define an auxiliary matrix T in which each column corresponds to a particular attack

feature vector x0, which we index using variables a; thus, Tja corresponds to the value of feature
j in the attack feature vector with index a. Define another auxiliary binary matrix Q where
Qai D 1 iff the attack strategy a 2 C for the attack instance i .

Next, define a matrix L where Lai is the attacker’s loss from the strategy a for an adver-
sarial instance i . Finally, let zai be a binary variable that selects exactly one feature vector a for
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the adversarial instance i . First, we must have a constraint that zai D 1 for exactly one strategy
a:
P

a zai D 1 8 i: Now, suppose that the strategy a that is selected is the best available option
for the attack instance i ; it may be below the cost budget, in which case this is the strategy used
by the adversary, or above budget, in which case xi is used. We can calculate the resulting value
of wT Qxi inside the loss function corresponding to adversarial instances using

wT
Qxi D ei D

X
a

zaiw
T .QaiTa C .1 �Qai /xi /: (5.7)

This expression introduces bilinear terms zaiw
T , but since zai are binary, these terms can be

linearized using McCormick inequalities [McCormick, 1976].
To ensure that zai selects the strategy which minimizes the adversary’s loss lA.�/ among

all feasible options, captured by the matrix L, we can introduce constraintsX
a

zaiLai � La0i CM.1 � ra0/ 8 a0;

where M is a large constant and ra is an indicator variable which is 1 for an attack strategy a

iff h.TaIw/ � 0 (that is, if feature vector x associated with the attack a, satisfies the constraint
h.xIw/ � 0). We can calculate ra for all a using constraints

.1 � 2ra/h.TaIw/ � 0:

The resulting full mathematical programming formulation is shown below:

min
w;z;r

X
i2D�

maxf0; 1 � wT xig C
X

i2DC

maxf0; 1C eig C ıkwk1 (5.8a)

s:t: W 8a; i; j W zai ; ra 2 f0; 1g (5.8b)X
a

zi .a/ D 1 (5.8c)

8i W ei D
X

a

mai .QaiTa C .1 �Qai /xi / (5.8d)

8a; i; j W �Mzai � maij �Mzai (5.8e)
8a; i; j W wj �M.1 � zai / � maij � wj CM.1 � zai / (5.8f )
8a0; i W

X
a

zaiLai � La0i CM.1 � ra0/ (5.8g)

8a W .1 � 2ra/h.TaIw/ � 0: (5.8h)

Variables mai allow us to linearize theConstraints (5.7), replacing themwithConstraints (5.8d)-
(5.8f). Constraint (5.8h) is the only nonlinear constraint remaining, and depends on the specific
form of the function h.TaIw/; we deal with it below in two special cases of attack models.

As is, the resulting mathematical program is intractable for two reasons: first, the best
response must be computed (using a set of constraints above) for each adversarial instance i , of
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which there could bemany, and second, we need a set of constraints for each feasible attack action
(feature vector) x (which we index by a). We can tackle the first problem by clustering the “ideal”
attack vectors xi into a set of clusters and using the mean of each cluster as the ideal attack xA for
the representative attacker. This dramatically reduces the number of adversaries and, therefore,
the size of the problem. To tackle the second problem, following Li and Vorobeychik [2018], we
can use constraint generation to iteratively add strategies a into the above program by computing
optimal, or approximately optimal, attack strategy to add in each iteration.

Algorithm 5.2AdversarialSparseSVM(X)
T Dinit() // initial set of attacks
D0  cluster(D)
w0  MILP(D0; T )
w  w0

while T changes do
for i 2 D0

C do
t DcomputeAttack(xi ; w)
T  T [ t

end for
w  MILP(D0; T )

end while
return w

The full iterative algorithm using clustering and constraint generation is shown in Algo-
rithm 5.2. The matrices Q and L in the mathematical program can be pre-computed in each
iteration using the matrix of strategies and corresponding T , as well as the set of constraints Ci .
The computeAttack() function generates an optimal attack by solving (often approximately) the
optimization problem zi D arg min

x2Ci

lA.x; xi Iw/.

Note that convergence of this algorithm is only guaranteed if the full feature space is
finite (although it need not be fast). When features are continuous, the constraint generation
algorithm need not converge at all, although it likely would in most cases reach a point where
new iterations result in very small changes to the classifier.

Next, we illustrate this approach in the context of two of the adversarial models described
in Chapter 4. As we show below, both can be formulated as mixed-integer linear programs.

The first model we consider, extending Problem (4.7) in Chapter 4, minimizes the ad-
versary’s cost c.x; xi / subject to the constraint that wT x � 0, that is, that the adversarial in-
stance is classified as benign. The extension discussed there is to also impose the cost con-
straint Ci D fxjc.x; xi / � C g. In the notation above, this means that the adversary’s loss is just
lA.x; xi Iw/ D c.x; xi /. The cost budget constraint can be handled directly by the mathemati-
cal program described above. The nonlinear constraint (5.8h) now becomes .1 � 2ra/wT Ta � 0:
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While this constraint again introduces bilinear terms, these can be linearized as well since ra are
binary. In particular, we can replace it with the following constraints:

8a W
X

j

wj Tja � 2
X

j

Tjataj

8a; j W �Mra � taj �Mra

8a; j W wj �M.1 � ra/ � taj � wj CM.1 � ra/;

(5.9)

where we introduce a new variable taj to assist in linearization. The full mathematical program
for adversarial empirical risk minimization in a sparse SVM thus becomes a mixed-integer linear
program (MILP) in the context of this attack model. Finally, we can implement the iterative
constraint generation approach by executing a variant of the Lowd and Meek algorithm (Algo-
rithm 4.1) in each iteration in response to the classifier w computed in the prior iteration.

Our second example is the evasion attack model described by Equation (4.6). In this
case, adversarial loss becomes lA.x; xi Iw/ D wT x C c.x; xi /. There is no constraint Ci , and
h.xIw/ � 0, which also eliminates the nonlinear constraint (5.8h). The attacker’s best response
computation comupteAttack() can be calculated by using a coordinate greedy algorithm (see
Chapter 4). Thus, again, we obtain a MILP for computing an optimal learning algorithm for
minimizing adversarial empirical risk.

5.2.2 EVASION-ROBUST SVMAGAINST FREE-RANGEATTACKS
Our next special case of robust learning considers the free-range attack described in the previous
chapter. An important characteristic of this attack is that the attacker’s goal is to maximize the
loss corresponding to adversarial instances in the training data (as a proxy for adversarial risk),
subject to a collection of linear constraints. This allows for a tractable extension of the linear
SVM optimization problem, where f .x/ D wT x C b for the weight vector w and bias term b

(note that we make the bias explicit in this formulation, as the corresponding constant 1 feature
would not be subject to an attack).

We start with the adversarial hinge loss, defined as follows:

h.w; b; xi / D

(
max

Qxi

maxf0; 1 � .wT Qxi C b/g if yi D C1

f0; 1C .wT xi C b/g if yi D �1

s:t: W Cf xmin � Qxi � Cf xmax :

(5.10)

Following the standard SVM risk formulation, we then obtain

min
w;b

X
i2D�

max
˚
0; 1C .wT xi C b/

	
C
X

i2DC

max
Qxi

max
˚
0; 1 � .wT

Qxi C b/
	
C ıjjwjj2: (5.11)

Combining cases for positive and negative instances, this is equivalent to:

min
w;b

X
i

max
Qxi

max
�
0; 1 � yi .w

T xi C b/ �
1

2
.1C yi /w

T . Qxi � xi /

�
C ıjjwjj2: (5.12)
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This is a disjoint bilinear problemwith respect to w and Qxi . Here, we are interested in discovering
optimal assignment to Qxi for a given w.

The first step is to note that the worst-case hinge loss for a given data point xi is obtained
when �i D Qxi � xi is chosen to minimize its contribution to the margin, which we can formulate
as the following linear program:

min
�i

1
2
.1C yi /w

T �i

s:t: W Cf .xmin � xi / � �i � Cf .xmax � xi /:
(5.13)

Next, taking the dual of this linear program we obtain a linear program with dual variables ui

and vi :

min Cf

P
j

�
vij .xmax

j � xij / � uij .xmin
j � xij /

�
s:t: W ui � vi D

1
2
.1C yi /w

ui ; vi � 0:

(5.14)

This allows us to write the adversarial version of the SVM optimization problem as

argmin
w;b;ti ;ui ;vi

P
i max

˚
0; 1 � yi � .w

T xi C b/C ti
	
C ıjjwjj2

s:t: ti �
P

j Cf

�
vij .xmax

j � xij / � uij .xmin
j � xij /

�
ui � vi D

1
2
.1C yi /w

ui ; vi � 0:

(5.15)

Adding a slack variable and linear constraints to remove the non-differentiality of the
hinge loss, we can finally rewrite the problem as the following quadratic program:

argmin
w;b;�i ;ti ;ui ;vi

P
i �i C ıjjwjj2

s:t: �i � 0

�i � 1 � yi � .w
T xi C b/C ti

ti �
P

j Cf

�
vij .xmax

j � xij / � uij .xmin
j � xij /

�
ui � vi D

1
2
.1C yi /w

ui ; vi � 0:

(5.16)
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5.2.3 EVASION-ROBUST SVMAGAINSTRESTRAINEDATTACKS
With the restrained attack model, we modify the hinge loss model and solve the problem fol-
lowing the same steps:

h.w; b; xi / D

(
max

Qxi

maxf0; 1 � .wT Qxi C b/g if yi D C1

f0; 1C .wT xi C b/g if yi D �1

s:t: W
j Qxi � xi j � C�

�
1 � Cı

jxt
i
�xi j

jxi jCjxt
i
j

�
ı jxt

i � xi j

.xt
i � xi / ı . Qxi � xi / � 0;

(5.17)

where ı denotes the pointwise (Hadamard) product.
Again, the worst-case hinge loss is obtained by solving the following minimization prob-

lem, where �i D Qxi � xi :

min
ıi

1
2
.1C yi /w

T �i

s:t: W j�i j � C�

�
1 � Cı

jxt
i
�xi j

jxi jCjxt
i
j

�
ı jxt

i � xi j

.xt
i � xi / ı �i � 0:

(5.18)

If we let

eij D C�

 
1 � Cı

jxt
ij � xij j

jxij j C jx
t
ij j

!
.xt

ij � xij /2

and multiply the first constraint above by xt
i � xi (thereby replacing the nonlinear j�i j absolute

value term with a set of equivalent linear inequalities), we obtain the following dual:

min
P

j eij uij

s:t: W .�ui C vi / ı .xt
i � xi / D

1
2
.1C yi /w

ui ; vi � 0:

(5.19)

The SVM risk minimization problem can now be rewritten as follows:

min
w;b;ti ;ui ;vi

P
i maxf0; 1 � yi .w

T xi C b/C tig C ıjjwjj2

s:t: ti �
P

j eij uij

.�ui C vi / ı .xt
i � xi / D

1
2
.1C yi /w

ui ; vi � 0:

(5.20)
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Replacing the nonlinear hinge loss with linear constraints, we obtain the following

quadratic program:

min
w;b;�i ;ti ;ui ;vi

P
i �i C ıjjwjj2

s:t: �i � 0

�i � 1 � yi .w � xi C b/C ti
ti �

P
j eij uij

.�ui C vi / ı .xt
i � xi / D

1
2
.1C yi /w

ui ; vi � 0:

(5.21)

5.2.4 EVASION-ROBUSTCLASSIFICATIONONUNRESTRICTED
FEATURE SPACES

A fairly general alternative approach to evasion-robust classification is offered by Brückner and
Scheffer [2011], who make an assumption that the feature space is unrestricted, i.e., X D Rm.
Suppose that the adversary faces the optimization problem of the form

max
zi 2Rm

X
i2DC

lA.wT .xi C zi //C �
X

i

Q.zi /;

where lA.�/ and Q.�/ are convex with z unconstrained, and the defender’s loss function and
regularizer are both strictly convex as well.1 In particular, suppose that

Q.zi / D kzik
2
2:

Then the following optimization problem characterizes the Stackelberg equilibrium decisions
by the learner and attacker (ignoring regularization by the learner, which can be added without
affecting the results): X

w;�

X
i2DC

l.wT .xi C �ikwk
2//C

X
i2D�

l.wT xi /

8i 2 DC W �i D
2

�
l.wT .xi C �ikwk

2//:

If the loss functions are convex and continuously differentiable, this problem can be solved using
Sequential Quadratic Programming (SQP).

There are several important limitations of this approach by Bruckner and Schaeffer. The
first crucial limitation is the assumption that an adversary can make arbitrary modifications.
This is trivially false when the classifier includes a bias feature but, more generally, it is quite
1The original presentation in Bruckner and Schaefer is slightly more general. Here, we frame it in a way which is consistent
with the rest of our discussion of evasion attacks and defenses.
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unusual for feature space to be unconstrained; typically, features have upper and lower bounds,
and if these are violated, the attack can be easily flagged. The second important limitation is the
assumption of strict convexity and continuous differentiability of loss functions, which rules out
common loss functions, such as the hinge loss, as well as sparse (l1) regularization.

5.2.5 ROBUSTNESSTOADVERSARIALLYMISSINGFEATURES
One important special case of attacks is when, at prediction time, an adversarially chosen subset
of features is set to zero (or effectively removed). We now describe such an attack, and associated
defensive approach, in the context of SVMs. For a given data point .x; y/, the attack maximizes
hinge loss subject to the constraint that at most K features are removed (set to zero). Let zj D 1

encode the decision to remove j th feature (with zj D 0 otherwise). The attacker’s problem can
then be captured as the following optimization problem:

max
zj 2f0;1g

maxf0; 1 � ywT .x ı .1 � z//g

s:t:
X

j

zj D K:
(5.22)

Observe that the attacker will always delete the K features with the highest values of ywj xj .
Consequently, we can write the worst-case hinge loss as

hwc.ywT x/ D maxf0; 1 � ywT x C sg; (5.23)

where

s D max
zj 2f0;1g;

P
j zj DK

ywT .x ı z/:

In addition, since the vertices of the polyhedron defined by
P

j zj D K are integral, we can relax
the integrality constraint on zj . Finally, we can change the order of multiplication to obtain

s Dmax y.w ı x/T z

s:t: W z 2 Œ0; 1�;
X

j

zj D K: (5.24)

Taking the dual of this linear program, we obtain

s Dmin Kzi C
X

j

vj

s:t: W v � 0; zi C v � yx ı w:

(5.25)
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We can now simply plug this into the standard quadratic program for a linear SVM, with the
hinge loss replaced by its worst-case variant hwc.ywT x/, obtaining

min 1

2
kwk22 C C

X
i

maxf0; 1 � yiw
T xi C sig

si � Kzi C
X

j

vij

zi C vi � yi .w ı xi /

vi � 0:

(5.26)

Once the hinge loss term is appropriately linearized, this becomes a convex quadratic program.

5.3 APPROXIMATELYHARDENINGCLASSIFIERS
AGAINSTDECISION-TIMEATTACKS

Even when we are trying to find an optimal evasion-robust linear classifier with respect to the
specific SVM loss function and l1 regularization, the problem is exceptionally hard. Even the
more tractable approaches for optimal hardening of classifiers against evasion described above
make strong assumptions about the attacker, and/or the learning loss function, and are in any
case not particularly scalable.

The approach taken in much prior work to address scalability limitations of directly opti-
mizing adversarial empirical risk has aimed at principled approximations. Such techniques fall
largely into three potentially overlapping categories:

1. relaxation of the adversarial risk function,

2. relaxation of feature space to continuous features, and

3. iterative retraining with adversarial data.

We first describe relaxation approaches (1 and 2), and then present an iterative retraining ap-
proach. Our description of relaxation methods keeps with the binary classification setting to
simplify discussion.

5.3.1 RELAXATIONAPPROACHES
A common relaxation of the adversarial risk function is to turn the game into a zero-sum en-
counter, as follows:X

i2DC

l.f .A.xi If //;C1/C
X

i2D�

l.f .xi /;�1/ �X
i2DC

max
x2S.xi /

l.f .x/;C1/C
X

i2D�

l.f .xi /;�1/;
(5.27)
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where S.xi / imposes constraints on modification of xi (see, e.g., Teo et al. [2007]). A common
example of such a constraint is an lp norm bound kx � xik

p
p � C for an exogenously specified

budget C of the attacker.
Consider the l1 norm constraints on the attacker as an illustration. Suppose that the

feature space is continuous, and consider a score-based variation of the loss function, l.yg.x//.
Letting x D xi C z for z W kzk1 � C , the zero-sum relaxation becomesX

i2DC

max
kzk1�C

l.g.xi C z//C
X

i2D�

l.�g.xi //: (5.28)

Suppose g.x/ D wT x C b. Then g.x C z/ D wT x C wT z C b, and maxkzk1�C l.wT .xi C

z/C b/ D l.wT xi � Ckwk1 C b/, if we make the natural assumption that the loss function l.a/

is monotonically decreasing in a. Thus, adversarial empirical risk becomes

QRA.w/ D
X

i2DC

l.wT xi C b � Ckwk1/C
X

i2D�

l.�wT xi � b/: (5.29)

In the case of the hinge loss l.ywT x/ D maxf0; 1 � ywT xg (as in support vector machines),
this expression now becomes

QRA.w/ D
X

i2DC

maxf0; 1 � wT xi � b C Ckwk1g C
X

i2D�

maxf0; 1C wT xi C bg: (5.30)

Notice the interesting relationship between adversarial robustness to l1-norm attacks and sparse
regularization: adversarial robustness essentially implies a penalty on the l1 norm of the weight
vector. In any case, we can solve this problem using linear programming. Moreover, we can
further “pull” Ckwk1 out of the loss function, obtaining a standard l1 regularized linear SVM.

When features are binary, we can modify this approach as follows. Observe that

max
kzk1�C

maxf0; 1 � wT xi � b C wT zg � maxf1; 1 � wT xi � bg C max
kzk1�C

wT z: (5.31)

Thus, in the case of SVM,

QRA.w/ �
X

i2DC

maxf0; 1 � wT xi � bg C
X

i2D�Wyi D�1

maxf0; 1C wT xi C bg

C jDCj max
kzk1�C

wT z:
(5.32)

We can further relax

max
kzk1�C

wT z � Ckwk1 (5.33)

(applying the continuous feature relaxation 2 above) so that the attack, again, turns into a cor-
responding regularization of the model, and, again, we obtain a standard l1 regularized linear
SVM.
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These examples illustrate a very important and general connection between regularization

and evasion robustness [Russu et al., 2016, Xu et al., 2009b]. To formalize a general connection
consider an alternative relaxation of expression (5.27) into a robust optimization problem:X

i2DC

l.f .A.xi If //;C1/C
X

i2D�

l.f .xi /;�1/ �
X
i2D

max
x2S.xi /

l.f .x/; yi /: (5.34)

That is, now we allow every instance in the domain to be a potential attacker. Further, suppose
again that the constraint set S.xi / D fzjkz � xikp � C g as above. In this case, Xu et al. [2009b]
present the following result.

Theorem 5.2 The following optimization problems are equivalent:

min
w;b

X
i2D

max
zjkz�xi kp�C

maxf0; 1 � yi .w
T z C b/g

and
min
w;b

X
i2D

maxf0; 1 � yi .w
T xi C b/g C Ckwkq;

where p and q are dual norms (i.e., 1
p
C

1
q
D 1).

This connection between robustness and regularization is quite powerful. However, the
precise connection articulated in Theorem 5.2 is specific to SVMs and the robust optimization
problem in which all instances can be adversarial. In practice, the robust optimization formula-
tion itself can be too conservative. Let’s return for the moment to our example earlier (Exam-
ple 5.1). First, suppose that C D 0:25. In this case, the optimal threshold r D 0:5 is the max-
imum margin decision rule precisely as we expect from Theorem 5.2 in the one-dimensional
special case (where all lp norms coincide). On the other hand, if C D 0:4, robust optimization
relaxation of the problem would predict that for any 0:25 � r � 0:75 we must make 1 error
(since at least one of the two data points will be able to jump across the treshold within the cost
budget), and consequently every such threshold is equally good. Of course, this is not the case
in the example, since the benign data point will not adversarially change its feature, and, indeed,
we can get 0 error by setting r D 0:3 (for example; the optimum is not unique).

5.3.2 GENERAL-PURPOSEDEFENSE: ITERATIVERETRAINING
There is a very general approach for making supervised learning robust to adversarial evasion
that has existed in various forms for many years: retraining. The term “retraining” actually refers
to a number of different ideas, so henceforth we’ll call the specific algorithm below iterative
retraining. The idea is this: start by applying the standard learning algorithm of choice to training
data, followed by transforming each adversarial feature vector in the training data (i.e., each
i W .xi ; yi / 2 S) according to A.xi If /, with the resulting transformed feature vector then added
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to the data, and then iteratively repeating these two steps, either until convergence (or near-
convergence), or for a fixed number of iterations. Because of the considerable usefulness of this
very simple idea, we present the full iterative retraining algorithm (Algorithm 5.3).

Algorithm 5.3 Iterative Retraining
1: Input: training data D; evasion attack function A.xIf /

2: Ni  ; 8 i W yi 2 TA

3: repeat
4: f  Train(D [i Ni )
5: �  ;

6: for i W .xi ; yi / 2 S do
7: x0 D A.xi If /

8: if x0 … Ni then
9: �  � [ x0

10: end if
11: Ni  Ni [ x0

12: end for
13: until TerminationCondition(�)
14: Output: Learned model f

An important part of Algorithm 5.3 is the TerminationCondition function. One natural
termination condition is that � D ;, that is, in a given iteration, no new adversarial instances
are added to the data. It turns out that if the algorithm actually reaches this condition, the result
has the nice theoretical property that the empirical risk of the solution f is an upper bound on
optimal adversarial empirical risk.

Theorem 5.3 Suppose that Algorithm 5.3 has converged where no new adversarial instances can be
added, and letRretraining be the empirical risk after the last iteration. Then QR�

A � Rretraining .

An important thing to notice about the iterative retraining approach is that it does not
assume anything about adversarial behavior or learning algorithm. In particular, this idea ap-
plies in multi-class classification as well as regression settings. The caveat, of course, is that the
algorithm need not always converge, or may converge after a very large number of iterations,
effectively making the upper bound in Theorem 5.3 very loose. Nevertheless, considerable em-
pirical experience (e.g., Goodfellow et al. [2015], Li and Vorobeychik [2018]) suggests that this
simple idea can be quite effective in practice.
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5.4 EVASION-ROBUSTNESSTHROUGHFEATURE-LEVEL
PROTECTION

An alternative way to induce robustness to evasion is to select a subset of features which are
“protected” (e.g., through redundancy or verification), so as to make these impossible for an
attacker to modify. This is clearly not universally useful, but is salient in many settings, such as
when features correspond to sensor measurements and adversarial attacks involve modifications
of these measurements (rather than actual behavior).

We can formalize this problem in the case of binary classification as follows:

min
f

min
r2f0;1gnWkrk1�B

X
i2DC

max
x2S.xi ;r/

l.f .x/;C1/C
X

i2DWyi D�1

l.f .xi /;�1/;

where S.xi ; r/, the feasible set of attacks, now depends on the choice r of the features which are
“protected.”

Considering a linear classifier again along with a kzk1 � C constraint on the adversary,
we can relax this problem to obtain

min
w

min
r2f0;1gnWkrk1�B

X
i2DC

max
kzk1�C

l.wT .xi C z//C
X

i2DWyi D�1

l.�wT xi /

� min
w;r

X
i2D

l.wT xi /C jDCjC
X

j

jwjrj :

We can obtain an approximate solution to this by first computing an optimal w of the problem
with rj D 0 for all j , and then greedily selecting rj D 1 for B features with largest jwj j.

5.5 DECISIONRANDOMIZATION
The vast majority of techniques for making machine learning robust to decision-time attacks
involve modifications of the training procedure to arrive at a more robust fixed model f 2 F .
Viewing the problem of hardening learning against such attacks through the lens of Stackel-
berg games, as we had done earlier, suggests another powerful tool, randomization, which has
been extensively leveraged by Stackelberg game models in physical security applications [Tambe,
2011]. In this section, we present a principled randomization scheme for supervised binary clas-
sification learning in the face of evasion attacks, based on the approach by Li and Vorobeychik
[2015].

5.5.1 MODEL
As in the conventional Stackelberg game that represents the adversarial classification problem,
the defender acts first, choosing the probability of flagging an instance as malicious, followed by
attackers (corresponding to malicious instances in the data) choosing optimal evasion strategies.
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Wedenote the defender’s decision by a function q.x/ which represents the probability of “acting”
on a feature vector x (e.g., labeling it as malicious). In the rest of this section, we assume that
feature vectors x are binary.

The key idea behind the approach we now describe is to separate the problem of prediction
from that of decisions based on predictions. For the former, we can apply conventional machine
learning to the training data D to obtain a probabilistic model, p.x/. The semantics of this model
is the probability that x is an adversarial “ideal” feature vector given the current distribution of
malicious and benign behavior. In other words, this represents our belief about the attacker’s pref-
erences, and is only the first step for the defender. The second step is to identify an optimal
strategy about which instances x to actually label as malicious, which we allow to be stochastic.
This strategy would now take into account adversarial evasion.

To move forward, we now need an evasion attack model. While we discussed a number of
candidates in Chapter 4, none are adequate here because they all assume a deterministic classifier
f .We now describe a natural adaptation ofmany of these in the setting with a stochastic decision
function for the defender.

Specifically, if the attacker with a preference for x (i.e., for whom x D xA is the ideal
feature vector) chooses an alternative attack vector x0, we model the associated utility from suc-
cessfully bypassing defenses as V.x/Q.x; x0/, where Q.x; x0/ D e�ıjjx�x0jj, with jj � jj a norm
(we use Hamming distance), V.x/ the value of the attack, and ı the importance of being close
to the preferred x. The full utility function of an attacker with preference x for choosing another
input x0 when the defense strategy is q is then

�.x; x0
I q/ D V.x/Q.x; x0/.1 � q.x0//; (5.35)

since 1 � q.�/ is the probability that the attacker successfully bypasses the defensive action. The
attacker then solves the following optimization problem:

v.xI q/ D max
x0

�.x; x0
I q/: (5.36)

Now that we have described the decision model for the attacker, we can turn to the prob-
lem that the defender is solving. A natural goal for the defender is to maximize expected value of
benign traffic that is classified as benign, less the expected losses due to attacks that successfully
bypass the operator.

To formalize, we define the defender’s utility function UD.q; p/ as follows:

UD.q; p/ D Ex Œ.1 � q.x//.1 � p.x// � p.x/v.xI q/� : (5.37)

To interpret the defender’s utility function, let us rewrite it for a special case when V.x/ D 1

and ı D1 (so that the attacker will always use the original feature vector x), reducing the
utility function to ExŒ.1 � q.x//.1 � p.x// � p.x/.1 � q.x//�: Since p.x/ is constant, this is
equivalent to minimizing
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ExŒq.x/.1 � p.x//C p.x/.1 � q.x//�;

which is just the expected misclassification error.

5.5.2 OPTIMALRANDOMIZEDOPERATIONALUSEOF
CLASSIFICATION

Given the Stackelberg game model of strategic interactions between a defender armed with a
classifier, and an attacker attempting to evade it we can now describe an algorithmic approach
for solving it. First, approximate the expected utility UD by taking the sample average utility
using the training data; we denote the result by QUD. Using QUD as the objective, we can maximize
it using the following linear program (LP):

max
q

QUD.q; p/ (5.38a)

s:t: W 0 � q.x/ � 1 8 x 2 X (5.38b)
v.xI q/ � �.x; x0

I q/ 8 x; x0
2 X ; (5.38c)

where constraint (5.38c) computes the attacker’s best response (optimal evasion of q), and X is
the full binary feature space.

It is readily apparent that the linear program (5.38) is not a practical solution approach
for two reasons: (a) q.x/ must be defined over the entire feature space X ; and (b) the set of
constraints is quadratic in jX j. Since with n features jX j D 2n, this LP is a non-starter.

The first step toward addressing the scalability issue is to represent q.x/ using a set of
normalized basis functions, f�j .x/g, where q.x/ D

P
j j̨ �j .x/. This allows us to focus on op-

timizing j̨ , a potentially tractable proposition if the set of basis functions is small. With this
representation, the LP now takes the following form:

min
˛�0

X
j

j̨ EŒ�j .x/.1 � p.x//�C EŒV .x/p.x/Q.x; ˛/� (5.39a)

s:t W Q.x; ˛/ � e�ıjjx�x0jj.1 �
X

i

j̨ �j .x0// 8x; x0
2 X (5.39b)X

j

j̨ � 1: (5.39c)

While we can reduce the number of variables in the optimization problem using a basis
representation �, we still retain the intractably large set of inequalities which compute the at-
tacker’s best response. To address this issue, suppose that we have an oracle A.xI q/ which can
compute a best response x0 to a strategy q for an attacker with an ideal attack x. Armed with
this oracle, we can use a constraint generation aproach to iteratively compute an (approximately)
optimal operational decision function q (Algorithm 5.4 below). The input to Algorithm 5.4 is
the feature matrix X in the training data, with Xbad denoting this feature matrix restricted to
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Algorithm 5.4OptimalRandomizedClassification(X)
� DConstructBasis()
NX  X

q  MASTER( NX )
while true do
for x 2 Xbad do

x0 D A.xI q/
NX  NX [ x0

end for
if All x0 2 NX then
return q

end if
q  MASTER( NX )

end while

“bad” (malicious) instances. At the core of this algorithm is the MASTER linear program which
computes an attacker’s (approximate) best response using the modified LP (5.39), but using only
a small subset of all feature vectors as alternative attacks, which we denote by NX . The algorithm
begins with NX initialized to only include feature vectors in the training data X . The first step
is to compute an optimal solution, q, with adversarial evasion restricted to X . Then, iteratively,
we compute an attacker’s best response x0 to the current solution q for each malicious instance
x 2 Xbad, adding it to NX , rerun the MASTER linear program to recompute q, and repeat. The
process is terminated whenwe cannot generate any new constraints (i.e., the available constraints
already include best responses for the attacker for all malicious instances in training data).

The approach described so far in principle addresses the scalability issues, but leaves two
key questions unanswered: (1) how do we construct the basis �, a problem which is of critical
importance to good quality approximation (the ConstructBasis() function in Algorithm 5.4);
and (2) how do we compute the attacker’s best response to q, represented above by an oracle
A.x; q/. We discuss these next.

Basis Construction The main idea for the basis representation relies on harmonic (Fourier)
analysis of Boolean functions [Kahn et al., 1988, O’Donnell, 2008]. In particular, it is
known that every Boolean function f W f0; 1gn ! R can be uniquely represented as f .x/ DP

S2BS
f
V

S�S .x/, where �S .x/ D .�1/ST x is a parity function on a given basis S 2 f0; 1gn, BS

is the set containing all the bases S , and the corresponding Fourier coefficients can be computed
as f
V

S D ExŒf .x/�S .x/� [De Wolf, 2008, O’Donnell, 2008]. The goal is to approximate q.x/

using a Fourier basis. The core task is to compute a set of basis functions to be subsequently
used in optimizing q.x/. The first step proposed by Li and Vorobeychik [2015] is to uniformly
randomly select K feature vectors xk , use a traditional learning algorithm to obtain the p.x/
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vector over these, and solve the linear program (5.38) to compute q.x/ restricted to these fea-
ture vectors. At this point, the same set of feature vectors can be used to approximate a Fourier

coefficient of this q.x/ for an arbitrary basis S as t D 1
m

mP
iD1

q.xi /�S .xi /. We can use this ex-

pression to compute a basis set S with the largest and smallest (largest in absolute value) Fourier
coefficients using the following integer linear program (replacing the max with the min to get
the smallest coefficient):

max
S

1

K

KX
kD1

q.xk/rk
S (5.40a)

s:t: W ST xk
D 2yk

C hk (5.40b)
rk

S D 1 � 2hk (5.40c)
yk
2 Z; hk

2 f0; 1g; S 2 f0; 1gn: (5.40d)

The final basis generation algorithm solves the integer linear program (5.40) for both
largest and smallest coefficients iteratively, each time adding a constraint that rules out a previ-
ously generated basis, until the absolute value of the optimal solution is sufficiently small.

ComputingAdversary’s BestResponse The constraint generation algorithm described above
presumes the existance of an oracle A.xI q/ which computes (or approximates) an optimal eva-
sion of q (we call this a best response to q) for an attacker that would prefer to use a feature vector
x. Note that since V.x/ is fixed in the attacker’s evasion problem (because x is fixed), it can be
ignored.

While Li and Vorobeychik [2015] showed that the adversarial evasion problem is strongly
NP-Hard, they proposed an effective Greedy heuristic for solving it. This greedy heuristic starts
with x and iteratively flips features one at a time, flipping a feature that yields the greatest
decrease in q.x0/ each time.

5.6 EVASION-ROBUSTREGRESSION
We close this chapter by discussing an approach for developing evasion-robust regression, based
on the decision-time attack on regression discussed in Chapter 4 due to Grosshans et al. [2013].
Specifically, recall from Chapter 4 (Section 4.3.5) that the optimal attack on a linear regression
with parameter vector w is

NX�.w/ D X � .�C kwk22/�1.Xw � z/wT :

If we were to consider a Stackelberg equilbrium strategy for the learner, we can embed this into
the defender’s adversarial empirical risk minimization problem as follows:

min
w

. NX�.w/w � y/T . NX�.w/w � y/C kwk22;
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where we assume that the learner uses both l2 loss and l2 regularization. This problem is not
necessarily convex, but is smooth and can be approximately solved using nonlinear programming
solvers.

5.7 BIBLIOGRAPHICNOTES
As with evasion attack modeling, Dalvi et al. [2004] present the first significant advance in mod-
eling evasion attack and defense as a game, and offer an approach for making binary classification
more robust to evasion. As in many other examples of evasion-robust learning, their evaluation
was focused on spam email filtering. Both their game model, and solution approach, are quite
distinct from the Stackelberg game model we use. In particular, their algorithm first computes
an optimal attack to a conventionally learned model (a standard Naive Bayes classifier), and then
computes an optimal defense in response to this evasion attack. The approach, thus, is akin to
the first two iterations of asynchronomous best response dynamics in games [Fudenberg and
Levine, 1998], rather than computation of either a Stackelberg or a Nash equilibrium.

Teo et al. [2007] present what appears to be the first general approach for robust multi-
class SVM in the context of decision-time attacks. They model robustness as ensuring prediction
invariance to a set of possible manipulations (essentially, transforming the problem into robust
optimization), and extend the optimization problem for computing optimal support vector ma-
chine structured classifiers in this setting. The resulting quadratic program can be large if the
space of possible manipulations is large, but can be solved, in principle, using column genera-
tion techniques. Our discussion reduces their approach to the special case of binary classification
(which considerably simplifies it). We also frame the Teo et al. [2007] approach as using an up-
per bound approximation on the optimal classifier hardening problem based on the zero-sum
(worst-case loss) relaxation; this is unlike the original paper, which focuses directly on the worst-
case loss.

Brückner and Scheffer [2012], in their first foray into adversarial classification, model the
problem as a static game between the defender (learner) and attacker, rather than the Stackelberg
game which frames all of our discussion. However, in another effort, Brückner and Scheffer
[2011] consider the Stackelberg game model; this is the approach we actually describe in this
chapter.

The adversarial retraining idea has appeared a number of times in prior literature, in vary-
ing incarnations. Its iterative version is systematically described and analyzed by Li and Vorob-
eychik [2018], and is also discussed by Kantchelian et al. [2016], Grosse et al. [2017], and, in
passing, by Teo et al. [2007].

Our discussion of defense against free-range and retrained attacks follows Zhou et al.
[2012], who also introduced the associated evasion attack models we described in Chapter 4.
Li and Vorobeychik [2014, 2018] introduce both the feature cross-substitution attack discussed
in Chapter 4, and the mixed-integer linear programming approach for minimizing adversarial
empirical risk in the context of l1 regularized SVM. Kantarcioglu et al. [2011] discusses how
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to apply Stackelberg game framework for feature subset selection (i.e., how to choose subset
of features that are resistant to adversarial attacks while providing good classification accuracy).
Ensemble classifier learning resistant against attacks from multiple adversaries that have differ-
ent evasion capabilities is discussed in Zhou and Kantarcioglu [2016]. In this work, different
classifiers that are optimal against different types of attackers are combined using a Stackelberg
game framework.

The connection between robust learning (in the minimax sense we describe here) was
first shown by Xu et al. [2009b], with follow-up approaches including Russu et al. [2016] and
Demontis et al. [2017a]; the latter used this connection to develop a robust Android malware
detector.

The idea of hardening learning against decision-time attacks by protecting specific ob-
served features is a special case of the approach by Alfeld et al. [2017] who consider a general
class of defensive actions which restrict the space of manipulations of the observed feature vector.

Our discussion of decision randomization in adversarial learning follows closely the ap-
proach by Li and Vorobeychik [2015], who are in turn inspired by the extensive literature on
randomization in Stackelberg models of security [Tambe, 2011].

Finally, our description of hardening linear regression against decision-time attacks is due
to Grosshans et al. [2013], who consider the more general problem in which the learner is un-
certain about cost parameters of the attacker’s model which represent the relative importance of
different data points to the attacker. We omit discussion of this more complex Bayesian frame-
work to significantly streamline presentation of their approach.
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C H A P T E R 6

Data Poisoning Attacks
Previously, we studied one broad class of attacks we term decision-time attacks, or attacks on
machine learning models. A crucial feature of such attacks is that they take place after learning,
when the learned model is in operational use. We now turn to another broad class of attacks
which target the learning algorithms by tampering directly with data used for training these.

It is useful to consider several categories of poisoning attacks. We now define four such
categories which make important distinctions between adversary’s capabilities (what, precisely,
the adversary can modify about training data), and attack timing. In particular, while poisoning
attack models will typically either impose a constraint on the number of modifications or a
modification penalty, they may also constrain what can be modified about the data (e.g., feature
vectors and labels, only feature vectors, or only labels), and what kinds of modifications are
admissible (e.g., insertion only, or arbitrary modification).

• Labelmodification attacks: these attacks allow the adversary to modify solely the labels in
supervised learning datasets, but for arbitrary data points, typically subject to a constraint
on the total modification cost (e.g., an upper bound on the number of labels that can be
changed). The common form of this attack is specific to binary classifiers, and is usually
known as a label flipping attack.

• Poison insertion attacks: in this case, the attacker can add a limited number of arbitrary
poisoned feature vectors, with a label they may or may not control (depending on the
specific threat model). In unsupervised learning settings, of course, labels do not exist, and
the adversary may only contaminate the feature vectors.

• Datamodification attacks: in these attacks the attacker can modify feature vectors and/or
labels for an arbitrary subset of the training data.

• Boiling frog attacks: in these attacks, the defender is assumed to iteratively retrain a
model. Retraining, in turn, presents an opportunity for the attacker to stealthily guide
the model astray over time by injecting a small amount of poison each time so that it
makes minimal impact in a particular retraining iteration, but the incremental impact of
such attacks over time is significant. Boiling frog attacks can be applied in both super-
vised and unsupervised settings, although they have typically been studied in the context
of unsupervised learning problems.
In this chapter, we first discuss poisoning attacks restricted to binary classifiers which al-

low us to illustrate two categories of the attacks above: label-flipping attacks and insertion of
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poisoned data, both specific to support vector machines. Next, we describe poisoning attacks
on three unsupervised methods: clustering, PCA, and matrix completion. The penultimate sec-
tion of this chapter connects data poisoning attacks to machine teaching, and describes a very
general framework for such attacks. Finally, we close the chapter with a discussion of black-box
poisoning attacks.

6.1 MODELINGPOISONINGATTACKS
Generically, a poisoning attack begins with a pristine training dataset, which we denote by
D0, and transforms it into another, D. The learning algorithm is then trained on D. Just as
in decision-time attacks, the attacker may have two kinds of goals: targeted attacks, in which
they wish to induce target labels or decisions for a collection of feature vectors in a target set of
instances S , and reliability attacks, in which they wish to maximize prediction or decision error.

In a way analogous to the decision-time attacks, the attackers aspiring to poison a dataset
trade off two considerations: achieving a malicious objective and minimizing a measure of mod-
ification cost. We will capture the former with a generic attacker risk function RA.D; S/, which
is often going to depend on the learning parameters w obtained by training the model on the
poisoned training data D, and where dependence on S will typically be omitted, as it is clear
from context. The cost function, in turn, will be denoted by c.D0;D/.

The attacker’s optimization problem typically takes one of the following two forms:

min
D

RA.D; S/C �c.D0;D/ (6.1)

or

min
D

RA.D; S/

s:t: W c.D0;D/ � C
(6.2)

for some exogenously specified modification cost budget C . Sometimes it will be more con-
venient to deal with the attacker’s utility (which they try to maximize) rather than risk func-
tion (which is minimized). For this purpose, we define the attacker’s utility as UA.D; S/ D

�RA.D; S/.
Consider a simple illustration of data poisoning in Figure 6.1. The three blue circles com-

prise “pristine” data on which a true model (lower line in black) can be learned. An attacker can
poison this dataset by adding a new datapoint, the red circle, which results in a new poisoned
model (dashed line in red) which is quite different from the true model.

6.2 POISONINGATTACKSONBINARYCLASSIFICATION
Some of the most mature literature on poisoning attacks concerns binary classification problems.
As this literature also provides many of the foundations of other poisoning attacks, the binary
classification setting offers a natural starting point.
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Figure 6.1: Illustration of poisoned linear regression model.

6.2.1 LABEL-FLIPPINGATTACKS
One of the most basic data poisoning attacks one can consider is to change labels for a subset
of datapoints in training data. The attacker’s goal in this attack is typically to maximize error
on unadulterated training data (i.e., data prior to modification); in our terminology, this is a
reliability attack. A common motivation behind label-flipping attacks is that datasets used for
security may be labeled externally (for example, one can use crowdsourcing to obtain labels for
phishing email data), and an attack can thus only pollute the collected labels, but not the feature
vectors.

Let D0 D f.xi ; yi /g be the original “pristine” training data set. Suppose the attacker has
a label-flipping budget C , and the cost of flipping the label of a datapoint i is ci . Let zi D 1

denote the decision to flip the label of datapoint i , with zi D 0 the decision not to flip this label.
Thus, the attacker’s modification cost budget can be expressed as

c.D0;D/ D c.z/ D
X

i

zici � C: (6.3)

LetD D D.z/ be the training dataset after a subset of labels chosen by z are flipped. In the most
basic variation of the label flipping attack commonly considered in the literature, the target
dataset is simply the original training dataset without malicious modification, that is, S D D0.
Ignoring regularization, which can be handled through directly extending the expressions below,
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the attacker’s optimization problem is then

max
z

UA.D.z// �
X
i2D

l.yif .xi ID.z///

s:t: W
f .D.z// 2 arg max

f 0

X
.xi ;yi /2D.z/

l.yif .xi /
0/X

i

cizi � C zi 2 f0; 1g:

(6.4)

Following Xiao et al. [2012], we now approximate this bi-level problem by recasting it as
a single-level optimization problem. At the high level, the attacker aims to induce a large loss
of the classifier learned on pristine data, while inducing a classifier which fits well the poisoned
data. This can be formalized as

min
z

X
.xi ;yi /2D.z/

l.yif .xi ID.z/// � l.yif .xi ID0//

s:t: W
X

i

cizi � C zi 2 f0; 1g:
(6.5)

Next, we can represent this mathematical program equivalently by considering a new dataset D0

in which each datapoint xi is replicated, while the corresponding yi is flipped, so that yiCn D

�yi for all i , and D0 has 2n datapoints. Let qi 2 f0; 1g represent which datapoint is chosen, so
that for all i , exactly one of qi and qiCn equals 1. The optimization problem can thus be rewritten
as

min
q

X
.xi ;yi /2D0

qi Œl.yif .xi ID0// � l.yif .xi ID0//�

s:t: W
qi C qiCn D 1 8i D 1; : : : ; n

2nX
iDnC1

ciqi � C qi 2 f0; 1g:

(6.6)

As an illustration, we now specialize this problem to a label flipping attack on linear sup-
port vector machines. First, observe that f .xi ID0/, and associated loss for each data point in
D0, can be pre-computed. Let �i be the corresponding (fixed) loss on a datapoint .xi ; yi / 2 D0.
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The problem then becomes

min
q;w;�

X
.xi ;yi /2D0

qi Œ�i � �i �C kwk22

s:t: W
�i � 1 � yiw

T xi �i � 0

qi C qiCn D 1 8i D 1; : : : ; n
2nX

iDnC1

ciqi � C qi 2 f0; 1g:

(6.7)

This results in an integer quadratic program. One approach for approximately optimizing it is
alternating minimization, where we alternate between two sub-problems in each iteration.

1. Fix q and minimize over w and �. This becomes a standard quadratic program for a linear
SVM.

2. Fix w and �, and minimize over q, which is an integer linear program.

6.2.2 POISON INSERTIONATTACKONKERNEL SVM
While label flipping attacks are a natural starting place to study poisoning of machine learning
models, another important class of attacks is when the adversary can insert a collection of data-
points corresponding to feature vectors of its choice, but does not control the labels assigned to
these. Consider, for example a spammer, who may choose the nature of spam to send, cognizant
of the fact that, in the future, this spam may be used to train a classifier to automatically detect
spam. To simplify discussion, we suppose that the adversary inserts only a single datapoint into a
training dataset; we can generalize the approach we describe next by having the adversary insert
multiple datapoints one at a time.

Consider an original (unaltered) training data set D0 which is then modified by adding
an instance .xc ; yc/ in which the adversary can choose the feature vector xc but not the label yc ,
resulting in a new dataset D. Let a target data set on which the adversary wishes to maximize
the learner’s risk be denoted by S as before. For the sake of simplifying the discussion, suppose
that S D .xT ; yT /, that is, a single target datapoint on which the adversary wishes to induce an
error. Observe that the training datset on which a model is learned will now become D.xc/ D

D0 [ .xc ; yc/.Moreover, by allowing the attacker to only add a single feature vector (with a given
label) to the data, we effectively impose a budget constraint of inserting a single datapoint; thus,
no further explicit discussion of the modification cost is necessary here.

Let fxc
.x/ denote the function learned on D.xc/. The adversary’s optimization problem

can then be formulated as

max
xc

UA.xc/ � l.yT fxc
.xT //: (6.8)
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Just as above, we now illustrate this attack derived specifically for support vector machines,

and allow for arbitrary kernels. First, we introduce some new notation. For a datapoint .xi ; yi /

in training data, define Qi .x; y/ D yiyK.xi ; x/ for some Kernel function K.�; �/. In particu-
lar, for .xT ; yT /, this becomes QiT D yiyT K.xi ; xT /. As shown by Cauwenberghs and Poggio
[2001], the SVM loss function can be expressed as l.yT fxc

.xT // D maxf0; 1 � yT fxc
.xT /g D

maxf0;�gT g, where

gT D
X
i2D0

QiT zi .xc/CQcT .xc/zc.xc/C yT b.xc/ � 1; (6.9)

with zi and b the dual solutions of Kernel SVM (b is also the bias or intercept term, which we
represent explicitly here). Then,

fxc
.x/ D

X
i

zi .xc/yiK.xi ; x/C b.xc/: (6.10)

The approach to solving this problem, taken by Biggio et al. [2012], is to use gradient ascent,
deriving gradients based on the characterization of optimal SVM solutions.

The first challenge which arises with a gradient ascent approach is that hinge loss is not
everywhere differentiable, and is constant whenever the defender classifies .xT ; yT / correctly
and outside the SVM classification margin. To address this, we can replace the optimization by
a lower bound �gT , solving instead the following problem, where we omit the constant term,
and simplify notation by using x in place of xc :

min
x

gT .x/ �
X
i2D0

QiT zi .x/CQcT .x/zc.x/C yT b.x/: (6.11)

The corresponding gradient descent (since we are nowminimizing) then involves iterative update
steps, where in iteration t C 1 we update x as follows:

xtC1
D xt

� ˇtrgT .xt /; (6.12)

where ˇt is the learning rate. Then, the gradient of gT with respect to a given component k of
x is

@gT

@xk

D
X
i2D0

QiT

@zi

@xk

C zc

@QcT

@xk

CQcT

@zc

@xk

C yT

@b

@xk

: (6.13)

In order to make further progress, we again appeal to the special structure of the SVM.
Specifically, in the optimal solution of SVM, and the associated KKT conditions, the set of
training datapoints can be split into three subsets: R (reserve points, for which zi D 0), S (sup-
port vectors, for which 0 < zi < C , where C is the weight of the loss term relative to the reg-
ularization term), and E (error vectors, with zi D C ). For each datapoint i in training data,
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let

gi D
X

j 2D0

Qij zj C yib � 1: (6.14)

From the SVM KKT conditions, for all i 2 R, gi > 0, for i 2 S , gi D 0, and for i 2 R, gi < 0.
Moreover,

h D
X

j 2D0

yj zj D 0: (6.15)

Now, we attempt to change x so as to preserve solution optimality, which we can do if we
ensure that the sets R, S , and E remain the same. If this is the case, then for any i 2 R [E,
@zi=@xk D 0, since zi must remain a constant. Consequently, for any i 2 S ,

@gi

@xk

D
X
j 2S

Qij

@zj

@xk

C
@Qic

@xk

zc C yi

@b

@xk

D 0 (6.16)

and
@h

@xk

D
X

j 2D0

yj

@zj

@xk

: (6.17)

Converting to matrix-vector notation, let @zS

@xk
be the vector of partial derivatives of zj .x/ with

respect to xk for all j 2 S , let QS be a matrix of Qij for i; j 2 S , and let yS be the vector of yi

for i 2 S . Finally, let QSc be a vector of Qic for i 2 S . We can then write these conditions as

QS

@zS

@xk

C
@QSc

@xk

zc C ys

@b

@xk

D 0 (6.18)

and

yT
S

@zS

@xk

D 0; (6.19)

and can solve for @b
@xk

and @zS

@xk
as follows:"

@b
@xk
@zS

@xk

#
D �zc

�
0 yT

S

yS QS

��1
"

0
@QSc

@xk

#
: (6.20)

To complete the calculation of the gradient, we need @Qic=@xk and @QT c=@xk , which amounts
to taking derivatives of the Kernel function. The full algorithm then proceeds by iterating the
following two steps.

1. Learn SVM (perhaps incrementally) using D0 [ xt (the value of poisoned feature vector
x from previous step t) and

2. update xtC1 D xt � ˇtrgT .xt / using the gradient derived above.
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6.3 POISONINGATTACKS FORUNSUPERVISED
LEARNING

Unlike supervised learning, unsupervised settings involve a dataset comprised solely of feature
vectors D D fxig. As before, we let the original “pristine” dataset be denoted by D0, and let D
denote the transformed dataset (which may include new datapoints).

Three problems in adversarial unsupervised learning have received particular attention
in the context of poisoning: clustering (for example, when used to cluster malware), anomaly
detection, and matrix completion. We consider the first two in this section, and devote the
following section to an in-depth discussion of attacks on matrix completion.

6.3.1 POISONINGATTACKSONCLUSTERING
A clustering algorithm can be generically represented as a mapping f .D/ which takes a dataset
D as input and returns a cluster assignment. For many clustering algorithms, we can represent
a cluster assignment by a matrix Y where an entry yik is the probability that a datapoint i is
assigned to a cluster k. In most common clustering algorithms, yik are binary, indicating the
cluster assignments of datapoints. Let us denote the clustering assignment for a pristine dataset
D0 by Y0. For a poisoned dataset D, let Y D f .D/ be the resulting cluster assignment. To
simplify discussion, suppose that the attacker only modifies D0.

As in supervised settings, we can consider two goals for the attacker: targeted and reli-
ability attacks. In a targeted attack, the attacker has a target clustering YT , and they wish to
get as close to this target as possible. A special case would be a stealthy attack in which specific
target data points are clustered incorrectly without altering cluster assignments of other data.
In a reliability attack, the attacker wishes to maximally distort the cluster assignment based on
original data.

In order to devise meaningful measures of success for an attacker or the learner, we need
to account for the fact that the particular cluster identities are entirely arbitrary. In fact, what is
non-arbitrary is a joint assignment of feature vectors to the same cluster. We can capture this by
using O0 D Y0YT

0 instead of Y0 as the outcome measure. Thus, if both i and j are in the same
cluster k, i.e., y0ik D y0jk D 1, then ŒO0�ij D 1. Similarly, we define O D YYT as the outcome
(pairwise assignment of players to the same cluster) for the clustering induced by the poisoning
attack, and OT D YT YT

T to represent the target outcome in a targeted attack.
We can formally model either attack by endowing an attacker with a risk function

RA.O0; O/ with original and induced assignments as arguments. For a targeted attack, a natural
risk function is distance of induced clustering outcomes to the target outcome:

RA.O0; O/ D kO �OT kF ; (6.21)
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where k � kF is the Frobenius norm. Similarly, for a reliability attack, the risk function can be
the similarity (negative distance) between the correct and induced outcomes:

RA.O0; O/ D �kO �O0kF : (6.22)

While the attacker aims to change the clustering outcome, they also face costs and/or
constraints associated with the attack. We can capture the costs of modifying training data by a
cost function:

c.D0;D/ D c.X0; X/ D kX0 �XkF ; (6.23)

where X0 and X are the original and poisoned feature matrices. This gives rise to two alternative
formulations of the attack on clustering. The first minimizes a combination of loss and cost:

min
X

RA.O0; O.X//C �c.X0; X/; (6.24)

where we make explicit the dependence of the outcome clustering after poisoning on the poi-
soned dataset X. The second minimizes adversary’s risk subject to a cost constraint:

min
X

RA.O0; O.X//

s:t: W c.X0; X/ � C:
(6.25)

In general, the poisoning attack on clustering is extremely challenging computationally
because clustering itself is a highly non-trivial optimization problem. However, there are several
important special cases of such attacks for which effective heuristics have been proposed in prior
literature. The first is a reliability attack in which we wish to add a collection of C datapoints to a
dataset so as to maximally distort an original cluster assignment, in the context of agglomerative
clustering [Biggio et al., 2014a,b]. The idea is to add a single datapoint at a time in a way
that bridges a pair of nearby clusters. In particular, for k clusters we can define k � 1 bridges
from each cluster to its closest neighboring cluster. Taking the corresponding pairs of points,
we can define the shortest bridge as the shortest distance between any two points belonging to
different clusters. Adding a datapoint midway between these will make it most likely that the
corresponding two clusters are merged. Thus, by iteratively adding points, we can significantly
distort the original cluster assignment.

The second special case is a targeted attack in which we target a specific collection of data-
points for which we wish to induce an incorrect clustering without affecting cluster assignments
of any other datapoints [Biggio et al., 2014b]. Suppose that xi is a feature vector which the
attacker aims to shift to a different cluster, and let d be the point in the target cluster closest to
xi . If our cost budget constraint is that no datapoint can be modified in l2 norm by more than
C , we can transform xi into xi C .d � xi / where  D min.1; C=kd � xik2/.
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6.3.2 POISONINGATTACKSONANOMALYDETECTION
Attacks on Online Centroid Anomaly Detection The first attack we discuss is on centroid
anomaly detection, where the mean is computed online, and is due to Kloft and Laskov [2012].
Their attack falls into the category of boiling frog attacks we mentioned in the beginning of the
chapter. Specifically, they assume that the anomaly detector is periodically retrained as new data
is collected, and the adversary adds datapoints between each retraining iteration.

In this attack, the attacker has a target feature vector xT which they wish to use in the
future, and would like to ensure that it is misclassified as normal. Formally, the goal is that
kxT � �tk � r at some learning iteration t , where �t is the centroid mean and r the threshold
of the centroid anomaly detector (see Chapter 2, Section 2.2.4 for details). In our terminology,
this is an targeted attack, with the goal of the attacker represented by a target centroid mean �T

such that kxT � �T k D r .
Kloft and Laskov [2012] propose a greedy-optimal strategy for incrementally poisoning

online centroid-based anomaly detectors. Under this strategy, in each iteration when the attacker
is able to insert an attack instance into the training data, they insert an instance along the line
connecting the current centroid �t with the attack target feature vector xT , and exactly on the
boundary of the normal region. Formally, suppose that the adversary can insert poison in itera-
tion t and define a D xT ��t

kxT ��t k
as the unit direction from the mean �t to xT . The greedy-optimal

attack in this iteration is then x0 D �t C ra, which maximally displaces the centroid toward the
attack target, but remains in the normal region to ensure that it is not simply discarded by the
current anomaly detector.

PCA Next, we describe an example attack on PCA-based anomaly detectors (see Chapter 2,
Section 2.2.4 for details) based on Rubinstein et al. [2009]. In this setting, the attacker aims
to execute a denial-of-service (DoS) attack, which implies adding anomalous-looking traffic.
In our representation, this corresponds to adding an amount ız to the original traffic, where ı

is the strength of the attacker, and z the feature-level impact. If we assume that the attacker
knows corresponding future background traffic x, then the attacker would need to perturb the
resulting traffic x into x0 D x C ız to successfully execute the DoS attack. The attacker’s goal is
to maximize ı in this future DoS attack, by skewing or stretching the anomaly detector so that
the future attack appears normal.

In the poisoning attack, suppose that the attacker can modify the content of the original
data by adding a matrix QX 2 X into the original dataset X0, with the constraint that k QXk1 � C ,
where C is the attacker’s budget constraint and X the set of feasible modifications. Let r be the
threshold of the anomaly detector. Then we can represent the attacker’s optimization problem
as



6.4. POISONINGATTACKONMATRIXCOMPLETION 87

max
ı; QX2X

ı

s:t: W V D PCA.XC QX/

k.I �VVT /.x C ız//k � r

k QXk1 � C:

(6.26)

While this problem is intractable as is, we can approximate the objective as maximizing the
magnitude of the projected direction of the attack, k.X0 C QX/zk22, yielding

max
QX2X

k.X0 C QX/zk22

s:t: W k QXk1 � C:
(6.27)

This problem, in turn, can be solved using projected gradient ascent (also known as projection
pursuit).

6.4 POISONINGATTACKONMATRIXCOMPLETION
6.4.1 ATTACKMODEL
In this section we describe the framework for poisoning matrix completion algorithms, based on
Li et al. [2016]. Recall from Chapter 2 that in the matrix completion problem, we begin with
an n �m matrix M in which rows correspond to n users and columns correspond to m items
(with the semantics that each user has an opinion about each item). However, we only observe
a small proportion of entries in M, corresponding to actual ratings, and the goal is to infer the
rest—that is, to complete the matrix.

In the attack model we now discuss, the attacker is capable of adding b˛ncmalicious users
to the training data matrix, and each malicious user is allowed to report its preference on at most
C items with each preference bounded in the range Œ�ƒ; ƒ�.

Let M0 2 Rn�m denote the original data matrix and eM 2 Rn0�m to denote the data matrix
of all n0 D ˛n malicious users. Let e� be the set of non-zero entries in eM and e�i � Œm� be all
items that the i th malicious user rated. According to our attack models, je�i j � C for every
i 2 f1; � � � ; n0g and keMkmax D max jeMij j � ƒ. For an arbitrary matrix M, let � be the subset
of entries that are observed, and recall from Section 2.2.3 that the notation R�.M/ means that
ŒR�.M/�ij equals Mij if .i; j / 2 � and 0 otherwise.

Let ‚ .M0I eM/ be the optimal solution computed jointly on the original and poisoned
data matrices .M0I eM/ using regularization parameters  . For example, Eq. (2.6) becomes

‚ .M0I eM/ D argmin
U;eU;V

kR�.M0 �UV>/k2F C kR Q�.eM � eUV>/k2F

C 2U .kUk2F C keUk2F /C 2V kVk2F ; (6.28)



88 6. DATAPOISONINGATTACKS

where the resulting ‚ consists of low-rank latent factors U;eU for normal and malicious users as
well as V for items. Simiarly, for the nuclear norm minimization formulation in Eq. (2.7), we
have

‚ .M0I eM/ D argmin
X;eX kR�.M0 �X/k2F C kR Q�.eM � eX/k2F C 2k.XIeX/k�: (6.29)

Here, the solution is ‚ D .X;eX/.
Let bM.‚/ be the matrix estimated from the learned model ‚. For example, for Eq. (6.28)

we have bM.‚/ D UV> and for Eq. (6.29) we have bM.‚/ D X. The goal of the attacker is to
find optimal malicious users eM� such thateM�

2 argmaxeM2M

U.bM.‚ .M0I eM//; M0/: (6.30)

Here M D feM 2 Rn0�m W j Q�i j � C; keMkmax � ƒg is the set of all feasible poisoning attacks dis-
cussed earlier in this section and U.bM; M0/ denotes the attacker’s utility for diverting the collab-
orative filtering algorithm to predict bM on an original data set M0, with the help of few malicious
users eM.

One can consider several objectives for the attacker in the context of poisoning matrix
completion. The first is a reliability attack, in which the attacker wishes to maximize the error of
the collaborative filtering system. To formally define this attack objective, suppose that M is the
prediction of the collaborative filtering system without data poisoning attacks.1 The attacker’s
risk function is then defined as the total amount of perturbation of predictions between M andbM (predictions after poisoning attacks) on unseen entries �C :

U rel.M0; bM/ D kR�C .bM �M/k2F : (6.31)

Another class of objectives we can consider are targeted attacks, in which the attacker
wishes to boost or reduce the popularity of a (subset) of items, respectively.2 To formalize, sup-
pose S � Œm� is the subset of items the attacker is interested in and w is a pre-specified weight
vector by the attacker with wj a weight of item j 2 S (positive for items whose rating the at-
tacker wishes to boost, and negative for those whose rating the attacker aims to reduce). The
utility function is

U
targeted
S;w .bM; M0/ D

mX
iD1

X
j 2S

wj
bMij : (6.32)

Finally, we can consider a hybrid attack:

U
hybrid
S;w;� .M0; bM/ D �1U rel.M0; bM/C �2U

targeted
S;w .M0; bM/; (6.33)

1Note that when the collaborative filtering algorithm and its parameters are set, M is a function of observed entriesR�.M0/.
2We remark here that the notion of targeted attacks we deal here does not quite fit into our definition of targeted attacks,
which assume a single target. We keep the simpler notion to simplify discussion, particularly as that accounts for the large
majority of targeted attacks, but note that a more general definition would consider target label sets, in which any label in
the target set is satisfactory for the attacker.
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where � D .�1; �2/ are coefficients that trade off the two attack objectives (reliability and tar-
geted attacks). In addition, �1 could be negative, which models the case when the attacker wants
to leave a “light trace:” the attacker wants to make his item more popular while making the other
recommendations of the system less perturbed to avoid detection.

Next we describe practical algorithms to solve the optimization problem in Eq. (6.30).
We first consider the alternating minimization formulation in Eq. (6.28) and derive a projected
gradient ascent method that solves for the corresponding optimal attack strategy. Similar deriva-
tions are then extended to the nuclear norm minimization formulation in Eq. (6.29). Finally,
we discuss how to design malicious users that mimic normal user behavior in order to avoid
detection.

6.4.2 ATTACKINGALTERNATINGMINIMIZATION
We now describe a projected gradient ascent (PGA) method for solving the optimization problem
in Eq. (6.30) with respect to the alternating minimization formulation in Eq. (6.28), which is
due to Li et al. [2016]. In particular, in iteration t the algorithm updates eM.t/ as follows:

eM.tC1/
D ProjM

�eM.t/
C ˇtreMU.M0; bM/

�
; (6.34)

where ProjM.�/ is the projection operator onto the feasible region M and ˇt is the step size in
iteration t . Note that the estimated matrix bM depends on the model ‚ .M0I eM/ learned on the
joint data matrix, which further depends on the malicious users eM. Since the constraint set M
is highly non-convex, we can generate C items uniformly at random for each malicious user to
rate. The ProjM.�/ operator then reduces to projecting each malicious users’ rating vector onto
an `1 ball of diameter ƒ, which can be easily evaluated by truncating all entries in eM at the
level of ˙ƒ.

We next show how to (approximately) computereMU.M0; bM/. This is challenging because
one of the arguments in the loss function involves an implicit optimization problem. We first
apply chain rule to arrive at

reMU.M0; bM/ D reM‚ .M0I eM/r‚U.M0; bM/: (6.35)

The second gradient (with respect to ‚) is easy to evaluate, as all loss functions mentioned
in the previous section are smooth and differentiable. On the other hand, the first gradient
term is much harder to evaluate because ‚ .�/ is an optimization procedure. Fortunately, we
can exploit the KKT conditions of the optimization problem ‚ .�/ to approximately compute
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Algorithm 6.5Optimizing eM via PGA
1: Input: Original partially observed n �m data matrix M0, algorithm regularization parame-

ter  , attack budget parameters ˛, C and ƒ, attacker’s utility function U , step size fˇtg
1
tD1.

2: Initialization: random eM.0/ 2M with both ratings and rated items uniformly sampled at
random; t D 0.

3: while eM.t/ does not converge do
4: Compute the optimal solution ‚ .M0I eM.t//.
5: Compute gradient reMU.M0; bM/ using Eq. (6.34).
6: Update: eM.tC1/ D ProjM.eM.t/ C ˇtreMU.M0; bM//.
7: t  t C 1.
8: end while
9: Output: n0 �m malicious matrix eM.t/.

reM‚ .M0I eM/. More specifically, the optimal solution ‚ D .U;eU; V/ of Eq. (6.28) satisfies

U ui D
X

j 2�i

.M0ij � u>
i vj /vj I

U Qui D
X

j 2e�i

.eMij � Qu
>
i vj /vj I

V vj D
X

i2�0
j

.M0ij � u>
i vj /ui C

X
i2e�0

j

.eMij � Qu
>
i vj / Qui ;

(6.36)

where ui ; Qui are the i th rows (of dimension k) in U oreU and vj is the j th row (also of dimension
k) in V. Consequently, fui ; Qui ; vj g can be expressed as functions of the original and malicious
data matrices M0 and eM. Using the fact that .a>x/a D .aa>/x and M0 does not change witheM, we obtain

@ui .eM/

@eMij

D 0I
@ Qui .eM/

@eMij

D

�
U Ik C†

.i/
U

��1

vj I

@vj .eM/

@eMij

D

�
V Ik C†

.j /
V

��1

ui :

(6.37)

Here †
.i/
U and †

.j /
V are defined as

†
.i/
U D

X
j 2�i [e�i

vj v>
j ; †

.j /
V D

X
i2�0

j
[e�0

j

uiu
>
i : (6.38)

The full optimization algorithm can then be described in Algorithm 6.5.
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6.4.3 ATTACKINGNUCLEARNORMMINIMIZATION
We can also extend the projected gradient ascent algorithm described above to compute opti-
mal attack strategies for the nuclear norm minimization formulation in Eq. (6.29). Since the
objective in Eq. (6.29) is convex, the globally optimal solution ‚ D .X;eX/ can be obtained by
conventional convex optimization procedures such as proximal gradient descent (a.k.a. singular
value thresholding [Cai et al., 2010] for nuclear norm minimization). In addition, the resulting
estimation .XIeX/ is low rank due to the nuclear norm penalty [Candès and Recht, 2007].

Suppose .XIeX/ has rank � � min.n; m/. We can use ‚0 D .U;eU; V; †/ as an alternative
characterization of the learned model with a reduced number of parameters. Here X D u†V>

and eX D eU†V> are singular value decompositions of X and eX; that is, U 2 Rn��, eU 2 Rm0��,
V 2 Rm�� have orthornormal columns and † D diag.�1; � � � ; ��/ is a non-negative diagonal
matrix.

To compute the gradient reMU.M0; bM/, we again apply the chain rule to decompose the
gradient into two parts:

reMU.M0; bM/ D reM‚0
 .M0I eM/r‚0U.M0; bM/: (6.39)

Similarly to Eq. (6.35), the second gradient term r‚0U.M0; bM/ is relatively easier to evaluate.
In the remainder of this section we focus on the computation of the first gradient term, which
involves partial derivatives of ‚0 D .U;eU; V; †/ with respect to malicious users eM.

We begin with the KKT condition at the optimal solution ‚0 of Eq. (6.29). Unlike the
alternating minimization formulation, the nuclear norm function k � k� is not everywhere differ-
entiable. As a result, the KKT condition relates the subdifferential of the nuclear norm function
@k � k� as

R�; Q�

�
ŒM0I eM� � ŒXIeX�

�
2 @kŒXIeX�k�: (6.40)

Here ŒXIeX� is the concatenated .nC n0/ �m matrix of X and eX. The subdifferential of the
nuclear norm function @k � k� is also known [Candès and Recht, 2007]:

@kXk� D
˚
UV>

CW W U>W DWV D 0; kWk2 � 1
	

;

where X D U†V> is the singular value decomposition of X. Suppose fuig; f Quig and fvj g are
rows of U;eU; V and W D fwij g. We can then re-formulate the KKT condition Eq. (6.40) as
follows:

8.i; j / 2 �; M0ij D u>
i .† C I�/vj C wij I

8.i; j / 2 e�; eMij D Qu
>
i .† C I�/vj C  Qwij :

(6.41)

This enables us to derive reM‚ D reM.u; Qu; v; �/ (see Li et al. [2016] for further details).
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Algorithm 6.6Optimizing eM via SGLD
1: Input: Original partially observed n �m data matrix M0, algorithm regularization parame-

ter  , attack budget parameters ˛, C , and ƒ, attacker’s utility function R, step size fˇtg
1
tD1,

tuning parameter ˇ, number of SGLD iterations T .
2: Prior setup: compute �j D

1
m

Pm
iD1 M0ij and �2

j D
1
m

Pm
iD1 .M0ij � �j /2 for every j 2 Œn�.

3: Initialization: sample eM.0/
ij � N .�j ; �2

j / for i 2 Œm0� and j 2 Œn�.
4: for t D 0 to T do
5: Compute the optimal solution ‚ .M0I eM.t//.
6: Compute gradient reMU.M0; bM/ using Eq. (6.34).
7: Update eM.tC1/ according to Eq. (6.45).
8: end for
9: Projection: find eM� 2 argmineM2M k

eM � eM.t/k2F .
10: Output: n0 �m malicious matrix eM�.

6.4.4 MIMICKINGNORMALUSERBEHAVIORS
Normal users generally do not rate items uniformly at random. For example, some movies are
significantly more popular than others. As a result, malicious users that pick rated movies uni-
formly at random can be easily identified by running a t-test against a known database consist-
ing of only normal users. To alleviate this issue, this section describes an alternative approach to
compute data poisoning attacks such that the resulting malicious users eM mimic normal users
M0 to avoid potential detection, while still achieving reasonably high utility U.M0; bM/ for the
attacker. We use a Bayesian formulation to take both data poisoning and stealth objectives into
consideration. The prior distribution p0.eM/ captures normal user behaviors and is defined as a
multivariate normal distribution

p0.eM/ D

m0Y
iD1

nY
j D1

N .eMij I �j ; �2
j /; (6.42)

where �j and �2
j are mean and variance parameters for the rating of the j th item provided by

normal users. In practice, both parameters can be estimated using normal user matrix M0 as �j D
1
m

Pm
iD1 M0ij and �2 D

1
n

Pn
iD1 .M0ij � �j /2. On the other hand, the likelihood p.M0jeM/ is

defined as
p.M0jeM/ D

1

Z
exp

�
�U.M0

bM/
�

; (6.43)

where U.M0; bM/ D U.bM.‚ .M0I eM//; M0/ is one of the attacker utility models defined above
(for example, corresponding to the reliability attack), Z is a normalization constant, and � > 0 is
a tuning parameter that trades off attack performance and stealth. A small � shifts the posterior
of eM toward its prior, whichmakes the resulting attack strategy less effective but harder to detect,
and vice versa.
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Given both prior and likelihood functions, an effective stealthy attack strategy eM can be
obtained by sampling from its posterior distribution:

p.eMjM0/ D p0.eM/p.M0jeM/=p.M0/

/ exp

0@� n0X
iD1

mX
j D1

.eMij � �j /2

2�2
j

C �U.M0; bM/

1A : (6.44)

Posterior sampling of Eq. (6.44) is intractable due to the implicit and complicated dependency of
the estimated matrix bM on the malicious data eM, that is, bM D bM.‚ .M0I eM//. To circumvent
this problem, we can apply Stochastic Gradient Langevin Dynamics (SGLD) [Welling and Teh,
2011] to approximately sample eM from its posterior distribution in Eq. (6.44). More specfically,
the SGLD algorithm iteratively computes a sequence of posterior samples feM.t/gt�0 and in
iteration t the new sample eM.tC1/ is computed as

eM.tC1/
D eM.t/

C
ˇt

2

�
reM log p.eMjM0/

�
C "t ; (6.45)

where fˇtgt�0 are step sizes and "t � N .0; ˇtI/ are independent Gaussian noises injected at
each SGLD iteration. The gradient reM log p.eMjM0/ can be computed as

reM log p.eMjM0/ D �.eM �„/†�1
C �reMU.M0; bM/;

where † D diag.�2
1 ; � � � ; �2

n / and „ is an m0 � n matrix with „ij D �j for i 2 Œm0� and j 2

Œm�. The other gradient reMU.M0; bM/ can be computed using the procedure in Sections 6.4.2
and 6.4.3. Finally, the sampled malicious matrix eM.t/ is projected back onto the feasible set M
by selecting C items per user with the largest absolute rating and truncating ratings to the level
of f˙ƒg. A high-level description of this method is given in Algorithm 6.6.

6.5 AGENERAL FRAMEWORKFORPOISONING
ATTACKS

We now describe a rather general approach for poisoning attacks that was introduced by Mei
and Zhu [2015a], and connected to the problem of machine teaching. This approach allows for
both the possibility of adding and modifying a collection of data which subsequently becomes
a part of the training data set. Moreover, it can, in principle, be applied in both supervised and
unsupervised learning settings, although for our description of this approach below it’s most
natural to consider a supervised learning problem.

Let’s start with the traditional learning problem which computes an optimal parametriza-
tion w and trades off empirical risk and a regularization term. Let D be a dataset. Since the
poisoning attack modifies this dataset, we now explicitly represent everything (including w) as
a function of training data (original or modified). The traditional learning problem can then be
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formulated as

w.D/ 2 arg max
w

X
i2D

li .w/C �.w/; (6.46)

where li .w/ is the loss on a datapoint i and �.w/ the regularization term. For example, in bi-
nary classification the loss could be li .w/ D l.yig.xi Iw// for the label yi and classification score
g.xi Iw/. Suppose that both �.w/ and li .w/ are strictly convex and twice continuously differ-
entiable. Mei and Zhu [2015a] consider the more general case by allowing constraints as a part
of the learner’s optimization problem, but our restriction allows a simpler presentation of the
approach.

Again, to distinguish the original “clean” dataset from the one produced by an attacker, we
letD0 denote the former, while D represents the latter. The attacker’s decision is then to create a
new dataset D, starting with D0. In doing so, the attacker faces the tradeoff we described in the
beginning of the chapter: on the one hand the attacker wishes to minimize its own risk function,
RA.w.D//, where w.D/ is the parameter produced by the learner when the training dataset D is
used; on the other hand, the attacker incurs a cost captured by the cost function c.D0;D/. Mei
and Zhu consider the following optimization problem as a formalization of this tradeoff:

min
D

RA.w.D//C c.D0;D/

s:t: W w.D/ 2 arg max
w

X
i2D

li .w/C �.w/:
(6.47)

This is, of course, a challenging bi-level optimization problem.However, note that if the learner’s
problem is strictly convex, we can rewrite the constraint using the corresponding first-order
conditions:

8j;
X
i2D

@li .w/

@wj

C 
@�.w/

@wj

D 0: (6.48)

Suppose that D is the space of all feasible datasets that the attacker can generate (for
example, the attacker cannot delete data from D0). We can then, in principle, optimize the
attacker’s objective using projected gradient descent, where the update in iteration t C 1 is

DtC1
D ProjD

�
Dt
� ˇtrDRA.w.D// � rDc.D;D0/

�
; (6.49)

and where ˇt is the learning rate. rDc.D;D0/ can be computed directly from the analytic ex-
pression of c.�/, and

rDRA.w.D// D rwRA.w/
@w

@D : (6.50)

While rwRA.w/ is also available directly from the analytic form of the attacker’s risk function,
@w
@D is implicitly represented by the first-order conditions (which we presented as constraints
above).
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Fortunately, we can take advantage of the implicit function theorem, which (under the

conditions wemention presently) allows us to compute this derivative. First, define the collection
of functions

fj .D; w/ D
X
i2D

@li .w/

@wj

C 
@�.w/

@wj

: (6.51)

We can collect these into a vector f .D; w/, noting that f .D; w/ D 0 represents the first-order
conditions above. Let

@fj

@wk

D
X
i2D

@2li .w/

@wj @wk

C 
@2�.w/

@wj @wk

; (6.52)

i.e., the Hessian of the original optimization problem for the learner, which we denote in the
corresponding matrix form simply by @f

@w
, and let @fj

@D be the partial derivative of f with respect
to the dataset D (we illustrate how this can be computed more concretely below); we denote the
corresponding matrix by @f =@D. Then, if @f

@w
is full rank (and therefore has an inverse), we can

compute

@w

@D D �
"�

@f

@w

��1
@f

@D

#
: (6.53)

To make things concrete, suppose that the attacker is attacking a logistic regression, and
is only able to modify the feature vectors in the dataset D0. Thus, the attacker’s decision is to
compute a new feature matrix X, given the original feature matrix X0 and original binary labels
y0. Let c.X0; X/ D kX �X0kF , the Frobenius norm of the difference between the attack and
original feature matrices. Consider a targeted attack with a target parameter vector wT that the
attacker wishes the defender to learn. Thus, we let RA.w/ D kw � wT k

2
2.

Since the attacker is modifying only the existing feature vectors, the partial derivative
@f =@D is composed of partial derivatives with respect to corresponding features k of each dat-
apoint i , @fj =@xik . Since the regularizer does not depend on x, we omit this term (as it be-
comes zero), and focus on the loss term. The logistic loss function is li .w/ D l.yig.xi Iw// D

� log.�.yigi //, where gi D wT xi C b and �.a/ D 1=.1C e�a/ is the logistic function. A useful
fact is that the first derivative of the logistic function is � 0.a/ D �.a/.1 � �.a//. Then, observe
that in this case,

fj .X; w/ D �
X

i

.1 � �.yigi //yixij : (6.54)

Consequently,
@fj

@xik

D �.yigi /.1 � �.yigi //yixij wk � .1 � �.yigi //yi1.j D k/; (6.55)

where 1.j D k/ is the identity function which is 1 if j D k and 0 otherwise.
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6.6 BLACK-BOXPOISONINGATTACKS
All of our discussion of poisoning attacks in the preceding sections assumed that the attacker
knows everything there is to know about the system they are attacking—in other words, these
were white-box attacks. We now turn to the question of how feasible it is to deploy poisoning
attacks without such detailed knowledge. We therefore consider again the problem of black-
box attacks, now in the context of data poisoning. To be more precise, there are three pieces of
information that the attacker needs to know in a white-box poisoning attack: a feature space,
F , the dataset that the learner would have used before the poisoning attack, D (note that we
indicate by D the knowledge abou the dataset, rather than the dataset itself ), and the algorithm
A used by the learner (including relevant hyperparameters).

Figure 6.2 presents an information lattice for black-box poisoning attacks, starting with
a white-box attack (full information). If the learner does not know the algorithm, a black-box
attack can use a proxy algorithm instead, and evaluate robustness of poisoning attacks with
respect to incorrect assumptions about the algorithm being used. If feature space is unknown, a
proxy feature space may also be used, although this is a severe limitation on the information that
the attacker possesses. However, the most significant limitation may be poor information about
the dataset being poisoned. If the proxy data is only partial data used by the learner, it is still
possible for the attacker to modify the instances (including labels) in the dataset (in principle,
anyway), but such attacks are clearly impossible without having some access to the training data.
Insertion attacks, on the other hand, can still be introduced, although their effectiveness is sure
to degrade if proxy data is not representative of actual training data used by the learner.

6.7 BIBLIOGRAPHICNOTES
The problem of learning with noise has a long tradition in machine learning [Bshoutya et al.,
2002, Kearns and Li, 1993, Natarajan et al., 2013]. However, these are focused on worst-case
errors for a small number of samples, rather than specific algorithms for adversarial data poi-
soning. We tackle the issue of robust learning in the presence of adversarial poisoning attacks in
the next chapter.

Some of the earliest formal models and algorithmic approaches to poisoning attacks were
label-flipping attacks against binary classifiers (primarily, linear SVM). Our description is based
on Xiao et al. [2012]. An alternative approach is presented by Biggio et al. [2011], and Xiao
et al. [2015] present a unified treatment of both.

The poisoning attack on support vectormachines in which a singlemalicious feature vector
is added is due to Biggio et al. [2012]. This attack is rather restricted: only a single instance is
added to the data, and the adversary has no control over the label (for example, the adversary
may perform a carefully designed malicious or benign task, such as sending an email to the
recipient in an organization, but the learner subsequently ensures that these are labeled correctly
for training). If an adversary is able to add more than a single malicious instance to the training
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Figure 6.2: An lattice of black-box data poisoning attacks on machine learning.

data, they could apply the approach we described in a greedy fashion, adding one datapoint at
a time. A more general approach based on machine teaching (see below), on the other hand,
considers the impact of modifying the entire dataset.

In the unsupervised problem space, several approaches consider poisoning attacks on clus-
teringmethods [Biggio et al., 2014a,b], and several deal with poisoning anomaly detectors [Kloft
and Laskov, 2012, Rubinstein et al., 2009]. As discussed above, the attack on conventional cen-
troid anomaly detection methods (which are quite generally used) is mathematically relatively
straightforward, and is due to Kloft and Laskov [2012]; however, we know of no existing attacks
on kernel-based centroid anomaly detectors. The attack on PCA-based anomaly detection is due
to Rubinstein et al. [2009]. Finally, the attacks on matrix completion (for example, as used in
recommender systems) are due to Li et al. [2016].

The general approach for poisoning attacks, as well as the connection to machine teaching,
are due toMei andZhu [2015a]. A similar approachwithin themachine teaching framework has
also been explored by Mei and Zhu [2015b] in a specific attack on Latent Dirichlet Allocation
(LDA), particularly in the context of natural language topic modeling. Another recent general
approach to data poisoning in supervised learning settings is due to Koh and Liang [2017],
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who use influence functions to study the impact of small perturbations in training datapoints on
learning, and apply this idea to poisoning deep learning. While a large portion of methods for
poisoning target classifiers, a recent attack considers linear regression [Jagielski et al., 2018].

Our discussion of black-box approaches for poisoning attacks is closely connected to a
recent framework for categorizing information possessed by the attacker due to Suciu et al.
[2018]. They term this the FAIL framework, which we discussed earlier (Chapter 3, biblio-
graphic notes), where F corresponds to knowledge about feature space, A refers to knowledge
about the algorithm, I is what we call knowledge about data (they term it instances), and L is
a reference to the attacker’s capability, which we here treat orthogonally (in their example, this
refers to which features the attacker can modify, an issue we mostly do not address, but this can
also consider limitations on the attacker such as what the data they can modify). Suciu et al.
[2018] also develop an effective targeted black-box poisoning attack algorithm, StingRay. The
high-level idea behind StingRay is to use a collection of base datapoints (e.g., from the actual or
proxy dataset) which are labeled with a target label and are close to the target feature vector in
feature space. The adversary then modifies features in the base instance to move the associated
feature vector closer to the target. StingRay introduces several additional considerations into its
attack: first, it also attempts to minimize impact on other instances which are not the target (the
stealth consideration), and second, it ensures that it is not pruned by a detector which is meant
to sanitize the training data.
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C H A P T E R 7

Defending Against Data
Poisoning

Making machine learning algorithms robust against malicious noise in training data is one of
the classic problems in machine learning. We define this robust learning problem as follows. We
start with the pristine training dataset D0 of n labeled examples. Suppose that an unknown
proportion ˛ of the dataset D0 is then corrupted arbitrarily (i.e., both feature vectors and labels
may be corrupted), resulting in a corrupted dataset D. The goal is to learn a model f on the
corrupted data D which is nearly as good (in terms of, say, prediction accuracy) as a model f0

learned on pristine data D0.
We divide the algorithmic approaches for poisoning-robust learning into three categories.

1. Data sub-sampling: take many random sub-samples of D, learn a model on each using
the same learning algorithm, and choose the model with the smallest (training) error (e.g.,
Kearns and Li [1993]).

2. Outlier removal: identify and remove anomalous instances (outliers), and then learn the
model (e.g., Klivans et al. [2009]).

3. Trimmed optimization: (arguably, a variation on theme 2) minimize empirical risk while
pruning out the .1 � ˛/n datapoints with the largest error (e.g., Liu et al. [2017]).

In this chapter, we present example methods for defending against poisoning attacks for each
of these categories.

7.1 ROBUSTLEARNINGTHROUGHDATA
SUB-SAMPLING

The first approach we present is also one of the oldest. In a seminal paper, Kearns and Li [1993]
present one of the earliest approaches for robust classification. The key idea is that, if ˛ is suf-
ficiently small compared to target error �, any polynomial time PAC learning algorithm can
be used (as a subroutine) to obtain a PAC learning algorithm when a fraction ˛ of data has
malicious noise.

The algorithm is given in Algorithm 7.7. This algorithm is actually slightly different from
the original idea by Kearns and Li [1993]: originally, one would take K samples of size m from
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Algorithm 7.7Data Sub-sampling Algorithm
for i D 1 � � �K do
Di D Sample(D; m)
hi D Learn(Di )
ei D Error(hi ;Di )

end for
i� D arg mini ei

return hi� .

an oracle, which generates malicious instances with probability ˛. In contrast, we use a setup
that has become more conventional, starting with a dataset D, which has (at most) a fraction
˛ of poisoned instances. Then, we take K subsamples of size m from this dataset (which we
assume is sufficiently large, say, with at least Km instances). The Sample() function takes one
such subsample. Next, the Learn() function applies a learning algorithm. Finally, we measure
the training error ei of the hypothesis hi returned by the (non-robust) learning algorithm.

After K steps, the algorithm simply returns the hypothesis which obtained the smallest
training error. The key insight is that when the fraction of data poisoned, ˛, is very small, it is
very likely that one of the K samples contains no malicious samples, which would allow a good
learning algorithm to obtain a small training error. The following theorem formalizes this (see
Chapter 2 for the formal definition of a polynomial-time PAC learning algorithm in this theorem).

Theorem 7.1 Suppose Learn() implements a polynomial-time PAC learning algorithm, and m is
its sample complexity to achieve error �=2 with probability at least 1=2. Let ˛ � .log m/=m, and
K � 2m2 log.3=ı/. Then, with probability at least 1 � ı the (true) error of the solution computed by
Algorithm 7.7 is at most �.

While Algorithm 7.7 and the theoretical guarantee based on it are specific to binary clas-
sification, the algorithm itself is not difficult to generalize: in fact, we can simply replace the
function which computes error with any measure of risk on data, and the approach would di-
rectly extend to regression or, for that matter, to unsupervised learning which aims to minimize
some measure of empirical risk (such as maximizing likelihood of data).

7.2 ROBUSTLEARNINGTHROUGHOUTLIERREMOVAL
The next general technique for dealing with poisoned data is to attempt to identify and remove
the malicious instances from the training data before learning. At the high level, approaches of
this type work as described in Algorithm 7.8.

Klivans et al. [2009] introduce a formal learning framework based on outlier detection
and removal. Suppose that the model classF is the class of origin-centered linear classifiers, i.e.,
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Algorithm 7.8Robust Learning Using Outlier Removal
Input: dataset D
Dclean D RemoveOutliers(D)
h D Learn(Dclean)
return h

f .x/ D sgnfwT xg. Klivans et al. [2009] then propose an algorithm for outlier removal based
on PCA, which leads to PAC-learning guarantees for a particular instance of Learn() described
below, albeit under relatively strong distributional assumptions.

Specifically, consider the RemoveOutliers() function. Klivans et al. [2009] suggest the
iterative approach for removing outliers in Algorithm 7.9. Intuitively, this algorithm iteratively

Algorithm 7.9RemoveOutliers()
Input: dataset D
Dclean D D
repeat

Define A D
P

x2Dclean
xxT .

Find v, the eigenvector with the largest eigenvalue of A.
S : the set of feature vectors x 2 D with .vT x/2 �

10 log n
m

.
Dclean  D � S

until S D ;

return D.

projects the data into a single dimension with the highest variance, and removes all outliers along
this dimension. Their Learn() algorithm is just a simple averaging approach, which computes a
weight vector of a linear classifier as

w D
1

jDcleanj

X
i2Dclean

yixi : (7.1)

This clearly results in a polynomial time algorithm. With this, they were able to prove the fol-
lowing result.

Theorem 7.2 Suppose that the distribution over feature vectors is uniform over a unit ball, and ma-
licious noise ˛ � �.�2= log.n=�//.Then, the algorithm above learns an origin-centered linear classifier
with accuracy of at least 1 � �.

Again, while the algorithm due to Klivans et al. [2009], and the theoretical guarantee, are
specific to linear classification, the idea is not difficult to generalize. Indeed, any other outlier
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detection approach may in principle be used, and in any case, once a clean dataset is obtained,
we can apply an arbitrary learning algorithm to it (of course, the theoretical result is specific to
linear classification).

Algorithm 7.10Robust Learning with Micromodels
Input: dataset D, number of micromodels K

Dclean  ;

fDig D PartitionData(D; K)
for i D 1 to K do

hi D AD(Di )
end for
for x 2 D do

s.x/ D
P

i wihi .x/

if s.x/ � r then
Dclean  Dclean [ x

end if
end for
h D Learn(Dclean)
return h

Another approach for outlier removal, suggested by Cretu et al. [2008], makes use of
anomaly detection, and is actually designed specifically for robust anomaly detection in secu-
rity. Let AD(D) be an anomaly detector which takes a dataset D as input and returns a model
f .x/ which outputs normal (-1) and anomalous (+1) for an arbitrary input x. Now, suppose we
partition the datasetD into a collection of subsets fDig, and train an anomaly detector indepen-
dently for eachDi . This provides us with a collection of detectors, fhig, which Cretu et al. [2008]
term micromodels. We can now use the ensemble of hi to score each datapoint in D as normal
or anomalous. Specifically, for each x 2 D, let the score s.x/ D

P
i wihi .x/ be the weighted

vote on this datapoint by all micromodels. We then remove x from D if s.x/ � r , for some
predefined threshold r . Once the data has thereby been sanitized, we can learn the final model
(which could be a classifier, regression, or an anomaly detector) on the sanitized dataset.1 The
full algorithm for cleaning the data using micromodels is given by Algorithm 7.10.

A third idea for outlier removal as a means to sanitize data is due to Barreno et al. [2010],
and can be viewed as a variation on the notion of micromodels. Barreno et al. [2010] assume
that they start with a pristine training dataset D?, and consider adding an additional dataset
Z which may be partially poisoned. At the high level, they evaluate how much impact each
1We note that Cretu et al. [2008] actually suggest splitting the original dataset into three parts: the first to learn the mi-
cromodels, the second which is sanitized and then used to learn the anomaly detector (or, in our case, any other learning
model), and the third for evaluation. We reframe their methodology so it can be used to sanitize the training data directly
(which is also used to learn the micromodels).
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datapoint z 2 Z has on the marginal change in empirical risk of a learned model, an approach
that Barreno et al. [2010] term Reject on Negative Impact or RONI.

Algorithm 7.11RONI Algorithm
Input: pristine dataset D?, new dataset Z
D D?

C D Sample(D?)
f.Ti ;Qi /g D PartitionData(D? � C; K)
for c 2 C do

s.c/ D FindShift(c; f.Ti ;Qi /g)
end for
a D Average(fs.c/g)
for z 2 Z do

s.z/ D FindShift(z; f.Ti ;Qi /g)
if s.z/ � 0 or a � s.z/ � r then
D D [ z

end if
end for
return D

Algorithm 7.12 FindShift()
for i D 1 to K do

hi D Learn(Ti )
Qhi D Learn(Ti [ z)
ei D Error(hi ;Qi )
Qei D Error( Qhi ;Qi )

end for
eave D Average(feig)
Qeave D Average(f Qeig)
return eave � Qeave

Algorithm 7.11 presents the full RONI approach, where the function FindShift(), elab-
orated in Algorithm 7.12, returns the impact of a given datapoint z on average accuracy (equiv-
alently, error) over the collection of training and test subsamples.

The first step in RONI is to randomly sample a calibration dataset C from D?. Next, we
split the dataset D? � C into K randomly sampled pairs of training and test subsets, Ti and
Qi , respectively. We then take the average impact on accuracy that each c 2 C has as a baseline
(since we assume that C is sampled from pristine data). Next, we iterative score each z 2 Z
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in a similar fashion in terms of its average impact on accuracy over the collection of Ti (used
for training) and Qi (used for evaluation) pairs. Finally, we filter any z which has a sufficiently
large (anomalous) negative impact on learning accuracy as compared to the baseline, where an
exogenously specified threshold r determines how conservative we are at doing such filtering.

7.3 ROBUSTLEARNINGTHROUGHTRIMMED
OPTIMIZATION

We now illustrate the third approach for making machine learning robust to training data poi-
soning, trimmed optimization, in the context of linear regression learning.

The specific approach we describe actually combines linear regression with PCA, and the
full approach is given in Algorithm 7.13. In this algorithm, the first step performs PCA, and

Algorithm 7.13Robust Principle Component Regression
Input: dataset D
B D findBasis(D)
w D learnLinearRegression(D;B),

the second learns the actual linear regression, using the PCA basis B. It is clear that both steps
need to be performed robustly. Right now, we focus on step 2, and assume that the basis B is
computed correctly. We deal with robust PCA in Section 7.4.

We now formalize the setup. We start with the pristine training dataset D? of n labeled
examples, hX?; y?i, where y? 2 R, which subsequently suffers from two types of corruption:
noise is added to feature vectors, and the adversary adds n1 malicious examples (feature vectors
and labels) to mislead learning. Thus, ˛ D n1=.nC n1/, and we define  D n1

n
as the corruption

ratio, or the ratio of corrupted and pristine data.We assume that the adversary has full knowledge
of the learning algorithm. The learner’s goal is to learn a model on the corrupted dataset which
is similar to the true model. We assume that X? is low-rank with a basis B, and we assume that
the true model is the associated low-dimensional linear regression.

Formally, observed training data is generated as follows.

1. Ground truth: y? D X?w? D Uw?
U , where w? is the true model weight vector, w?

U is its
low-dimensional representation, and U D X?B is the low-dimensional embedding of X?.

2. Noise: X0 D X? CN, where N is a noise matrix with kNk1 � �; y0 D y? C e, where e

is i.i.d. zero-mean Gaussian noise with variance � .

3. Corruption: The attacker adds n1 adversarially crafted datapoints fxa; yag to get hX; yi,
which maximally skews prediction performance of low-dimensional linear regression.
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We now present the trimmed regression algorithm proposed by Liu et al. [2017]. To es-

timate y D X?w C e, we assume wU D Bw. Since X? D U?B, we convert the estimation prob-
lem of w from a high dimensional space to the estimation problem of wU in a low dimensional
space, such that y D UwU C e. After computing an estimate wU

V
, we can convert it back to

get w
V
D BwU

V
. Notice that this is analogous to standard principal component regression Jolliffe

[1982]. However, the adversary may corrupt n1 rows in U to fool the learner to cause wrong es-
timation on wU

V
, and thus on w

V
. The trimmed regression algorithm (Algorithm 7.14) addresses

this problem.

Algorithm 7.14Trimmed Principal Component Regression
Input: X;B; y

1. Project X onto the span space of B and get U XBT .

2. Solve the following minimization problem to get wU

V

min
wU

nX
j D1

f.yi � uiwU /2 for i D 1; :::; nC n1g.j / (7.2)

where z.j / denotes the j -th smallest element in sequence z.

3. return w
V
 BwU

V
.

Intuitively, during the training process we trim out the top n1 samples that maximize the
difference between the observed response yi and the predicted response uiwU , where ui denotes
the i-th row of U . Since we know the variances of these differences are small (i.e., recall that
� is the variance of the random noise y � xw?), these samples corresponding to the largest
differences are more likely to be the adversarial ones. Trimmed optimization problems of this
kind appear at first to be quite intractable. In Section 7.5 we describe a scalable approach for
solving such problems.

Liu et al. [2017] prove the following result.

Theorem 7.3 Suppose that the basis B is given. Algorithm 7.14 returns w
V
, such that for any real

value h > 1 and for some constant c we have

Ex

�
.x.w

V
� w?//2

�
� 4�2

�
1C

s
1

1 � 

�2

log c (7.3)

with probability at least 1 � c � h�2.
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Note that we can use a similar approach for robust learning more generally. The key idea

above is to trim the risk function to exclude n1 outliers. While in context this was specialized
to the l2 regression loss without regularization, one can immediately consider a more general
version of the problem, where we minimize an arbitrary regularized risk, with a loss function
l.y; wT x/ and lp regularization. Then, we can consider solving the following trimmed optimiza-
tion problem to achieve robustness:

min
w

nX
j D1

fl.yi ; wT xi /C �kwkpp for i D 1; :::; nC n1g.j /; (7.4)

where z.j /, again, denotes the j -th smallest element in sequence z. As an example, we can apply
this idea to robust classification with loss functions of the form l.ywT x/.

7.4 ROBUSTMATRIX FACTORIZATION
In this section, we discuss the approach by Liu et al. [2017] for recovering the low-rank subspace
of matrix. While this is of independent importance, it would also allow us to solve the robust
regression problem above.

Suppose that the observed and corrupted matrix X is generated as follows.

1. Ground truth: X? is the true low-rank matrix with a basis B.

2. Noise: X0 D X? CN, where N is a noise matrix with kNk1 � �.

3. Corruption: The attacker adds n1 adversarially crafted rows fxag to get the observed
matrix X.

The goal is to recover the true basis B of X?. For convenience, we let O denote the set of (un-
known) indices of the samples in X coming from X0 and A D f1; :::; nC n1g �O the set of
indices for adversarial samples in X. For an index set I and matrix M, MI denotes the sub-
matrix containing only rows in I; similar notation is used for vectors.

7.4.1 NOISE-FREE SUBSPACERECOVERY
We first consider an easier version of the robust subspace recorvery problem with N D 0 (that
is, no random noise is added to the matrix X?; however, there are still n1 malicious instances).
In this case, we know that XO

D X?. We assume that we know rank.X?/ D k (or have an upper
bound on it). Presently we show that there exists a sharp threshold � on n1 such that whenever
n1 < � , we can recover the basis B exactly with high probability, whereas if n1 � � , the basis
cannot be recovered. To characterize this threshold, we define the cardinality of the maximal
rank k � 1 subspace MSk�1.X?/ as the optimal value of the following problem:

max
I
jIj s.t. rank.XI

?/ � k � 1: (7.5)
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Intuitively, the adversary can insert n1 D n �MSk�1.X?/ samples to form a rank k sub-

space, which does not span X?. The following theorem shows that in this case, there is indeed
no learner that can successfully recover the subspace of X?.

Theorem 7.4 If n1 CMSk�1.X?/ � n, then there exists an adversary such that no algorithm can
recover the basis B with probability > 1=2.

On the other hand, when n1 is below this threshold, we can use Algorithm 7.15 to recover
the subspace of X?.

Algorithm 7.15Exact Recover Algorithm for Basis Recovery (Noisy-free)
We search for a subset I of indices, such that jIj D n, and rank.XI

/ D k

return a basis of XI .

Theorem 7.5 If n1 CMSk�1.X?/ < n, then Algorithm 7.15 recovers B for any adversary.

Theorems 7.4 and 7.5 together give the necessary and sufficient conditions for exact basis
recovery. It can be show that MSk�1.X?/ � k � 1. Combining this with Theorem 7.4, we obtain
the following upper bound on  .

Corollary 7.6 If  � 1 � k�1
n

, then we can successfully recover the basis B.

7.4.2 DEALINGWITHNOISE
We now consider the problem of robust PCA (basis recovery) when there is noise added to the
true matrix X?. Clearly, in order for us to recover the basis when there is malicious noise we
need to make sure that the problem can be solved even when no malicious noise is present. A
sufficient condition, which is subsequently imposed, is that X? is the unique optimal solution to
the following problem:

min
X0
jjX0 � X0

jj

s.t. rank.X0
/ � k:

(7.6)

Note that this assumption is implied by the classical PCA problem [Eckart and Young, 1936,
Hotelling, 1933, Jolliffe, 2002].

Unless otherwise mentioned, we use jj � jj to denote the Frobenius norm. We put no addi-
tional restrictions on additive noise N except above. We focus on the optimal value of the above
problem, which we term the noise residual and denote by NR.X0/ D N. Noise residual is a key
component to characterize the necessary and sufficient conditions for exact basis recovery with
noise.



108 7. DEFENDINGAGAINSTDATAPOISONING
Characterization of the defender’s ability to accurately recover the true basis B of X? after

the attacker adds n1 malicious instances stems from the attacker’s ability to mislead the defender
into thinking that some other basis, NB, better represents X?. Intuitively, since the defender does
not know X0, X?, or which n1 rows of the data matrix X are adversarial, this comes down to the
ability to identify the n � n1 rows that correspond to the correct basis (note that it will suffice to
obtain the correct basis even if some adversarial rows are used, since the adversary may be forced
to align malicious examples with the correct basis to evade explicit detection). As we show below,
whether the defender can succeed is determined by the relationship between the noise residual
NR.X0/ and sub-matrix residual, denoted as SR.X0/, which is the value optimizing the following
problem:

min
I;B;U

jjXI
0 �U NBjj (7.7a)

s.t. rank. NB/ D k; NB NBT
D Ik;X?

NBT
NB ¤ X? (7.7b)

I � f1; 2; :::; ng; jIj D n � n1: (7.7c)

We now explain the above optimization problem. U and NB are .n � n1/ � k and k �m

matrices separately. Here NB is a basis which the attacker “targets;” for convenience, we require
NB to be orthogonal (i.e., NB NBT

D Ik , where Ik is the k-dimensional identity matrix). Since the
attacker succeeds only if they can induce a basis different from the trueB, we require that NB does
not span of X?, which is equivalent to the condition that X?

NBT
NB ¤ X?. Thus, this optimization

problem seeks n � n1 rows of X?, where I is the corresponding index set. The objective is to
minimize the distance between XI

0 and the span space of the target basis NB, (i.e., jjXI
0 �U NBjj).

Algorithm 7.16Exact Basis Recovery Algorithm
Solve the following optimization problem and get I.

minI;L jjXI
� Ljj

s.t. rank.L/ � k;I � f1; :::; nC n1g; jIj D n
(7.8)

return a basis of XI .

To understand the importance of SR.X0/, consider Algorithm 7.16 for recovering the
basis B of X?. If the optimal objective value of optimization problem (7.7), SR.X0/, exceeds the
noise NR.X0/, it follows that the defender can obtain the correct basis B using Algorithm 7.16,
as it yields a better low-rank approximation ofX than any other basis. Else, it is, indeed, possible
for the adversary to induce an incorrect choice of a basis. The following theorem formalizes this
argument.

Theorem 7.7 If SR.X0/ � NR.X0/, then no algorithm can recover the exact subspace of X? with
probability > 1=2. If SR.X0/ > NR.X0/, then Algorithm 7.16 recovers the true basis.
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7.4.3 EFFICIENTROBUST SUBSPACERECOVERY
Consider the objective function (7.8). Since rank.L/ � k, we can rewrite L D UBT where U’s
and B’s shapes are n � k and m � k, respectively. Therefore, we can rewrite objective (7.8) as

min
I;U;B

jjXI
�UBT

jj s.t. jIj D n (7.9)

which is equivalent to

min
U;B

nX
j D1

fjjxi � uiBT
jj for i D 1; :::; nC n1g.j /; (7.10)

where xi and ui denote the i th row of X and U respectively. We can solve Problem 7.10 using
alternating minimization, which iteratively optimizes the objective for U and B while fixing the
other. Specifically, in the t th iteration, we optimize for the following two objectives:

UtC1
D argminU jjX � U.Bw

/T
jj (7.11)

BtC1
D argminB

nX
j D1

fjjxi � uwC1
i BT

jj for i D 1; :::; nC n1g.j /: (7.12)

Notice that the second step computes the entire U regardless of the sub-matrix restriction. This
is because we need the entire U to be computed to update B. The key challenge is to compute
BtC1 in each iteration, which is, again, a trimmed optimization problem.

7.5 ANEFFICIENTALGORITHMFORTRIMMED
OPTIMIZATIONPROBLEMS

As illustrated above, an important tool for solving robust learning problems such as robust re-
gression and robust subspace recovery is the trimmed optimization problem of the form

min
w

nX
j D1

fl.yi ; fw.xi // for i D 1; :::; nC n1g.j /; (7.13)

where fw.xi / computes the prediction over xi using parameters w, and l.�; �/ is the loss function.
It can be shown that solving this problem is equivalent to solving

minw;�1;:::;�nCn1

PnCn1

iD1 �i l.yi ; fw.xi //

s.t. 0 � �i � 1;
PnCn1

iD1 �i D n:
(7.14)

We can use the alternating minimization technique to solve this problem, by optimizing for w,
and �i in an alternating fashion. We present this in Algorithm 7.17. In particular, this algorithm
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Algorithm 7.17Trimmed Optimization

1. Randomly assign �i 2 f0; 1g for i D 1; :::; nC n1, such that
PnCn1

iD1 �i D n;

2. Optimize w  argminw

PnCn1

iD1 �i l.yi ; fw.xi //;

3. Compute ranki as the rank of l.yi ; fw.x// in the ascending order;

4. Set �i  1 for ranki � n, and �i  0 otherwise;

5. Go to 2 if any of �i changes;

6. return w.

iteratively seeks optimal values for w and �1; :::; �nCn1
, respectively. Optimizing for w is a stan-

dard learning problem.When optimizing �1; :::; �nCn1
, it is easy to see that �i D 1 if l.yi ; fw.xi //

is among the largest n; and �i D 0 otherwise. Therefore, optimizing for �1; :::; �nCn1
is a simple

sorting step. While this algorithm is not guaranteed to converge to a globally optimal, it often
performs well in practice [Liu et al., 2017].

7.6 BIBLIOGRAPHICNOTES
As we stated in the opening sentence of this chapter, the problem of devising learning algo-
rithms which are robust to data corruption has been studied for several decades. Indeed, what is
new about data poisoning is a fair question. The key difference is largely about perspective. First,
the specific question of how to inject malicious noise (from an algorithmic perspective), which
we tackled in Chapter 6, is of relatively recent interest. But even when it comes to robust learn-
ing, there is a difference between the older research and the more recent approaches. Classical
methods generally assume that the fraction of training data which is malicious is extremely small,
compared, for example, to accuracy of the classifier. More recent approaches attempt to provide
algorithms and guarantees that work even when malicious noise fraction ˛ is a non-negligible
proportion of the data.

A number of classical models of learning with malicious noise go back to the mid-1980s.
The earliest model (to our knowledge) is due to Valiant [1985], and was subsequently thor-
oughly analyzed by Kearns and Li [1993], whose algorithm we present as the data sub-sampling
approach; a similar algorithm for a related nasty noise model was proposed by Bshoutya et al.
[2002].

A number of subsequent efforts show that variations of linear classifiers in which the
weight vector is computed as w D

P
i piyixi ; where pi is the probability of data point i (ac-

cording to a known instance distribution), yi its label, and xi the feature vector, is robust to a
small amount of malicious noise [Kalai et al., 2008, Klivans et al., 2009, Servedio, 2003].
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Klivans et al. [2009] proposed the rather powerful and elegant outlier removal idea that we

describe, while the approach for detecting outliers based on micromodels was proposed by Cretu
et al. [2008]. The RONI algorithm due to Barreno et al. [2010] is closely related to micromodels,
but also has an interesting connection to trimmed optimization: this approach attempts to detect
outliers by making use of prediction error of the learned model, identifying those points as
outliers which introduce a high error. However, RONI has an important limitation in that it
assumes that the learner has access to an initial collection of good quality data. A more recent
approach by Steinhardt et al. [2017], framed as certifying robustness to data poisoning, is also
largely in the spirit of outlier detection.

The trimmed optimization approach to robust learning is conceptually related to outlier re-
moval (it attempts to remove instances with high empirical loss with respect to a learned model),
but combines it with learning into an effectively single-shot procedure. A number of approaches
based on trimmed optimization have been developed to address the problem of learning with
malicious noise, both for linear regression [Liu et al., 2017, Xu et al., 2009a], as well as linear
classification [Feng et al., 2014]. Our discussion presents the approach by Liu et al. [2017],
which requires fewer assumptions compared to prior methods.

A somewhat orthogonal idea to the three classes of approaches we focus on, suggested by
Demontis et al. [2017b], is to use l1-regularized SVM for increased robustness to poisoning
attacks. It is interesting that the same idea has been shown to yield robustness to evasion attacks
in which the attacker’s evasion cost is measured by l1 regularization.

Finally, a number of approaches consider the problem of robust PCA [Liu et al., 2017,
Xu et al., 2012, 2013]. We present the approach by Liu et al. [2017], which has shown good
empirical performance compared to some of the others.
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C H A P T E R 8

Attacking andDefending
Deep Learning

In recent years, deep learning has made a considerable splash, having shown exceptional effec-
tiveness in applications ranging from computer vision to natural language processing [Goodfel-
low et al., 2016]. This splash was soon followed by a series of illustrations of fragility of deep
neural network models to small adversarial changes to inputs. While initially these were seen
largely as robustness tests rather than modeling actual attacks, the language of adversarial has
since often been taken more literally, for example, with explicit connections to security and safety
applications.

As the literature on adversarial deep learning recently emerged almost independently of
the earlier adversarial machine learning research, and is of considerable independent interest,
we focus this chapter solely on attacks on, and defenses of, deep learning. Nevertheless, the
content of this chapter is a special case of decision-time attacks, and associated defenses—in other
words, one must see this chapter as intimately tied to our discussion in Chapters 4 and 5. While
there have also been several approaches to poisoning attacks on deep learning, this literature is
somewhat less mature at the time of this writing, and we only remark on it in the bibliographic
notes to Chapter 6. Since vision applications have been the most important in the adversarial
deep learning literature, this chapter is framed in the context of such applications (which are
also, conveniently, easiest to visualize).

After a brief description of typical deep learning models, we discuss (decision-time) at-
tacks on deep neural networks. First, we frame such attacks, or adversarial examples, as general
formal optimization problems. We then discuss three major classes of attacks, which we cate-
gorize in terms of the measure of distance they use to quantify the cost of a perturbation.

1. l2-norm attacks: in these attacks the attacker aims to minimize squared error between the
adversarial and original image. These typically result in a very small amount of noise added
to the image.

2. l1-norm attacks: this is perhaps the simplest class of attacks which aim to limit or mini-
mize the amount that any pixel is perturbed in order to achieve an adversary’s goal.

3. l0-norm attacks: these attacks minimize the number of modified pixels in the image.
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After discussing the general attack methods in the context of digital images, we describe

approaches for making such attacks practical in the physical world : that is, adversarially modifying
physical objects which are misclassified after being processed into digital form.

Along with the attacks on deep learning, there emerged a number of approaches to mit-
igate against these. We describe three general approaches for protecting deep learning against
decision-time attacks.

1. Robust optimization: this is the most theoretically grounded approach, as it aims to di-
rectly embed robustness into learning. As such, robust optimization in principle allows
one to guarantee or certify robustness.

2. Retraining: the iterative retraining approach we discussed in Chapter 5 for decision-time
attacks can be directly applied to increase robustness of deep learning.

3. Distillation: this is a heuristic approach for making gradient-based attacks more difficult
to execute by effectively rescaling the output function to ensure that gradients become
unstable. It is worth noting that distillation can be defeated by state of the art attacks.

8.1 NEURALNETWORKMODELS
Deep learning makes use of neural network learning models, which transform an input feature
vector through a series of non-linear transformations, called layers, before producing a final an-
swer, which for classification is a probability distribution over the classes, while for regression
corresponds to real-valued predictions. What makes deep learning deep is the fact that one uses
many such non-linear transformation layers, where different layers may compute different kinds
of functions.

Formally, a deep neural network F.x/ over a feature vector x is a composition

F.x/ D Fn ı Fn�1 ı � � � ı F1.x/; (8.1)

where each layer Fl.zl�1/ maps an output zl�1 from the previous layer Fl�1 into a vector zl as

zl D Fl.zl�1/ D g.Wlzl�1 C bl/; (8.2)

with Wl and bl the weight matrix and bias vector parameters, respectively, and g.�/ a non-
linear function, such as a (componentwise) sigmoid g.a/ D 1=.1C ea/ or a rectified linear unit
(ReLU), g.a/ D max.0; a/. To simplify notation, henceforth we aggregate all of the parameters
Wl and bl of the deep neural network model into a vector � . We also often omit the explicit
dependence of F.x/ on � unless it’s necessary for exposition.

In classification settings, the final output of the neural network is a probability distribution
p over the classes, i.e., pi � 0 and

P
i pi D 1 for all classes i . This is typically accomplished

by having the final layer be a softmax function. To be precise, let Z.x/ be the output of the
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penultimate layer, which is a real number Zi .x/ for each class i . The final output for each class
is

Fi .x/ D pi D softmax.Z.x//i D
eZi .x/P
j eZj .x/

: (8.3)

A schematic structure of the deep neural network, which emphasizes this relationship, is shown
in Figure 8.1. Finally, the predicted class f .x/ is the one with the largest probability pi , i.e.,

f .x/ D arg max
i

Fi .x/: (8.4)

In adversarial settings, one either considers the probabilistic output of the network F.x/, or the
layer immediately below, Z.x/, which has the corresponding real-valued outputs for each class
before they are squashed into a valid probability distribution by the softmax function.

Input x
Z(x)

Softmax
Layer
 F(x)

Figure 8.1: A schematic representation of a deep neural network.

8.2 ATTACKSONDEEPNEURALNETWORKS:
ADVERSARIALEXAMPLES

We begin by considering white-box attacks, that is, attacks which assume full knowledge of the
deep learning model. We subsequently briefly discuss black-box attacks.

In typical attacks on deep neural networks, one begins with an original clean image, x0,
and adds noise � to it in order to cause miscategorization, resulting in the adversarially corrupted
image x0, commonly known as an adversarial example. Clearly, adding sufficient noise will al-
ways effect a classification error. Consequently, one would either impose a constraint that � is
small, formalized by a norm-constraint of the form k�k � � for some exogenously specified �,
or minimize the norm of �. The most common norms which quantify the amount of noise the
attacker may add are l2 (squared error), l1 (max-norm), and l0 (number of pixels modified). We
discuss the attacks based on these norms below.
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There have been several formulations for the attacker optimization problem described in

the literature. The first of these, due to Szegedy et al. [2013], aims to minimize the norm of the
added adversarial noise � subject to the constraint that the image is misclassified into a target
(and incorrect) class yT :

min
�
k�k

s:t: W f .x0 C �/ D yT ; x0 C � 2 Œ0; 1�n;
(8.5)

where the second box constraint simply imposes a natural restriction that attacks generate a valid
image (with pixels normalized to be between 0 and 1). In our nomenclature, this is a targeted
attack. The corresponding reliability attack replaces the first constraint with f .x0 C �/ ¤ y, that
is, now the adversary attempts to cause misclassification as any class other than the correct label
y.

In an alternative version of a reliability attack, proposed by Goodfellow et al. [2015], the
attacker’s objective is to maximize loss for the constructed image x0 D x0 C � with respect to
the true label y assigned to x0:

max
�Wk�k��

l.F.x0 C �/; y/: (8.6)

Alternatively, the attacker may consider a targeted attack with a target class yT within the same
framework, yielding the following optimization problem:

min
�Wk�k��

�l.F.x0 C �/; yT /: (8.7)

Perhaps the most important distinction between the different attack approaches proposed
in the context of deep learning is the norm that is used to measure the magnitude of adversarial
perturbations. Next, we discuss major classes of attacks for each of three norms: l2, l1, and l0.

8.2.1 l2-NORMATTACKS
Attacks in which an attacker is minimizing a Euclidean (l2) norm of the perturbation either to
cause misclassification as a target class (targeted attacks) or simply to cause an error (reliability
attack) are among the most potent in practice, and in some cases used as the core machinery for
optimizing with respect to other norms. We therefore begin our discussion of attacks against
deep learning with this class.

The earliest example of an l2 attack on deep learning was a targeted attack proposed by
Szegedy et al. [2013].The idea behind this attack is to replace the difficult-to-solve problem (8.5)
with a proxy, using the (squared) l2 norm to quantify the error introduced by the attack:

min
�

ck�k22 C l.F.x0 C �/; yT /

s:t: W x0 C � 2 Œ0; 1�n:
(8.8)
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The resulting box-contrained optimization problem can be solved using a host of standard tech-
niques for unconstrained optimization (with projection into the box constraint). We can further
optimize the coefficient c using line search to find an adversarial example with the smallest l2
norm.

A more recent targeted l2 attack was proposed by Carlini and Wagner [2017] (henceforth,
the CW attack), who improve the optimization algorithm by using a better objective function.

The starting point for the CW attack is, again, the optimization problem (8.5). Their first
step is to reformulate the challenging constraint f .x0 C �/ D yT . This is done by constructing
a function h.x0 C �IyT / such that h.x0 C �IyT / � 0 iff f .x0 C �/ D yT . They consider several
candidates for h.�/; the one which yields the best performance is

h.x0 C �IyT / D maxf0; max
j ¤yT

Z.x0 C �/j �Z.x0 C �/yT
g: (8.9)

As it turns out, using the raw Z.x/ rather than the softmax-filtered probability distribution
F.x/—or the loss function with F.x/ as an argument—makes the attack significantly more
robust to some of the defensive approaches, such as the distillation defense which we discuss
below.

The next step in the CW attack is to reformulate the modified constrained optimization
problem by moving the constraint into the objective, analogously to what was done by Szegedy
et al., obtaining:

min
�
k�kpp C c � h.x0 C �; yT / (8.10)

s:t: W x0 C � 2 Œ0; 1�n: (8.11)

The l2 attack then involves the standard gradient descent approach. The simplest way to
handle the box constraint is to simply include a projection method in gradient descent which
clips any intermediate image to the Œ0; 1� interval. It turns out that this attack with the objective
function above tends to have the best performance.1 Finally, the parameter of the objective c

is chosen as the smallest such parameter which ensures that the attack is successful. A visual
illustration of the CW l2 attack is shown in Figure 8.2.

Another technique for l2-norm-based attacks, termed DeepFool, leverages a linear ap-
proximation of a Neural Network [Moosavi-Dezfooli et al., 2016a]. In contrast to the attacks
by Szegedy et al. [2013] and Carlini and Wagner [2017], DeepFool implements a reliability
attack.

To understand the DeepFool attack, we start by assuming that the classifier F.x/ is linear,
i.e., F.x/ D W x C b, and f .x/ D arg maxi Fi .x/ as before. In this case, the optimal attack is a

1Interestingly, in the original paper the main formulation of the attack involved another option which uses a change of
variables to eliminate the need for the box constraint. However, the results in the paper suggest that the simple projected
gradient descent tends to perform as well as, or better than, this variant for the specific objective function we discuss here.
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Figure 8.2: Illustration of the CW l2 attack. Left: original image (classified correctly as a jeep).
Middle: (magnified) adversarial noise. Right: perturbed image (misclassified as a minivan).

solution of the optimization problem

min
�
k�k22

s:t: W 9k W wT
k .x0 C �/C bk � wT

f .x0/.x0 C �/C bf .x0/;
(8.12)

where wk is the kth row of W corresponding to the weight vector of Fk.x/ D wkx C bk . We
can characterize the optimal solution to this problem in closed form. Note that the attacker
succeeds if there is some k such that Fk.x0 C �/ � Ff .x0/.x0 C �/ � 0 (we break the tie here
in the attacker’s favor). Define QFk.x/ D Fk.x/ � Ff .x0/.x/. If we further define a hyperplane
corresponding to QFk.x/ D 0, the shortest distance to this hyperplane from x0 is

ık D
j QFk.x0/j

kwk � wf .x0/k2
; (8.13)

and the corresponding optimal �k (moving ık in the orthogonal unit direction toward the hy-
perplane, wk�wf .x0/

kwk�wf .x0/k2
) is then

�k D
j QFk.x0/j

kwk � wf .x0/k
2
2

.wk � wf .x0//: (8.14)

Since the goal of the attacker is to move to the nearest QFk.x/ D 0 over all k (which is the easiest
way to get misclassified as some class other than f .x0/), the optimal solution to Problem 8.12
is then to first choose the closest alternative class

k�
D arg min

k
ık;

and then set �� D �k� , the optimal displacement vector �k for the class k�.
The ideas above, of course, do not immediately generalize to non-linear classifiers, such as

deep neural networks. However, DeepFool makes use of them in an iterative procedure which
repeatedly approximates each Fk.x/ by a linear function using a Taylor approximation:

Fk.xI xt / � Fk.xt /CrFk.xt /
T x: (8.15)
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In this approximation, then, bk D Fk.xt / and wk D rFk.xt / for a particular xt obtained in
prior iteration t . The next iterate xtC1 is then computed as

xtC1 D xt C �t ; (8.16)

where �t is the optimal solution as described above for the linear approximation of the neural
network function around the previously found xt . The iterative procedure terminates once xt

with f .xt / ¤ f .x0/ is found, and returns � D
P

t �t .

8.2.2 l1-NORMATTACKS
One of the earliest approaches for reliability attacks on deep learning was proposed by Goodfel-
low et al. [2015], who termed it the fast gradient sign method (FGSM). The goal of Goodfellow
et al. [2015] is to approximately solve problem (8.6) with the max-norm constraint. In other
words, the attacker’s goal is to induce prediction error by adding arbitrary noise � to an original
clean image x0 with the constraint that k�k1 � �.

While the loss maximization problem (8.6) is difficult to solve exactly, the key idea in
FGSM is to linearize the loss around .x0; y/, where y is the correct label, obtaining

Ql.�/ D l.F.x0/; y/Crxl.F.x0/; y/�: (8.17)

The optimal solution to the linearized version is then to maximally distort by � independently
along each coordinate. This is done in the direction of the sign of the loss gradient for a reliability
attack:

��
D � sgn.rxl.F.x0/; y//: (8.18)

The approach is also easy to apply in the context of a targeted attack: in this case, it is optimal to
distort each pixel in the opposite direction of loss with respect to a target class yT (corresponding
to gradient descent, rather than ascent):

��
D �� sgn.rxl.F.x0/; yT //: (8.19)

A visual illustration of the FGSM attack is shown in Figure 8.3.
It’s worth remarking that the FGSM attack is actually a special case of a more general

class of attacks where we impose a constraint k�kp � � for an arbitrary p [Lyu et al., 2015]. In
this case, the optimal solution for � generalizes to

��
D � sgn.rxl.F.x0/; y//

�
jrxl.F.x0/; y//j

krxl.F.x0/; y//kq

�
; (8.20)

where lq is the dual norm of lp, i.e.,
1

p
C

1

q
D 1:
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Figure 8.3: Illustration of the FGSM attack with � D 0:004. Left: original image (classified
correctly as a jeep). Middle: (magnified) adversarial noise. Right: perturbed image (misclassified
as a minivan). Note that the added noise is substantially more perceptible for this attack than
for the CW l2 attack in Figure 8.2.

The FGSM attack is a single-step gradient update. This is extremely efficient, but also
limits the power of the attacker. A significantly more powerful idea is to perform what is ef-
fectively iterative trust region optimization [Conn et al., 1987], where we iteratively linearize the
objective, optimize the resulting objective within a small trust region around the current estimate,
and then update both the estimate and the trust region and repeat.

Formally, let ˇt be an update parameter (or the trust region around a current estimate
with respect to an l1 norm). Let xt be the modified adversarial image in iteration t (starting
with x0 in iteration 0). Then for a reliability attack

xtC1 D Proj�Œxt C ˇt sgn.rxl.F.xt /; y//�; (8.21)

where Proj� projects its argument into the feasible space where kx0 � xtC1k1 � �, which can
be done simply by clipping off any single-dimension modifications which exceed �. The corre-
sponding variation for targeted attacks is immediate, with the “C” sign replaced by a “�” sign.
A visual illustration of this attack, which has come to be known as the projected gradient descent
(PGD) attack [Madry et al., 2018, Raghunathan et al., 2018, Wong and Kolter, 2018], is shown
in Figure 8.4.

Figure 8.4: Illustration of the iterative GSM attack, which uses eight gradient steps. Left: origi-
nal image (classified correctly as a jeep). Middle: (magnified) adversarial noise. Right: perturbed
image (misclassified as a minivan).
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Another variant of a l1 attack was proposed by Carlini and Wagner [2017]. Carlini and

Wagner first replace the k�k1 term with a proxyX
i

maxf0; �i � �g; (8.22)

where � is an exogenously specified constant, which starts at 1 and is decreased in each iteration.
Then, the problem is iteratively solved, where if �i � � in a given iteration for every i (i.e., the
cost term of the optimization problem is 0), � is decreased by a factor of 0.9, and the process
repeats.

8.2.3 l0-NORMATTACKS
The final set of attack approaches we discuss limit the number of pixels an attacker modifies.
The first, Jacobian-based Saliency Map Attack ( JSMA) attack (a variation of the attack introduced
by Papernot et al. [2016b]) aims to minimize the number of modified pixels in an image to cause
misclassification as a particular target class yT —that is, it is a targeted l0 norm attack. The attack
starts with the original image x0, and then greedily modifies pairs of pixels at a time. The choice
of the pair i; j to change is guided by a heuristic based on two quantities:

˛ij D
@ZyT

.x0/

@xi

C
@ZyT

.x0/

@xj

; (8.23)

and

ˇij D
X

k

�
@Zk.x0/

@xi

C
@Zk.x0/

@xj

�
� ˛ij ; (8.24)

where yT is the target class for the attack, as above. Thus, ˛ij indicates the impact of changing
pixels i and j on the target class yT , while ˇij is the indicator of the impact of changing these
pixels on other classes. Since yT is our target, we wish to make ˛ij as large as possible, while
making ˇij small. Each pair .i; j / is then assigned a saliency score

sij D

�
0 ˛ij < 0 or ˇij > 0

�˛ij ˇij o:w:
(8.25)

The attack chooses a pair of pixels .i; j / to modify that maximize the saliency sij . The corre-
sponding pair can be modified in a variety of ways, such as exhaustive search in the discrete space
of pixel values, or gradient-based optimization restricted to that pair of pixels.

Carlini and Wagner [2017] propose a different method for implementing an l0 attack
whichmakes use of their carefully engineering l2 attack as a subroutine. In their l0 attack, Carlini
and Wagner iteratively apply l2 attacks to successively shrinking parts of the image. The general
idea is to eliminate the pixels which appear to be least critical to attack success in each iteration.
In particular, each iteration excludes a pixel i with the smallest value of rh.x0 C �/i�i , where
h.�/ is the proxy objective function CW also use in their l2 attack, discussed in Section 8.2.1.
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8.2.4 ATTACKS INTHEPHYSICALWORLD
The attacks described thus far, as most other attacks in the literature on adversarial deep learning,
assume that the attacker has direct access to the underlying digital image, which they can modify
in arbitrary ways. Realizing such attacks in practice, however, would often involve a modification
to the actual physical objects being photographed.

Several efforts have been made both in devising compelling threat models for physical
attacks on vision systems, as well as implementing such attacks. We briefly discuss two of these.
The first, due to Sharif et al. [2016], developed attacks on face recognition systems (for example,
for biometric authentication) which use deep neural networks. In their attack, the attacker wears
a printed pair of eyeglass frames which embed the adversarial noise.The second is due to Evtimov
et al. [2018], who describe two attacks, one which prints a custom stop sign poster that can be
overlaid on the actual stop sign, and another which prints stickers that look like conventional
vandalism.

Physical attacks face three additional common challenges to be successfully realizable.
First, theymust be unobtrusive, a relatively ill-defined concept that aims to capture the likelihood
that the attack is discovered before it succeeds. In common adversarial example attacks on deep
learning, this is captured by minimizing or limiting the magnitude of the perturbation so that
the new image is visually indistinguishable from the original. The two physical attacks above, on
the other hand, leverage a more subtle form of psychological hacking, where the attack is hidden
in plain sight by virtue of its similarity to common non-adversarial behavior, such as vandalism
or wearing glasses. Second, they must account for the ability to physically produce an attack
which is optimized in the digital realm. This is captured by having an explicit printability term
in the objective. Specifically, both of the attacks above include a non-printability-score term
(NPS), defined for a given image x as

NPS.x/ D
X

i

Y
b2B

jxi � bj; (8.26)

where i ranges over the pixels in the image and B is a set of printable color configurations in the
RGB domain. To further improve the likelihood of success, Sharif et al. suggest constructing a
color map which corrects for any discrepancy between digital and printed colors. Third, physical
instances, as they present themselves in vision applications in practice, admit a variation of actual
object positions in the image, such as slight rotation. A successful attack must be robust to such
variations. Both approaches discussed above tackle this problem by using a collection of images
X for the same target object, such that a single perturbation � is effective on all, or most of them.
For example, the variant of the targeted attack discussed by Sharif et al. modifies Eq. (8.7) into

min
�

X
x02X

l.F.x0 C �/; yT /: (8.27)
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8.2.5 BLACK-BOXATTACKS
In Chapter 4 we discussed black-box decision-time attacks both in theoretical terms, and in
practical implications. Similar ideas largely apply in the context of attacks on deep neural net-
works. For example, query-based attacks have been explored and found effective by a number of
efforts [Bhagoji et al., 2017, Papernot et al., 2016c, 2017]. Papernot et al. [2016c] and Szegedy
et al. [2013] also observed a phenomenon that has come to be called transferability: adversar-
ial examples designed against one learned model often work against another model that was
learned for the same problem (this was observed in the context of deep learning, as well as for
other learning paradigms [Papernot et al., 2016c]). The specific illustrations of such transferabil-
ity are: (a) when models have been trained on different, but related datasets (what we have called
proxy data in Chapter 4); (b) when a proxy model has been learned based on data collected from
queries to the target model (the problem addressed conceptually in Theorem 4.4); and (c) when
a different algorithm (proxy algorithm) is used than the one that produces the target model (for
example, training and attacking a deep neural network to generate adversarial examples against
a logistic regression model).

8.3 MAKINGDEEPLEARNINGROBUSTTO
ADVERSARIALEXAMPLES

Observations of vulnerabilities in deep neural networks naturally spawned a literature attempting
to defend deep learning against attacks. We now describe some of the prominent proposals
for robust deep learning in adversarial settings. Throughout this section, we will now explicitly
represent the dependence of the deep learningmodel on its parameters � , using notation F.x; �/,
to capture the fact that we are at this point attempting to learn the parameters � which lead to
adversarially robust predictions.

8.3.1 ROBUSTOPTIMIZATION
Recall from Chapter 5 that the problem of robust learning amounts to the problem of adversarial
risk minimization, where the objective function captures modifications to feature vectors made
by an adversary. Let A.x; �/ be the adversarial model which returns a feature vector x0—an ad-
versarial example—given an input x and a collection of (deep neural network) model parameters
� . If we assume that every possible instance in our training data D may give rise to adversarial
behavior, the adversarial empirical risk minimization problem becomes

X
i2D

l.F.A.xi I �/; �/; yi /: (8.28)
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Applying a zero-sum game relaxation (upper bound) of Equation (8.28), we obtain a robust
optimization formulation of the problem of learning an adversarially robust deep neural network:

min
�

X
i2D

max
�Wk�k��

l.F.xi C �; �/; yi / (8.29)

if we constrain attacks to modify an original image at most � is some target norm. This robust
optimization framework for reasoning about adversarially robust deep learning proved extremely
fruitful. In particular, it has given rise to three general ideas for robust deep learning.

1. Adversarial Regularization: (also known as adversarial training) uses an approximation
of the worst-case loss function with respect to small changes in the image as a regularizer.

2. Robust Gradient Descent: uses the gradient of the worst-case loss function in learning a
robust deep neural network.

3. Certified Robustness: uses the gradient of a convex upper bound on the worst-case loss
function to learn a robust deep network.

Next, we briefly describe these three ideas. For convenience, we define the worst-case loss
as

lwc.F.x; �/; y/ D max
�Wk�k��

l.F.x C �; �/; y/: (8.30)

Adversarial Regularization
The issue with the robust optimization approach above is that it may be too conservative, since
in most settings adversaries are not actively manipulating images. A common generalization
is to explicitly trade off between accuracy on original non-adversarial data, and robustness to
adversarial examples:

min
�

X
i2D

�
˛l.F.xi I �/; yi /C .1 � ˛/lwc.F.xi ; �/; yi /

�
; (8.31)

where ˛ is the exogenous parameter trading off these two considerations. We can then think of
the term lwc.F.x; �/; y/ as adversarial regularization.

Typically, adversarial regularization (training) is only practical with a simplified attack
model, such as the gradient-sign attacks. In particular, consider the generalization of FGSM
in Section 8.2.2 where the attacker faces the constraint k�kp � � for a general lp norm. In this
case, by applying Taylor approximation as in the associated attacks, the adversarial regularization
problem can be transformed into

min
�

X
i2D

�
˛l.F.xi I �/; yi /C .1 � ˛/krxl.F.xi I �/; yi /kq

�
; (8.32)
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where lq is the dual norm of lp andwe simply plug in the optimal attack �� fromEquation (8.20).

Equation (8.32) shows that regularization based on robust optimization ideas has an in-
teresting structure: it amounts to regularizing based on the magnitude of the gradient of the loss
function. This has a certain intuitive appeal: very large gradients imply a more unstable model
under small perturbations (since small changes in x can lead to large changes in the output), and
regularizing these should improve robustness to adversarial examples. On the other hand, this
regularization is somewhat unusual, as it depends on the specific instances x, whereas regular-
ization terms typically only depend on the model parameters � .

Robust Gradient Descent
Adversarial regularization ultimately involves a heuristic way to approximate the robust opti-
mization problem faced by the learner. Stepping back, we may note that in principle it would
suffice to have a way to calculate gradients of the worst-case loss function, lwc.F.x; �/; y/, to en-
able training a robust deep neural network using standard stochastic gradient descent methods.
However, this loss function is not everywhere differentiable. Moreover, the optimization prob-
lem involved in computing the worst-case loss itself is intractable, suggesting that computing
its gradient may also be computationally challenging.

Madry et al. [2018] observe, however, that an application of an important result from
robust optimization allows us to compute gradients approximately, and use these in a gradient
descent training procedure in practice. In particular, Madry et al. [2018] derive the following as
a corollary of Danskin’s classic result in robust optimization [Danskin, 1967].

Proposition 8.1 Madry et al. Let .x; y/ be arbitrary feature vector and label pair, and suppose
that �� is amaximizer ofmax�jk�kp�� l.F.x C �; �/; y/.Then, as long as it’s non-zero,�r� l.F.x C

��; �/; y/ is a descent direction for lwc.F.x; �/; y/.

The upshot of Proposition 8.1 is that during stochastic gradient descent, when we are
considering a datapoint .x; y/ and have a current parameter estimate � , we can use the gradient
of the loss function at any optimal solution for worst-case loss �� to take the next gradient
descent step. Significantly, Madry et al. observe that in practice even good quality approximate
optimizers of worst-case loss, such as PGD in Section 8.2.2, appear to suffice for training a
robust neural network using this approach.2

Certified Robustness
Robust gradient descent is a principled advance over the more simplistic adversarial regulariza-
tion approach, but it is still heuristic, albeit with strong empirical support, and cannot guarantee
robustness. Several approaches recently emerged for both deriving certificates, or guarantees, of
robustness to adversarial perturbations in a particular class, and training neural networks which
2It is worth noting that the application of this approach in stochastic gradient descent is essentially a special case of the
stochastic gradient descent variant of retraining; see Li and Vorobeychik [2018] for a brief discussion of the latter.
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minimize a provable upper bound on adversarial risk [Raghunathan et al., 2018, Wong and
Kolter, 2018].

The key idea behind certified robustness is to obtain a tractable upper bound J.x; y; �/ on
the worst-case loss:

lwc.F.x; �/; y/ � J.x; y; �/:

Both Raghunathan et al. [2018] and Wong and Kolter [2018] do this in two steps: (1) they
obtain a convex relaxation of the optimization problem for computing lwc.F.x; �/; y/; and then
(2) use a dual of this convex optimization problem. They key insight in both approaches is that
any feasible solution of the dual yields an upper bound on the primal, which in turn is an upper
bound on worst-case loss, and both choose a particular feasible solution.

We illustrate some aspects of this general approach based on Wong and Kolter [2018],
who assume that the neural networks use ReLU activation functions. Their first step is to relax
ReLU activations b D maxf0; ag using a collection of linear inequalities:

b � 0; b � a;�uaC .u � l/b � �ul;

where u and l are upper and lower bounds on the activation values, respectively. With this
relaxation, computation of the upper bound on worst-case loss can be represented as a linear
program, albeit with many variables. By strong duality of linear programming, the dual solution
of this linear program is also an upper bound on the worst-case loss. Moreover, any feasible
solution still produces an upper bound. Thus, by fixing the values of a subset of dual variables,
Wong and Kolter [2018] devised a linear algorithm to compute an upper bound J.x; y; �/ on
the worst-case loss. Significantly, this upper bound is differentiable with respect to � , and can be
used as a part of the stochastic gradient descent approach for training a robust neural network.
The full algorithm developed by Wong and Kolter [2018] (including the derivation of upper and
lower bounds for ReLU activation units) is quite involved; we defer the readers to the original
paper for technical details.

8.3.2 RETRAINING
As we already mentioned, attacks on deep learning described in this chapter are special cases
of what we have called decision-time attacks. As such, the general-purpose defense by iterative
retraining described in Section 5.3.2 applies directly. In particular, we can iteratively train the
neural network, attack it by generating adversarial examples according to any of the attack mod-
els described, adding these to training data, and repeating the process. An important advantage
of this iterative retraining approach is that it is agnostic as to which algorithm is used to construct
adversarial examples. In contrast, the approaches based on robust optimization all effectively as-
sume reliability attacks, which may result in solutions (or certificates of robustness) that are too
conservative in practice.
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8.3.3 DISTILLATION
Distillation is a heuristic technique for training deep neural networks initially proposed for trans-
ferring knowledge from a more to a less complex model (essentially, for compression). Papernot
et al. [2016a] proposed using distillation to make deep neural networks more robust to adver-
sarial noise.

The distillation approach works as follows.

1. Start with the original training dataset D D fxi ; yig, where labels yi are encoded as one-
hot vectors (i.e., all zeros, except for a 1 in the position corresponding to the true class of
xi ).

2. Train a deep neural network after replacing the softmax function in the softmax layer with

Fi .x/ D
eZi .x/=TP
j eZj .x/=T

for an exogenously chosen shared temperature parameter T .

3. Create a new training dataset D0 D fxi ; y0
ig, where y0

i D F.xi / with F.�/ the soft (proba-
bilistic) class labels returned by the previously trained neural network.

4. Train a new deep neural network with the same temperature parameter T as the first one,
but on the new dataset D0.

5. Use the retrained neural network after eliminating the temperature T from the final (soft-
max) layer (i.e., setting T D 1 at test time, scaling the softmax terms down by a factor of
T , and thereby increasing the sharpness of predicted class probabilities).

While defensive distillation was shown to be quite effective against several classes of at-
tacks, such as FGSM and JSMA (however, replacing Zi .x/ with Fi .x/ for JSMA in the exper-
iments; see Carlini and Wagner [2017]), the CW attack was later demonstrated to effectively
defeat it. The crucial insight offered by Carlini and Wagner is that distillation appears to be
effective against originally crafted attacks because the temperature parameter forces the values
Zi .x/ to be amplified, and once T is set to 1, this in turn results in extremely sharp class pre-
dictions, so much so that gradients become numerically unstable. However, if the attacker uses
the last hidden layer values Z.x/, gradients again become well-behaved.

8.4 BIBLIOGRAPHICNOTES
The literature on adversarial examples in deep learning was spawned with the publication of
Szegedy et al. [2013]. Their goal was largely to show that despite state-of-the-art performance
on benchmark image datasets, deep learning models appear to be very fragile to several forms
of “gamesmanship” with the images. For example, they showed that they can design images
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which are unrecognizable to a human, but are reliably classified as a target class. In addition,
they showed the impact of introducing a small amount adversarial noise. A long series of papers
followed this initial demonstration, considering many variations of attacks.

As mentioned above, attack approaches fall into three rough categories based on the norm
they use to measure the amount of noise introduced into an image. Szegedy et al. [2013] were
the first to propose l2 norm attacks, which were improved successively by Moosavi-Dezfooli
et al. [2016b], and then by Carlini and Wagner [2017] (who also developed l0 and l1 norm
attacks). Soon after the first work on l2 norm attacks was published, a simple FGSM method
for l1 attacks was developed by several of the same authors [Goodfellow et al., 2015]. The idea
of FGSM was to use a first-order Taylor expansion to approximate the loss function that the
attacker aims to optimize. Subsequently, this idea was extended to other lp-norm attacks by Lyu
et al. [2015].

While most approaches for attacking deep neural networks in the literature are white-
box attacks, which assume that the deep learning model is known to the attacker, several ef-
forts demonstrated the phenomenon of transferability of adversarial examples, enabling effective
black-box attacks [Papernot et al., 2016c, 2017, Szegedy et al., 2013]. The high-level observa-
tion is that frequently attacks on one deep neural network can be effective against others trained
to address the same prediction problem.

Two other major issues in the literature on attacking deep neural networks are worth not-
ing: (1) designing adversarial noise which is effective when added to multiple images simultane-
ously, and (2) attacks in the physical world which cause erroneous predictions after their digital
representation is fed into a deep neural network. The first of these was addressed by Moosavi-
Dezfooli et al. [2017], who describe an attack in which a single adversarial noise is generated
which can be added to all images, and successfully cause misclassification by a state-of-the-art
deep neural network. The success of this attack is quite surprising, as one would have previously
been skeptical that such universal adversarial perturbations are possible. The second issue has
been addressed by several efforts. In one of these that we described above, Sharif et al. [2016]
demonstrate that specially designed glass frames can be printed which would defeat authentica-
tion approaches based on face recognition, as well as video surveillance techniques. In another,
also discussed in this chapter, Evtimov et al. [2018] demonstrate that adversarial pertubations
can be robustly implemented in the physical domain in order to fool deep learning classifiers of
traffic signs. In another related effort, Kurakin et al. [2016] demonstrate that they can introduce
adversarial perturbations even after images are printed and subsequently again digitized.

Defending deep learning against adversarial perturbation attacks amounts to developing
techniques for learning more robust deep neural network models. A natural framework within
which to consider robust learning is robust optimization, where the learner aims to minimize
worst-case loss with respect to arbitrary perturbations within an � ball (measured according to
some lp norm; commonly, this is the l1 norm).
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The very first paper that discussed an l2 attack on deep learning, Szegedy et al. [2013], also

proposed a simple defensive approach through iterative retraining. The paper which followed
and introduced the FGSM attack [Goodfellow et al., 2015] suggested adversarial regularization
(they called it adversarial training) as a solution, an idea which was significantly generalized by
Lyu et al. [2015]. Soon after, the cybersecurity community picked up the thread, and distilla-
tion was suggested as a defense [Papernot et al., 2016a], an idea which was promptly broken by
Carlini and Wagner [2017] and is now generally viewed as ineffective. However, this flurry of
ideas led to a formalization of robust deep learning as robust optimization byMadry et al. [2018],
Raghunathan et al. [2018], and Wong and Kolter [2018]. Interestingly, the connection between
adversarially robust learning in the context of decision-time attacks and robust optimization ac-
tually predates these efforts by at least a decade. For example, Teo et al. [2007] already considered
learning with invariances using precisely the same robust optimization approach, as did Xu et al.
[2009b], who showed equivalence between robust learning and regularization in linear support
vector machines. In any event, robust optimization turned out to be a very fruitful connection,
as it led to two major advances: first, by Madry et al. [2018], who used Danskin’s theory to
directly apply stochastic gradient descent to the robust learning formulation (using worst-case
loss), and then independently by Raghunathan et al. [2018] and Wong and Kolter [2018] who
developed distinct relaxation and duality methods for certifying robustness and gradient-based
learning of robust models. In particular, Raghunathan et al. [2018] used semi-definite program-
ming as the core tool, albeit restricted for the moment to two-layer neural networks, whereas
Wong and Kolter [2018] relied on a convex polyhedral relaxation of the ReLU activation units,
allowing them to upper bound the optimal worst-case loss by a solution to a linear program, for
arbitrary ReLU-based deep networks. Neither of these two methods are sufficiently scalable at
the moment to tackle realistic image datasets, but both approaches significantly advanced the
thinking about robust deep learning.

Several recent heuristic methods for defending deep learning against adversarial examples
that we did not discuss at length in this chapter involve a form of anomaly detection [Rouhani
et al., 2017], and using layer-level nearest neighbor sets to devise a confidence measure for pre-
dictions [Papernot and McDaniel, 2018]. Both of these are ultimately taking steps to address an
important issue which has not received much attention: determining confidence in predictions
based on similarity of new instances to the distribution of training data.
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C H A P T E R 9

TheRoad Ahead
This book provided an overview of the field of adversarial machine learning. Important issues
were clearly left out, some deliberately to simplify exposition, others perhaps unintentionally.
The field has become quite active in recent years in no small measure due to the attention that
attacks on deep learning methods have received. While we devote an entire chapter solely to ad-
versarial deep learning, we emphasize that proper understanding of these necessitates a broader
look at adversarial learning that the rest of the book provides.

In this last chapter, we briefly consider the road ahead in adversarial machine learning.
We’ll start with the active research question of robust optimization as ameans for robust learning
in the context of decision-time attacks (such as adversarial examples).

9.1 BEYONDROBUSTOPTIMIZATION
Robust optimization has become amajor principledmeans for formalizing the problem of robust
learning in the presence of decision-time attacks.Without a doubt, this approach has compelling
strengths. Perhaps the most significant of these is a guarantee, or certification, of robustness: if
we obtain an expected robust error of e, we can guarantee that no adversarial manipulation within
the considered class will cause our model to err more than e, on average. While solving such
robust learning problems at scale is a drawback, one can envision technical advances that would
make it practical in at least some realistic domains. Here, we discuss conceptual limitations of
the robust optimization approach to the problem.

The main limitation of robust optimization is that it yields very conservative solutions.
There are several reasons for this. First, robust learning formulations maximize the learner’s loss.
However, loss is typically an upper bound on the true learning objective. For example, in binary
classification, arguably the ideal loss function is the 0/1 loss, which returns 0 if the predicted
class is correct, and 1 otherwise. In practice, however, convex relaxations of the 0/1 loss are
used, such as hinge loss. Additionally, tractability often warrants additional upper bounds on
the worst-case loss beyond this, so that the final bound is unlikely to tightly capture the true
optimization problem the learner is trying to solve. The advantage of the upper bounding idea is
that its guarantees are conservative: robustness guarantees for an upper bound directly transfer
to robustness guarantees for the original problem. There are two concerns, however: (1) this
may cause an unnecessary sacrifice in performance, both on non-adversarial data, and even on
adversarial data; and (2) whatever bounds on adversarial risk one thereby obtains may not be
especially meaningful in practice if they are not very tight.
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In addition to the issues highlighted above, another way in which robust learning is con-

servative is that the attacker’s objective may not be an arbitrary misclassification. Take a stop
sign as an example: it is likely far more concerning (and, presumably, adversarially significant)
if it were misclassified as a speed limit sign than if it were misclassified as a yield or a “do not
enter” sign.

These concerns should not be used to dismiss robust optimization approaches for robust
learning. Rather, our goal is to suggest that research needs also to consider alternative principled
approaches to the adversarial learning problem. One such approach is to view it as a Stackelberg
game, as we discussed in Chapter 5. In this way, we can consider alternative adversarial models,
and still aim to produce the best learning approach, albeit perhaps somewhat more tailored to a
specific threat model of interest. Robust optimization is a special case, in which this game model
is zero-sum (that is, min-max), but it shouldn’t be the only approach to consider.

The discussion thus far pertained solely to the issue of decision-time attacks, but some of
the same considerations are relevant in the context of poisoning attacks as well. Most approaches
to date aim to be robust to arbitrary modifications of training data (within some budget con-
straint, of course, such as a bound on the fraction of data that can be poisoned). In practice, this
seems overly conservative: if the attacker deliberately poisoned data, they are unlikely to poison
an arbitrary subset of data (if they have that kind of access, they may as well poison all data),
and if data is collected from multiple untrusted sources, the attacker is unlikely to compromise
all of them. Consequently, an important research direction is how to capture structure imposed
on how data may be poisoned. An illustration of such structure is when the training data is
a combination of multiple data sources, a subset of which may be attacked, recently modeled
by Hajaj and Vorobeychik [2018] as an adversarial task assignment problem (and not specific
to machine learning). Similarly, data may be obtained from multiple sensors, and a subset of
these may be compromised, with data collected from compromised sensors arbitrarily poisoned.
In either case, such structure may allow for better algorithmic techniques for practical robust
learning, for example, leveraging approaches for detecting malicious data sources [Wang et al.,
2014].

9.2 INCOMPLETE INFORMATION
Framing the problem of defending learning against attacks as a game between the learner and the
attacker suggests another research direction: modeling incomplete information players may have
about one another. There are two natural classes of incomplete information: information that the
attacker has about the learning system (which is fully known to the learner), and information the
learner has about the attacker, such as the attacker’s objective, and what information the attacker
actually has (for example, about proxy data available to the attacker).There have been scarcely any
attempts to model incomplete information in developing robust learning approaches; essentially
the sole example is by Grosshans et al. [2013], who consider uncertainty about the attacker’s
relative value of different datapoints, but not any of the other aspects. As an illustration of the
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challenge faced in modeling robust learning as a game of incomplete information (or Bayesian
game), consider the issue of information available to the attacker in a black-box attack. Suppose
that the attacker is uncertain about what data is used by the learner, and the learner uses the
data to decide which features to use. If the attacker then learns something about which features
the learner uses, they can in principle use this information to infer something about the training
data as well. However, it is not trivial to construct a compelling model of this encounter, let
alone solve the resulting game.

9.3 CONFIDENCE IN PREDICTIONS
The issue of deriving confidence in estimates is fundamental in statistics. However, it is some-
what under-explored in machine learning, where predictions tend to be point predictions, with-
out associated confidence. To be sure, even common probabilistic predictions, such as those
produced by typical deep neural networks, are in essence point predictions, as they do not nec-
essarily reflect the empirical support a particular prediction has. Indeed, Papernot and McDaniel
[2018] essentially argue that this is a major reason for the success of adversarial examples, which
by their nature take a learned model out of its “comfort zone,” so to speak. The approach Pa-
pernot and McDaniel propose can be viewed as an example of transductive conformal prediction
(TCP), a general approach for deriving confidence in specific predictions, as well as distributions
over predictions, based on empirical support [Vovk et al., 2005]. An alternative way to look at
confidence is to consider how unusual, or anomalous, a particular input is, given the training
data that was used to derive a model.

Of course, assigning confidence to predictions isn’t sufficient: onemust still assess what the
most reasonable prediction should be, or perhaps selectively refuse to make any prediction when
a model is sufficiently uncertain about which label should be assigned. These issues are clearly
more general than adversarial learning, but are surely an important aspect of the problem, as
low-confidence regions of the sample space often present many of the vulnerabilities exhibited
in learning.

9.4 RANDOMIZATION
Randomization is an important tool in security settings, and has been a fundamental part of
game theoretic modeling of such problems [Tambe, 2011]. Interestingly, there have been rel-
atively few attempts to introduce randomization into adversarial learning paradigms. One of
these we discussed at length in Chapter 5, but it is restricted to binary classification over binary
feature spaces. The general challenge in introducing randomization into predictions is that, on
the one hand, it may degrade performance on non-adversarial data, and on the other hand, one
may be able to design robust attacks that defeat all possible realizations of a randomized model.



134 9. THEROADAHEAD

9.5 MULTIPLELEARNERS
Both decision-time attacks and poisoning attacks have almost universally assumed that there is
a single target learning system. In practice, there are often many target organizations that com-
bine to form an ecology of learners, and it is this ecology that is often attacked. For example,
spammers typically target the universe of spam filters, and public malware datasets are used by
many organizations to develop machine learning approaches for malware detection. Interest-
ingly, surprisingly little research has studied the problem of attacking multiple learners, or how
learning agents would jointly choose to learn in the presence of adversarial threat. We mention
two exceptions. The first is the work by Stevens and Lowd [2013] who ask the computational
complexity question about evading a collection of binary linear classifiers. The second is a recent
effort by Tong et al. [2018b], who study the game induced by a collection of learning models
and an attacker who deploys a decision-time attack. In the latter work, which can be seen as an
example of multi-defender security games [Smith et al., 2017], the game is in terms of parame-
ters w for a linear regression model, and the choice of transformation of the regression input for
the attacker aimed at attacking the combination of all models. In formal terms, it is a two-stage
multi-leader Stackelberg game, with learners jointly deciding on their model parameters wi , and
the attacker subsequently choosing the best attack. These two efforts are first steps, but many
research opportunities remain, perhaps the most significant of which is generalization of these
approaches to non-linear models.

9.6 MODELSANDVALIDATION
Our final remarks concern the very general issue of modeling and validation. In adversarial
machine learning, as in security more broadly, a central issue is adversarial modeling. Take
decision-time attacks as an illustration. Commonly, an adversary is modeled as modifying a
collection of features (such as pixels in an image), with either a constraint on the extent to which
such modifications are allowed (typically, measured by the lp distance), or incorporting a mod-
ification cost into an attacker’s objective. This is clearly very stylized. For example, adversaries
would not typically modify images at the level of pixels, but, perhaps, physical objects that would
be subsequently captured into images. Moreover, modifications may include slight spatial trans-
formations, which would appear to be large in standard lp norm measures, but would remain
undetectable to a human [Xiao et al., 2018]. As another example, malware writers attempting to
evade detection do not directly manipulate features extracted from malware, but malware code.
The question of scietific validity of standard stylized models of attacks on machine learning is
therefore quite natural. To date, the sole attempt to rigorously study this issue was by Tong et al.
[2018a], who investigate validity of conventional feature space models of adversarial evasion—
that is, models in which the adversary is assumed to directly modify malware features. While
this work sheds some light on this issue, for example, both by demonstrating that feature space
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models can poorly capture adversarial behavior, and by extending such models to improve their
validity, the problem of validation remains a major research challenge facing adversarial machine
learning.
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