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vardi's insights

Homo Ratiocinator (Reckoning Human)

OMO SAPIENS, “WISE HUMAN”

in Latin, is the taxonomic

species name for modern

humans. But observing the

current state of the world
and its trajectory, it is hard for me to
accept the description “wise.” I am
not the first to object to the “sapiens”
descriptor. French philosopher Henri-
Louis Bergson argued in 1911 that a
better term would be Homo Faber,
referring to human tool-making abil-
ity. This ability goes back to early hu-
mans, about three million years ago.
Most importantly, human tools im-
proved due to innovation and cultural
transmission. I would like to offer an
alternative: Homo Rationcinator,®® or
reckoning human—where reckoning re-
fers to both reasoning and computing.

In 2018, scientists reported the dis-
covery of 50,000-year-old cave art—de-
picting a wild pig and a trio of human
figures—in the Indonesian island Bor-
neo. Thisis the first example we have of
symbolic representation by humans.
Eventually, tool making and symbolic
representation led to counting tools.
The Lebombo Bone is a bone tool
made of a baboon fibula with incised
markings, discovered in a cave in the
Lebombo Mountains in Africa. More
than 40,000 years old, the bone is con-
jectured to be a tally stick, its 29 notch-
es counting, perhaps, the days of the
lunar phase. Humans had developed
a tool for computing. Our destiny had
been laid out, and computing tools
continued to improve.

Around 2,500 B.C., the Sumerians
invented the abacus, a manual tool
for arithmetical computing. (A pebble
of an abacus is called a calculus, in
Latin.) In the 1670s, Gottfried Wilhelm
Leibniz developed his Step Reckoner, a

a https://tinyurl.com/2c30zbh7
b https://tinyurl.com/2cpojgl7

machine capable of addition and mul-
tiplication. In 1820, Charles Babbage
developed his difference engine. His
analytical engine was a proposed digi-
tal mechanical general-purpose com-
puter. While it was never actually built,
the proposal gave birth to the idea of a
general-purpose programmable com-
puter. Ada Lovelace, Babbage’s collab-
orator, believed that computers could
become much more than calculators,
including composing “elaborate and
scientific pieces of music of any degree
of complexity or extent.”

AsThave argued® before, the develop-
ment of computing and mathematics
dovetailed each other. Deductive math-
ematics was developed by the Greeks in
the 7" century B.C. A few hundred years
later, Aristotle formalized the rules of
reasoning in deductive mathematics,
and logic was born. In the 13" century,
the Catalan monk Ramon Lull, wishing
to use logic to convert the entire world
to Christianity, invented the so-called
Lull’s Circles, the first mechanical aid
to reasoning. In the 17" century, British
philosopher Thomas Hobbes argued
that reasoning is a form of computing.
Leibniz, inspired by Lull, dreamed of
Calculus Ratiocinator, a reasoning ma-
chine that could augment human intel-
ligence.

In the 19" century, George Boole
developed an algebraic treatment of
logic, giving us Boolean logic, and
William Stanley Jeavons showed how
to build Boolean logic machines.
Claude Shannon showed in the 20"
century how to use Boolean logic for
electrical-circuit design. The stage
was set for the development of the pro-
grammable, electronic, digital comput-
er around the middle of the 20" century.
By the early 1950s, dozens of “Johni-
acs”—computers named after John

¢ https://tinyurl.com/2b6mxxsp
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von Neumann—were built around the
world. Leibniz’s dream came true. We
went from reasoning, to patterns of
reasoning, to logic, to computers, to
computers that reason. So, reasoning
human, reckoning human, and tool-
making human are now making tools
that can compute and reason, open-
ing the door to intelligent machines,
or artificial intelligence (AI).

Asimov’s I, Robot was published as a
book in 1950. The overarching theme
is the complicated interaction of hu-
mans, robots, and morality. Norbert
Wiener’s The Human Use of Human Be-
ings: Cybernetics and Society, also pub-
lished in 1950, warned us that “The
machine’s danger to society is not from
the machine itself but from what man
makes of it.” But we plunged ahead with
Al research, paying little attention to
societal impact.

Leibniz’s goal for his calculus ra-
tiocinator was “mankind will then
possess a new instrument that will
enhance the capabilities of the mind
to a far greater extent than optical in-
struments strengthen the eyes.” Ada
Lovelace wished computing technol-
ogy to be “for the most effective use
of mankind.” But Silicon Valley, to-
day’s leading engine driving comput-
ing technology, is motivated solely
by profit maximization, the common
good be damned. After 40,000 years of
making tools for computing and rea-
soning, it is time, I believe, for Homo
Ratiocinator to live up to its tradition-
al name, Homo Sapiens—building
machines to augment, not replace,
human intelligence.

Moshe Y. Vardi (vardi@rice.edu) is university professor
and the George Distinguished Service Professor at Rice
University, Houston, TX, USA, where he is also a Fellow at
the Baker Institute for Public Policy. He is a former Editor-
in-Chief of Communications.

© 2025 Copyright held by the owner/author(s).
Publication rights licensed to ACM.
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Putting the Smarts
Into Robot Bodies

Fan Wang and Shaoshan Liu offer guidance
forthe development of embodied Al systems.
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FAN WANG AND SHAOSHAN LIU
Building Foundation Models for
Embodied Artificial Intelligence
DO0I:10.1145/3703761
https://bit.ly/3Wn2FY5

July 15, 2024

Embodied artificial intelligence (EAI)
involves embedding artificial intelli-
gence (AI) into tangible entities, such
as robots, and equipping them with
the capacity to perceive, learn from,
and engage dynamically with their
surroundings. In this article, we delve
into the key trade-offs of building
foundation models for EAI systems.

Foundation Models for Embodied Al
Previously, we have outlined three
guiding principles for developing EAI
systems.! EAI systems should not de-
pend on predefined, complex logic to
handle specific scenarios. Instead, they
must incorporate evolutionary learn-
ing mechanisms, enabling continuous
adaptation to their operational envi-

ronments. Additionally, the environ-
ment significantly influences not only
physical behaviors but also cognitive
structures. While the third principle fo-
cuses on simulation, the first two prin-
ciples emphasize building EAI founda-
tion models capable of learning from
EAI systems’ operating environments.
A common approach for EAI foun-
dation models is to directly use pre-
trained large models. For example,
pretrained GPT models can serve as a
baseline, followed by fine-tuning and
in-context learning (ICL) to enhance
performance.® These large models typi-
cally possess a substantial number of
parameters to encode extensive world
knowledge and feature a small context
window for fast response times. This
extensive pre-encoding allows these
models to deliver excellent zero-shot
performance. However, their limited
context windows pose challenges for
continuous learning from the EAI sys-
tems’ operating environments and con-
necting various usage scenarios.
Alternatively, another approach lever-
ages models with significantly fewer pa-
rameters but a larger context window.
These models, rather than encoding
comprehensive world knowledge, focus
on learning how to learn, or meta-
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learning.> With large context windows,
these models can perform general-pur-
pose in-context learning (GPICL), en-
abling continuous learning from their
operating environments and establish-
ing connections across a broad context.

The Figure below illustrates these
two different approaches. The meta-
training + GPICL approach, while ex-
hibiting poorer zero-shot performance
and having a smaller model size, excels
in continuously learning from its envi-
ronment, eventually specializing EAI
systems for specific tasks. In contrast,
the pretraining + fine-tuning + ICL ap-
proach, characterized by a larger model
size and smaller context windows, of-
fers superior zero-shot performance
but inferior learning capabilities.

Empirical evidence supporting this
is found in the GPT-3 paper, where a
7B few-shot model outperforms a 175B
zero-shot model.’ If few-shot learning is
replaced by a long context window en-
abling EAI systems to learn from their
operating environments, performance
may further improve.

We envision an ideal foundation
model for EAI that should meet several
critical criteria. Firstly, it should be ca-
pable of universally learning from com-
plexinstructions, demonstrations, and


https://dx.doi.org/10.1145/3703761

feedback without relying on crafted
optimization techniques. Secondly, it
should demonstrate high sample ef-
ficiency in its learning and adaptation
processes. Thirdly, it must possess the
ability to continuously learn through
contextual information, effectively
avoiding the issue of catastrophic for-
getting. Therefore, we conclude that
the meta-learning + GPICL approach is
suitable for EAI systems. However, be-
fore we decide on taking this approach,
let us first examine the trade-offs be-
tween these two approaches.

Key Trade-Offs

In this section, we review the trade-offs
between pretrained large models vs.
meta-training + GPICL as foundation
models for EAL* The results are sum-
marized in the table.

For zero-shot capability, the Pretrain-
ing + Fine-Tuning + ICL approach’ offers
high performance, allowing models to
generalize well to new tasks without any
task-specific fine-tuning. In contrast,
the Meta-Training + GPICL approach
exhibits low zero-shot capability, as it fo-
cuses on learning to adapt to a wide va-
riety of tasks using in-context learning
rather than zero-shot generalization.

In terms of generalizability, the
Pretraining + Fine-Tuning + ICL ap-
proach performs well on in-distribu-
tion tasks but has rudimentary capa-
bilities for out-of-distribution tasks.
Meta-Training + GPICL, on the other
hand, exhibits diverse and complex
generalization capabilities for out-of-
distribution tasks due to its emphasis
on meta-training over varied contexts.

The scalability enhancement ap-
proach for Pretraining + Fine-Tuning
+ ICL involves scaling up parameters
and pre-training datasets to improve
performance. Meta-Training + GPICL
enhances scalability by scaling up me-
ta-training tasks, context length, mem-
ories, and hidden states to improve the
model’s adaptability.

Regarding task adaptation, Pre-
training + Fine-Tuning + ICL relies on
data collection and fine-tuning, which
can be inefficient. In contrast, Meta-
Training + GPICL utilizes very complex
instructions and learns from diverse
contexts automatically.

During the pre-training or meta-
training stage, Pretraining + Fine-Tun-
ing + ICL focuses on world knowledge

and understanding the hardware. Me-
ta-Training + GPICL emphasizes the ca-
pability of learning, memorization, and
abstraction over a wide variety of tasks.
In the post-training stage, Pretrain-
ing + Fine-Tuning + ICL involves align-
ingthe model to specifichuman-centric
tasks, emphasizing human-alignment
and task-specific knowledge. Meta-
Training + GPICL continues to empha-
size world knowledge, human-align-
ment, and task-specific knowledge.
Inference latency is generally low
for Pretraining + Fine-Tuning + ICL as
the model parameters are fixed after
training. However, for Meta-Training +
GPICL, inference can be slower due to
the need to utilize and update memory
and hidden states dynamically.
Memory size requirements for Pre-
training + Fine-Tuning + ICL are small,
as most knowledge is embedded in
fixed model parameters. Conversely,

blog@cacm

Meta-Training + GPICL requires sig-
nificant memory to handle complex
instructions, extended context, and
hidden states.

Meta-Training + GPICL offers the ad-
vantage of enabling the system to con-
tinuously learn various tasks through
contexts, that is, learning to continu-
ously learn.” This essentially requires
the system to be able to learn new tasks
without forgetting the old ones, which
typically poses great challenge for gra-
dient-based fine-tuning (catastrophic
forgetting®) but can be less of a chal-
lenge with in-context learning.

Overcoming the Computing

and Memory Bottlenecks

From the above comparison, it is evi-
dent that meta-training combined with
GPICL offers superior adaptability and
generalization across diverse and
complex tasks. However, this approach

Figure. Foundation model options for EAI. Credit: Fan Wang.

Meta-Training + GPICL

Pretraining + Fine-Tuning + ICL

Performance Performance .
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ICL Context
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Table. Trade-offs of Pretrained large model vs. meta-training + GPICL. Credit: Fan Wang.

Comparison

Pretraining + Fine-Tuning + ICL Meta-Training + GPICL

Zero-Shot Capability High

Low

Generalizability In-Distribution Tasks

Diverse and Complex

Rudimentary Out-of-Distribution

Tasks

Out-of-Distribution Tasks

Knowledge carrier Parameters

Memory/Hidden States

Scalability Scaling up parameters and Scaling up meta-training tasks, context
Enhancement Approach  pre-training datasets length, memories, and hidden states
Methodology of Data Collection Very Complex Instruction

Task Adaptation (Fine-Tuning, Inefficient)

Rudimentary Instruction
and Prompt (ICL)

Explore and Exploit automatically

Emphasis of pre-training/

meta-training stage regarding the hardware

World knowledge, knowledge

The capability of learning,
memorization, and abstraction

Emphasis of post-training Human-alignment,

World knowledge, human-alignment,

stage task-specific knowledge task-specific knowledge
Inference Latency Low High
Memory Size Small Large
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demands higher resources, posing a
challenge for most EAI systems, which
are often real-time edge devices with
limited computational capabilities
and memory. The large context win-
dows required for this approach can
significantly increase inference time
and memory footprint, potentially
hindering its feasibility for EAI foun-
dation models.

Fortunately, recent advancements
have introduced innovative solutions
to scale transformer-based LLMs for
processing infinitely long inputs while
maintaining bounded memory and
computational efficiency. A notable in-
novation is the Infini-attention mecha-
nism, which integrates masked local
attention and long-term linear atten-
tion within a single transformer block.
This enables the efficient processing
of both short- and long-range contex-
tual dependencies. Additionally, the
compressive memory system allows
the model to maintain and retrieve in-
formation with bounded storage and
computation costs, reusing old key-
value (KV) states to enhance memory
efficiency and enable fast streaming in-
ference. Experimental results demon-
strate that the Infini-attention model
outperforms baseline models in long-
context language-modeling bench-
marks, showing superior performance
in tasks involving extremely long input
sequences (up to one million tokens)
and significant improvements in mem-
ory efficiency and perplexity scores.

Similarly, the StreamingLLM frame-
work enables large models trained with
a finite attention window to general-
ize to infinite sequence lengths with-
out the need for fine-tuning. This is
achieved by preserving the key and val-
ue (KV) states of initial tokens as atten-
tion sinks, along with the most recent
tokens, stabilizing attention computa-
tion and maintaining performance
over extended texts. StreamingLLM
excels at modeling texts up to 4 million
tokens, providing a remarkable speed-
up of up to 22.2 times.

Conclusion

We believe that learning from the envi-
ronment is the essential feature for EAI
systems and thus the meta-training +
GPICL approach is promising for build-
ing EAI foundation models due to its
capabilities of providing better long-
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ey
Experimental results
demonstrate that

the Infini-attention
model outperforms
baseline models

in long-context
language-modeling
benchmarks.

term adaptability and generalization.
Although currently this approach is fac-
ing significant challenges in comput-
ing and memory usage, we believe that
innovations such as Infini-attention
and StreamingLLM will soon make this
approach viable for real-time, resource-
constrained environments.
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Feedback Loops
Guide Al to Proof Checking

After decades of promise, techniques and technologies are coming together
to make AI better at checking mathematicians’ work.

OME OF THE earliest work

on artificial intelligence

(AI) saw mathematics as

a major target and key to

making breakthroughs

quickly. In 1961, leading computer sci-
entist and AI pioneer John McCarthy
argued at the Fifth Symposium in Pure
Mathematics that the job of checking
mathematical proofs would likely be
“one of the most interesting and useful
applications of automatic computers.”
McCarthy saw the possibility for
mathematicians to try out different
ideas for proofs quickly that the com-
puters then tested for correctness.
More than 60 years later, such a proof
assistant has yet to appear. But recent

developments in both mathematics
and computer science may see a break-
through sooner rather than later.
Much of the work of verifying
proofs formally using a computer
continues to rely on a lot of manual
effort by specialists such as Kevin
Buzzard, professor of pure mathe-
matics at the U.K.’s Imperial College
London. Last year, Buzzard kicked off
a project, funded for five years by the
U.K’s Engineering and Physical Sci-
ences Research Council (EPSRC), to
formalize the proof of Fermat’s Last
Theorem developed by Andrew Wiles
30years ago. Buzzard estimates it will
take some 100 person-years of work
to complete the process. Much of the

help is coming from a community of
volunteers who have, in recent years,
shown how well crowdsourcing can
work in this area. That, in turn, may
provide an easier route for Al to final-
ly make an entrance.

A key characteristic of projects
like Buzzard’s is that the work readily
separates into modules with clearly
defined interfaces. This attribute
helped one of the first major crowd-
sourced proof verification projects
to be completed in just a couple of
years. The Liquid Tensor Experiment
(LTE) took shape in 2020, when Peter
Scholze, professor of mathematics at
Germany’s University of Bonn, asked
the community for help in checking
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A 2024 review

found advanced

LLMs at best could
completely formalize
just a quarter of
high-school and
undergraduate-level
problems.

the 600-page proof he and Dustin
Clausen had painstakingly threaded
together by hand. Scholze wrote in
his appeal how he had lost confidence
in his ability to comprehend all the
subtleties of the proof because of its
sheer size and intricacy.

Languages such as Lean, used in
both the LTE and Fermat projects, use
keywords like “sorry” to mark unfin-
ished components. This makes it pos-
sible to sketch out a skeleton of the
overall proof that team members fill in
gradually, until they are ready to have
the proof engine used by these lan-
guages check the result and mark that
section as complete. When working
on LTE, Johan Commelin, assistant
professor at the Netherlands’ Utrecht
University, said he would wake up in
the morning and find new parts of the
proof had appeared overnight.

Researchers see Al benefiting not
just from the same approach. Instead
of expecting the software to work on
complete proofs, tools could work on
much smaller and more manageable
pieces. The current generation of Al
also benefits from the data that has
spun off from the crowdsourcing ef-
forts that can be used to train the mod-
els. Lean now holds the equivalent of
an undergraduate course in math-
ematics and is rapidly catching up to
the size of the Mathematics Compo-
nents library developed over a longer
period for the older language Coq.

In principle, the large language
model (LLM) makes a good choice
for pulling together the elements of
a proof. However, the technology has
problems, as Michail Karatarakis re-
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ported to colleagues at the Conference
on AI and Theorem Proving (AITP) in
Aussois, France in 2023. The Radboud
University Ph.D. student used the
Mistral LLM to generate sketches of
proofs that, with some editing, could
be checked by the Lean proof engine.

For the test, Karatarakis used two
lemmas from a textbook on number
theory, one picked because the com-
ponents needed were already in the
library. The other included a definition
not yet in the library, “offering a way
to see how Mistral handles unfamiliar
definitions,” he explained.

Despite having a large body of ex-
isting material to draw upon and only
being required to produce “sketches,”
or small components of alarger proof,
the output needed many corrections,
particularly to the syntax. As well
as other issues with the output, the
LLM’s training set seemed to include
many examples from older versions
of the Lean language. Yet Karatara-
kis was using the latest version of the
language, which has important dif-
ferences.

That LLMs can struggle to build
even proof sketches is not unusual. A
2024 review of activity in automated
theorem proving by an international
group led by Xujie Si, assistant profes-
sor of computer science at Canada’s
University of Toronto, found advanced
LLMs at best could completely formal-
ize just a quarter of high-school and
undergraduate-level problems.

One key problem LLMs face with
full proofs is the lack of reasoning
these tools possess.

“Since the task in our case was to
provide proof sketches rather than
full proofs, syntax issues had a larger
impact than reasoning,” Karatarakis
said. “For tasks involving complete
proofs, reasoning remains the prima-
ry challenge, even with improved syn-
tax handling.”

Injecting more feedback into the
training process could address some
of the issues faced by LLMs. This in-
tuition drove the creation of Draft,
Sketch, and Prove (DSP) by research-
ers working at the U.K. universities
of Cambridge and Edinburgh. This
tool uses the LLM to create an initial
sketch of an idea that goes to an auto-
mated theorem prover that can work
at a more informal level. Several of

VOL. 68 | NO.3

these have been developed over the
past couple of decades to assist math-
ematicians working in languages
such as Coq and Isabelle. The last part
of DSP is a separate formal engine
that checks the work. The trio of en-
gines form a loop where the LLM re-
trains on the proofs that the symbolic
engine accepts.

Said Wenda Li, lecturer in hybrid AI
at the U.K.’s University of Edinburgh,
“Sometimes the gap is too large for the
automated theorem prover to bridge.
But generating new drafts is relative-
ly cheap. We can sample millions of
them to get just the right gap for the
prover to bridge.”

Accuracy improved to over 50%
with DSP’s combination of feedback
and division of responsibilities. In a
further step presented last summer,
the team added a fourth module in
a version called Sketch, Prove, Add
Details & Repeat (SPADeR). The ex-
tra module called on GPT-4o to fill in
blanks that would otherwise block a
full proof. This increased the num-
ber of successfully verified problems
in one test set to 93 from 85 using the
earlier DSP tool.

For practical mathematical work,
AT’s output may still need to be refined
after completing a proof successfully.
One common thread in the manual
formalization efforts is the impor-
tance of finding good definitions and
proof steps that support the process.
At one stage of the LTE project, it
looked as though just a fewlines in one
key part of the proof would mean for-
malizing an immense body of knowl-
edge as a prerequisite. Commelin led
work to avoid the problem by building

]
“For tasks involving
complete proofs,
reasoning remains
the primary
challenge, even with
improved syntax
handling.”




anew underpinning that was far easier
to implement.

In Li’s work with colleagues on a
formalized version of another text
book on number theory, the group
found that a formal definition of a key
type of function of complex numbers
would be better expressed by the use
of an arithmetic expansion, rather
than the more-intuitive approach used
in the informal source. That approach
would help underpin a larger set of de-
pendent proofs, he explained. In some
projects, these considerations have led
to changes to underlying definitions,
sometimes repeatedly.

“Over time, it becomes increasingly
difficult to refactor definitions or lem-
mas due to growing dependencies,” Li
said. “AI could potentially assist with
this, much like other code-assistance
tools, such as Copilot.”

Other goals may provide targets
that Al can serve more easily than auto
formalization itself. Patrick Massot,
professor of mathematics at France’s
University of Paris-Saclay, argues one
lingering issue with the current for-
mal languages like Coq and Lean is
they are too opaque to non-computer
scientists. An “informalizer” would
help scholars read the verified proofs.
It could, as a byproduct, provide the
foundation for building interactive
math textbooks, in which students are
able to drill down into the background
of any proof or lemma they see.

A couple of teams have used LLMs
to try to do the work. Though LLMs
make fewer mistakes here than in for-
malization, the task demands much
higher accuracy than they can deliver.
In his work on informalization with
Massot, Kyle Miller, assistant profes-
sor at the University of California at
Santa Cruz, has been exploring the
use of more traditional symbolic AI
techniques. This involves far more
manual engineering than training an
LLM. Simply mapping the grammar
of a language like Lean into English
is not enough; it needs more chang-
es. For example, the code created to
check a proof formally can contain a
lot of repetition that the tool would
ideally remove from the human-read-
able version.

If successful, the work on informal-
izers in turn may help close the loop
for theorem-proving engines based on

ey
Patrick Massot
argues one lingering
issue with current
formal languages like
Coq and Lean is that
they are too opaque
to non-scientists.

LLMs and similar technologies. The
output from these tools would provide
a rich resource of synthetic data that
can be used to retrain the AI engines
as they create new proofs.

The multiple feedback loops that
are now appearing may mean the
logjam that has held up one of com-
puter science’s major applications is
finally breaking. But it may take a lot
more research into hybrid schemes to
strengthen AI's reasoning skills and,
perhaps, finally make autoformaliza-
tion work for mathematicians.
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COMPUTING AT THE EDGE
Daniel Grosu
is a professor
of computer
science in the
College of
Engineering
at Wayne State
University in Detroit, MI.

Grosu earned his
undergraduate degree in
automatic control from
Romania’s Technical
University of Iasi. He went on
to obtain both his master’s
and doctoral degrees in
computer science from the
University of Texas at San
Antonio.

After receiving his Ph.D. in
2003, Grosu joined the faculty
at Wayne State University,
where he has remained.

Grosu’s research
centers on cloud and edge
computing, parallel and
distributed algorithms, graph
algorithms, approximation
algorithms, scheduling and
load balancing, and topics
at the border of computer
science, game theory, and
economics.

“I am currently focused
on designing resource- and
task-allocation algorithms for
edge and cloud computing,”
Grosu said. He added that
these algorithms take into
account the mobility of users,
the capabilities of available
resources, the data that is
needed, and then make the
best decisions to allocate
these tasks and resources.

Grosu notes monetizing
and pricing these resources
in edge computing is an
issue he is endeavoring to
solve. “Basically, you have to
design pricing mechanisms to
accurately price the resources
in edge computing so that a
provider earns a profit, but
at the same time the users
get a fair price as well,” he
explained.

Grosu believes there
is still a lot of work to be
done in edge computing
as deployments increase,
especially with the emergence
of autonomous vehicles.

“They’ll need a lot of
infrastructure support from
the edge,” Grosu concluded.

—John Delaney
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How Software Bugs Led to
‘One of the Greatest Miscarriages
of Justice’ in British History

Fujitsu’s Horizon point-of-sale accounting software had trouble with arithmetic
due to flaws dating back to its development. Innocent branch managers paid a huge price.

N A KAFKAESQUE nhightmare
come true, nearly 1,000 indi-
viduals who ran local post of-
fices in the U.K. were wrongly
convicted of stealing money
from those operations between 1999
and 2015 as a Fujitsu software sys-
tem known as Horizon erroneously
showed imbalances in their accounts.

The convictions resulted in prison
for some of the managers and finan-
cial ruin for many held responsible for
the missing funds. Those who were
not prosecuted were typically fired,
resulting in wrecked lives, including
four suicides.

Public awareness of what is com-
monly called both the Post Office
scandal and the Horizon Post Office
scandal has long percolated through-
out Britain but came into sharp focus
in early January 2024, when television
network ITV aired a prize-winning
drama titled “Mr. Bates vs. The Post
Office.” The series portrayed the dis-
tress, hardships, and abject disbe-
lief experienced by sub-postmasters
(British parlance for local post office
managers, also known as sub-post-
mistresses) as the central Post Office
bosses over the years refused to ac-
knowledge any faults with Horizon,
and insisted local managers pay up.

The ITV series took its name from
Alan Bates, a dismissed sub-postmas-
ter from Wales who painstakingly led
555 sub-postmasters to a 2019 civil suit
victory against the Post Office in Lon-
don’s High Court. The court awarded
£58 million to the sub-postmasters,
much of which went to their legal fees.

The case might not have been the
monetary win that the sub-postmas-
ters had wanted, but it was a huge
moral victory. It served as an indict-
ment not only of the Post Office and

Horizon’s Electronic Point of Sale [EPOS] system, whose “bugs, errors, or defects” had
“lasting financial impact” on nearly 1,000 individuals who ran local post offices in the U.K.

of Fujitsu, but of Horizon itself. In
his judgment, Justice Peter Fraser
noted that “bugs, errors, or defects”

ey
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a dismissed
sub-postmaster
from Wales who
painstakingly led 555
sub-postmasters to a
2019 civil suit victory
against the U.K. Post
Office in London’s
High Court.
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undermined Horizon’s reliability and
caused discrepancies or shortfalls at
branches “on numerous occasions.”
The version that the Post Office used
from 2000 through 2010—known as
“Legacy Horizon”—“was not remotely
robust,” he observed.

“Legacy” processed information
locally and uploaded it; the later “On-
line” version, still in use, uploads in-
formation for central processing.

With public outrage swelling fol-
lowing the airing of the TV drama,
and with former U.K. prime minister
Rishi Sunak last March describing
the convictions as “one of the greatest
miscarriages of justice in our nation’s
history,” the government in May 2024
dismissed all convictions in England,
Wales, and Northern Ireland; it did
the same for Scotland in June. It also
established a scheme for compensat-
ing former sub-postmasters, which
launched at the end of July.

To date, no criminal charges have
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been filed against the Post Office or
against Horizon’s supplier, Fujitsu.
However, in June 2021 the U.K. gov-
ernment launched a “statutory pub-
lic inquiry,” in which witnesses can
be compelled to testify. The inquiry
is ongoing. Like the High Court case,
it has been damning of the Horizon
software, which is still in use, full of
patches.

Bugged and Overburdened
How did the software fail so griev-
ously?

The answer, much of it a matter of
public record, dates back three de-
cades. It is rooted in poor coding and
testing, worsened by fixes that created
new problems, and intensified by a
massive expansion of duties.

Horizon is a point-of-sale account-
ing software system that carries out
money-inand money-out transactions
at post office branches and creates a
record of each monetary transaction
on Post Office central computers. It
was developed in the 1990s by British
company ICL, which Fujitsu acquired.
Called Pathway in its early days, it was
originally supposed to serve two U.K.
government entities: the Post Office
and the Department for Works & Pen-
sions (DWP).

Before Horizon went live, the DWP
withdrew. With the government hav-
ing invested significantly in the proj-
ect, the Post Office carried on. In what
IT expert Jason Coyne (a key witness
in the High Court case) described as
“scope creep,” the Post Office contin-
ued to demand more from Horizon
than originally planned, as the orga-
nization expanded well beyond the
sale of postage stamps and sundries.
It added services such as banking
withdrawals, lottery ticket sales, driv-
ing license and motor vehicle registra-
tion and license processing, foreign
exchange transactions, mobile phone
top-ups, and utility bill payments.

While Fujitsu’s Horizon by and
large did its job, sometimes it failed.
It was those failures—exacerbated by
scope creep but rooted in the project’s
beginning—that caused the ruinous
financial discrepancies.

The failures included the “bugs, er-
rors, or defects” Justice Fraser noted
in his High Court judgment. He based
his findings on evidence presented

R
The Post Office
continued to
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from Horizon than
originally planned,
as the organization
expanded well
beyond the sale of
postage stamps and
sundries.

by individual IT experts from both
sides: Coyne, who at the time ran his
own Preston, U.K.-based company, IT
Group, for the sub-postmasters, and
Robert Worden for the Post Office.
Coyne pointed out 29 “bugs, errors,
or defects” that in his estimation had
“lasting financial impact.” As the civil
case carried on, the Post Office eventu-
ally accepted 21 of them, Fraser ruled.

Coyne, who today calls his IT evi-
dence firm Evolution, discussed his
work on the case at length with Com-
munications. He said among others,
the bugs in Horizon included:

Double entries. A messaging
software bug called the “Callendar
Square/Falkirk Bug” (first seen at a
post office in the Callendar Square
shopping center in Falkirk, Scotland)
caused transactions to mistakenly
enter twice. If a customer withdrew
£250 from a bank account via a local
post office, the information about the
transaction transmitted to Post Office
central might indicate two £250 with-
drawals. The central Post Office would
then hold the local sub-postmaster re-
sponsible for the “missing” £250. This
bug had its roots in faulty messaging
software called Riposte provided by a
company called Escher Group, Justice
Fraser concluded. Riposte itself was
buggy. It was a Horizon bolt-on intend-
ed to simplify the process of messag-
ing the host computer. In some cases,
it failed to synchronize those updates
in a timely manner.

No cancellations. While more of

News

the “lasting financial impact” bugs
occurred on the Legacy system before
the 2010 switch to Online, the latter
also had serious flaws that, when they
kicked in, would make an innocent
sub-postmaster appear to have his
or her fingers in the till. The Dalmel-
lington Bug did just this. Named for
the post office branch in Dalmelling-
ton, Scotland, where it was first noted,
unbeknownst to a sub-postmaster it
would keep in play a transaction that
the sub-postmaster thought he or she
had cancelled. It popped up in in-
stances when a sub-postmaster was
transferring money to a remote or mo-
bile branch.

Don’t go back to the previous page.
Another bug associated with Horizon
Online caused cash values to double
(or more), to the detriment of the sub-
postmaster. The so-called REMM IN
bug would record an amount of cash
a branch post office had received from
headquarters, delivered in barcoded
red money bags. When the pouches
arrive, the sub-postmaster scanned
their barcodes as part of the process
of reporting back that he or she has
received, say, £4,000. However, if, in
a cautious act of double-checking,
the postmaster hit the “previous” key
to make sure his entries were cor-
rect, then the entry would record as
many times as the sub-postmaster
hit “previous” or the back button. As
with the Dalmellington Bug, the sub-
postmaster would not be aware of the
multiple entries, which would trigger
a false debt for the mistakenly inflated
amount.

In a similar manner, a “REMM
OUT” bug also victimized sub-post-
masters by having them unwittingly
understate the amount of cash they
were sending back to the head office.

Bad Beginnings

Even before “scope creep,” the sys-
tem was destined for trouble from the
start.

As most any software engineer
would attest, coding errors and bugs
happen; it’s a fact of computer life.
Yet the degree to which they occurred
from the onset of Horizon’s develop-
ment in the 1990s has astonished
more than one expert observer of the
case. The theme of “bad coding” cou-
pled with “bad testing” runs through
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both the High Court case and the on-
going public inquiry.

David McDonnell, who was a mem-
ber of the ICL Pathway development
team in the 1990s, slammed the cod-
ing procedures used during those
years when he testified to the Public
Inquiry. “It’s beyond anything I've
ever seen, even in the 25-30 years
since that project,” McDonnell said.
“Some of the stuff that we found bur-
ied in the code was unbelievable...You
could see looking at the code, the way
it was written, different modules, no
standards were being followed. It was
amess.”

McDonnell cited a lack of peer re-
view and criticized the “reverse docu-
mentation” of writing specifications
after, rather than before, code was de-
veloped, to give the appearance of fol-
lowing prescribed rules. “It looks good
on paper, but that isn’t the design wa-
terfall flow that should have been fol-
lowed,” he testified.

McDonnell also described “code
decay,” in which code rewritten to
fix bugs would adversely affect other
parts of the system.

Coyne echoed McDonnell’s obser-
vations.

“In the very early days, pre-2000 be-
fore it went live, yes, I think there was
incredibly bad coding, and there was
coding that didn’t appear to be any
particular design of specification,”
Coyne said.

Coyne dismissed the possibil-
ity that, as some observers have sug-
gested, accidental or illicit tampering
of sub-postmasters’ accounts via re-
mote access by Fujitsu software engi-
neers created financial imbalances. As
Coyne pointed out, remote access is
generally a good thing to have in large
systems for support services. Sugges-
tions that Fujitsu or the Post Office
created problems this way are a “side-
show” to the real issue of software
bugs, he noted.

Both McDonnell and Coyne have al-
luded to the possibility of many more
bugs that have not been confirmed or
discovered.

Coyne also noted there is another
as-yet-unexplored potential source of
bugs: the possibility of flaws within
the systems of the big institutions
partnered with the Post Office. Those
banks, utilities, and other large corpo-
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rate entities might have some respon-
sibility for some of the imbalances in
customer accounts. If that proves to be
the case—and there’s no saying it will—
then get ready for Horizon, Part II.

Further Reading
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https://www.postofficehorizoninquiry.org.
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Were Wrongly Prosecuted, BBC, July
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business-56718036

Wallis, N.
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www.postofficescandal.uk/
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Post Office IT System Still Causing Cash
Shortfalls, BBC, September 23, 2024;
https://www.bbc.co.uk/news/articles/
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The High Court judgement; https://www.
judiciary.uk/wp-content/uploads/2019/12/
bates-v-post-office-judgment.pdf

The High Court judgement technical
appendix 1; https://www.judiciary.uk/wp-
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Controlling Al’s
Growing Energy Needs

Training artificial intelligence requires
what one expert called “Hoover Dams of power.”

HE HUGE AMOUNT of energy
required to train artificial in-
telligence (AI) is becoming a
concern.

Totrain the large language
model (LLM) powering Chat GPT-3, for
example, almost 1,300MW-h of energy
was used, according to an estimate by
researchers from Google and the Uni-
versity of California, Berkeley, a similar
quantity of energy to what is used by 130
American homes in one year.

Furthermore, an analysis by OpenAl
suggests the amount of power needed
to train AI models has been growing
exponentially since 2012, doubling
roughly every 3.4 months as the models
become larger and more sophisticated.
However, our energy production capac-
ity is not increasing as steeply, and ac-
tually doing so is likely to further con-
tribute to global warming: generating
electricity is the single biggest contrib-
utor to climate change given that coal,
oil, and gas are still widely used to gen-
erate electricity, compared to cleaner
energy sources.

“At this rate, we are running into a
brick wall in terms of the ability to scale
up machine learning networks,” said
Menachem Stern, a theoretical physicist
at the AMOLF research institute in the
Netherlands.

Machine learning models such as
LLMs typically are trained on vast datas-
ets for weeks or even months using pow-
er-hungry graphical processing units
(GPUs), the state-of-the-art approach
for the task. Invented by computer chip
company Nvidia for rendering graphics,
GPUs also can perform many calcula-
tions at the same time through paral-
lel processing. When machine learning
models learn patterns from data during
training, complex mathematical opera-
tions are involved as millions of param-
eters are adjusted. Using GPUs, there-
fore, can significantly speed up training
compared to using conventional central

An Intel Nahuku board, which can contain up to 32 Intel Loihi neuromorphic chips.

processing units (CPUs), which process
data sequentially.

In particular, Nvidia’s GPUs have be-
come the go-to choice for Al training,
since they are optimized for the task
and their software makes them easy to
use. The company has about 95% of the
market for machine learning, accord-
ing to a recent report by market intelli-
gence company CB Insights. ChatGPT
was trained using 10,000 Nvidia GPUs
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clustered together in a supercomputer,
for example.

However, lower-energy alternatives
to GPUs are being sought to reduce the
energy footprint of Al training. One of
them involves creating a new type of ma-
chine called a neuromorphic computer,
which mimics certain aspects of how
the human brain works.

Similar to GPUs, our brain is able to
process multiple sources of information
at the same time. However, it is much
more energy-efficientand can perform a
billion-billion mathematical operations
per second—an exaflop—on just 20W
of power. In comparison, one of the
world’s most powerful supercomput-
ers used by the U.S. Department of En-
ergy, which contains more than 37,000
GPUs, requires about 20MW—over a
million times more power—to achieve
the same feat, as reported in the jour-
nal Science.

The human brain uses several tactics
to save power. Conventional computers
represent information digitally with bi-
nary 0s and 1s, which consumes energy
each time a value is flipped. However,
our brain uses analog signals in many

MARCH 2025 | VOL. 68 | NO.3 | COMMUNICATIONS OF THE ACM 15


https://dx.doi.org/10.1145/3703788

News

cases, such as when neurons transmit
information by using a range of voltag-
es, which consume less energy. Further-
more, memory and computation take
place in the same location in our brain,
which saves energy compared to when
they occur in separate locations, as in
today’s computers.

“With the information and the com-
putation in the same place, there’s no
need to shuttle information between
them,” said Stern. “In many standard
computers, this is what dominates en-
ergy consumption.”

In recent work, Stern and his col-
leagues at the University of Pennsyl-
vania developed a prototype of a neu-
romorphic computer in the form of a
circuit that sits on breadboards con-
nected together with wires. Their cur-
rent design is large, measuring about
a meter by half a meter, and contains
just 32 variable resistors, which are the
learning elements. What distinguish-
es it from similar approaches is that
learning happens within the system
itself, whereas other designs typically
offload training to a silicon-chip com-
puter and only rely on neuromorphic
hardware during use.

R
“With the information
and the computation
in the same place,
there’s no need to
shuttle information
between them.”

“Our neuromorphic computer can
improve energy consumption during
learning, not only during use,” said
Stern.

At present, the power used by each
learning element in their neuromor-
phic design is comparable to the
amount consumed by each parameter
of one of the most energy-efficient su-
percomputers, known as Henri. How-
ever, the system should demonstrate a
clear advantage in terms of energy ef-
ficiency as it is scaled up by including
more resistors and hence computing
power, said Samuel Dillavou, Stern’s

colleague at the University of Penn-
sylvania. GPUs expend energy per op-
eration, so being able to do more com-
putations per second also drives up
their energy use. On the other hand,
the energy consumption of analog ap-
proaches like theirs simply depends
on how long the system is on: If it is
three times as fast, it will also be three
times more energy-efficient.

Doing away with digitization could
be a disadvantage of neuromorphic
computing, though. Analog signals are
much noisier than digital ones, which
means they can be ill-suited for appli-
cations where a high degree of preci-
sion is required. Stern doesn’t think
it is much of a concern for machine
learning. Many tasks that algorithms
are trained to do, such as image rec-
ognition, have a set level of accuracy
that is considered to be acceptable to
obtain realistic results, often between
70% and 90%.

However, programming neuromor-
phic computers is likely to be a chal-
lenge. With conventional computers,
the hardware and software are sepa-
rate components, but the two are in-
tertwined in neuromorphic designs.
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Neuromorphic designs can take on
different physical shapes, for example
if they are incorporated into smart
materials, from programmable clay or
elastic substances.

“Every candidate for a neuromor-
phic computer requires thinking from
scratch howyouwould implement learn-
ing in it, and that is a really hard prob-
lem,” said Stern. “The people who are
going to program these machines would
have to know much more about them
than a person who’s writing computer
programs (for conventional machines).”

Another emerging technology that
could compete with GPUs is optical
computers that transmit information
using light waves, rather than electrons
as in traditional computers. Using light
particles, called photons, also allows
large amounts of data to be processed
simultaneously but with several advan-
tages. Optical signals travel faster than
electrical ones, at close to the speed
of light, and can transmit data over a
wide range of frequencies, allowing
for faster computation. And while elec-
trons encounter resistance when mov-
ing through materials, which results in
heatand energyloss, photons are able to
move freely.

“Photonic circuit approaches are
inherently very low-power,” said Steve
Klinger, vice president of product at
Lightmatter, a computer hardware
company in Mountain View, CA.

In theory, this means developing
computers that solely use light would
be more energy-efficient than conven-
tional computers during use. However,
since it would require a complete over-
haul of existing technology, approach-
es that integrate optical components
into silicon chips are currently most
commercially viable.

Klinger and his colleagues at Light-
matter, who are taking this hybrid ap-
proach, are developing two solutions
that focus on using light for compu-
tation-heavy processing. During Al
training, for example, a lot of commu-
nication takes place between differ-
ent processing elements, which uses
up a lot of bandwidth, the amount of
data that can be transmitted in a given
amount of time. This limits the amount
of bandwidth available for computa-
tion, resulting in many compute ele-
ments often sitting idle.

One of Lightmatter’s products, called
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Passage, is harnessing the properties of
light to link up different processors so
information can be sent between them
more efficiently. It is expected to boost
bandwidth by a factor of 10, with the
goal of increasing it by 100 times in
five years’ time. The company is also
working on another light-based com-
ponent, called Envise, that is designed
to take over the mathematical opera-
tions, called matrix multiplications,
which GPUs perform when a model is
being trained. Using photonic circuits
should significantly reduce the energy
consumption of Al training.

“You're saving a whole lot of power
just by making the available compute
much more efficient, requiring fewer
overall compute elements to achieve
a certain level of performance,” said
Klinger.

Lightmatter is currently looking to
partner with silicon chip suppliers and
foresees their products being used in
datacenters to scale up the performance
of AI training. One of the challenges
they face is meeting the density and size
requirements of datacenter chips, since
the size of optical fibers limits how many
can fit. Klinger says improvements are
being made within the industry, such as
developing new ways to attach fibers so
that more can be packed in.

New computing approaches hold
promise, but it will take time for them
to be developed and adopted. Shaolei
Ren, an associate professor of electrical
and computer engineering at the Uni-
versity of California, Riverside, whose
research focuses on making AI more
sustainable, thinks current approaches
can be made more energy-efficient in
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the meantime. Since energy use is tied
to cost, there is an incentive for model
developers to reduce energy consump-
tion, and much research is being car-
ried out in this area.

Instead of scaling up LLMs, for ex-
ample, there is a growing trend to use
smaller, fine-tuned models since they
have been shown to outperform larger
ones in certain cases. Microsoft an-
nounced its Phi-3 family of small lan-
guage models earlier this year, for ex-
ample, which outperform some bigger
models on certain math, language and
coding benchmarks. This should re-
sult in energy savings during training,
since less compute and data typically
are needed. If you reduce a model size
by a factor of 10, then energy consump-
tion could be reduced by a factor of 100,
said Ren.

“Choosing a smaller model is very en-
ergy-efficient and effective as well, if you
focus on particular domains,” he added.
“We're seeing a lot of these specialized
models now, more than before.”
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Pamela Samuelson

Legally Speaking
California’s AI Act Vetoed

Why the recent statewide artificial intelligence regulation legislation was vetoed.

ONCERNS THAT ARTIFICIAL

intelligence (AI) systems

pose serious risks for public

safety have caused legisla-

tors and other policymakers
around the world to propose legisla-
tion and other policy initiatives to ad-
dress those risks. One bold initiative
in this vein was the California legisla-
ture’s enactment of SB 1047—the Safe
and Secure Innovation for Frontier
Artificial Intelligence Models Act—in
late August 2024.

Lobbying for and against SB 1047
was so intense that California’s gover-
nor Gavin Newsom observed that the
bill “had created its own weather sys-
tem.” In the end, the governor vetoed
the bill for reasons I explain here. Af-
ter a brief review of the main features
of SB 1047, this column points out key
differences between SB 1047 and the
EU’s Al Act, identifies key supporters
and opponents of SB 1047, and dis-
cusses arguments for and against this
bill. It also explains Governor New-
som’s reasons for vetoing that legisla-
tion and considers whether national or
state governments should decide what
Al regulations are necessary to ensure
safe development and deployment of
Al technologies.

Key Features of SB 1047

Under SB 1047, developers of very large
frontier models (defined as models
trained on computing power greater
than 10%* integer or floating point oper-
ations or costing more than $100 mil-
lion at the start of training) and those
who fine-tune large frontier models
(also measured by compute require-
ments and/or training costs) would be
responsible to ensure these models
will not cause “critical harms.”

The bill identifies four categories of
critical harms:

» Creation or use of chemical, bio-
logical, radiological, or nuclear weap-
ons causing mass casualties;

» Mass casualties or more than $500
million damage because of cyberat-
tacks on critical infrastructure;

» Mass casualties or more than $500
million damage resulting in bodily in-
jury or damage to property that would
be a crime if humans did it; and

» Other comparably grave harms to
public safety and security.

Under this bill, developers of large
frontier models would be required to
take numerous steps at three phases
of development: some before train-
ing, some before use of such a model
or making it available, and some dur-
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ing uses of covered models. Among the
required steps would be installing a
“kill switch” at the pre-training stage,
taking reasonable measures to prevent
models from posing unreasonable
risks, and publishing redacted copies
of the developers’ safety and security
protocols. (A “kill switch” would en-
able humans to stop an Al system from
becoming an autonomous actor capa-
ble of inflicting critical harm.)

Developers would also be required
to hire independent third-party audi-
tors to ensure compliance with the
law’s requirements. They would further
be obliged to submit these audits and a
statement of compliance annually with
a state agency. Developers would fur-
ther be responsible for reporting any
safety incident of which they become
aware to that agency within 72 hours of
learning about it.

The legislation authorized the Cali-
fornia Attorney General to file lawsuits
against frontier model developers who
violated that law’s requirements seek-
ing penalties for up to 10% of the initial
cost of model development for a first vi-
olation and up to 30% of development
costs for subsequent violations. Whis-
tleblowers who called attention to un-
reasonable risks that frontier models
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pose for causing critical harms would
be protected against retaliation.

In addition, SB 1047 would authorize
establishment of a new California agen-
cy to publish implementing guidelines
for compliance with the Act. This agen-
cy would have received the required au-
dit and compliance reports, overseen
model development, and proposed
amendments as needed (including up-
dates to the compute thresholds).

Comparing SB 1047 to EU’S Al Act
SB 1047 and the European Union’s Al
Act both focus on safety issues posed
by advanced AI systems and risks that
Al systems could cause substantial
societal harms. Both require the de-
velopment of safety protocols, pre-de-
ployment testing to ensure systems are
safe and secure, and reporting require-
ments, including auditing by indepen-
dent third parties and compliance re-
ports. Both would impose substantial
fines for developers’ failure to comply
with the acts’ safety requirements.
There are, however, significant dif-
ferences between SB 1047 and the EU
AT Act. For one, SB 1047 focused its
safety requirements mainly on the de-
velopers of large frontier models rather
than on deployers. Second, the Califor-

nia bill focused secondarily on those
who fine-tune large frontier models,
not just on initial developers. The Al
Act does not address fine-tuning.

Third, SB 1047 would require devel-
opers to install a “kill switch” so that
the models can be turned off if the
risks of critical harms are too great.
The EU’s Al Act does not require this.
Fourth, the California bill assumed
that the largest models are those that
pose the most risks for society, where-
as the AI Act does not focus on model
size. Fifth, SB 1047 was intended to
guard against those four specific types
of critical harms, whereas the EU’s Al
Act has a broader conception of harms
and risks that AI developers and de-
ployers should design to avoid.

Proponents of SB 1047

Anthropic was the most prominent of
the AI model developers to have en-
dorsed SB 1047. (Its support came after
the bill was amended to drop a crimi-
nal penalty provision and to substitute
a “reasonable care” instead of a “rea-
sonable reassurance” standard for the
duty of care expected of large frontier
model developers). Thirty-seven em-
ployees of leading AI developers ex-
pressed support for SB 1047 as well.

opinion

Yoshua Bengio, Geoff Hinton, Stu-
art Russell, Bin Yu, and Larry Lessig
are among the prominent proponents
of SB 1047 as a “bare minimum ef-
fective regulation.” They believe that
making developers of advanced fron-
tier models responsible for averting
critical harms is sound because these
developers are in the best position to
prevent such harms.

Proponents consider SB 1047 to
be “light touch” regulation because it
does not try to control design decisions
or impose specific protocols on devel-
opers. They believe that the public will
not be adequately protected if mali-
cious actors are the only persons or en-
tities that society can hold responsible
for grave harms.

The AI Policy Institute reported that
65% of Californians support SB 1047
and more than 80% agree that advanced
Al system developers should have to em-
bed safety measures in the systems and
should be accountable for catastrophic
harms. Proponents further believe that
SB 1047 will spur significant research
and advance the state of the artin safety
and security of Al models.

Without this new regulatory re-
gime, moreover, proponents believe
developers who are willing to invest in
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safety and security will be at a competi-
tive disadvantage to firms that cut cor-
ners on safety and security design and
testing to get to market faster.

Opponents of SB 1047

Google, Meta, and OpenAl, along with
associations of technology companies,
as well as Marc Andreesen and Ben
Horowitz, opposed SB 1047 in part be-
cause it focused on the development
of models instead of on harmful uses
of such models. These opponents are
concerned this law will impede inno-
vation and American competitiveness
in Al industries.

OpenAl argued that because SB
1047 heavily emphasizes national se-
curity harms and risks, it should be for
the U.S. Congress, not the California
legislature, to regulate AI systems to
address these kinds of harms.

Among SB 1047’s opponents are
many Al researchers, including nota-
bly Professors Fei Fei Li of Stanford
and Jennifer Chayes of UC Berkeley.
These researchers are concerned about
the bill’s impacts on the availability of
advanced open models and weights to
which researchers want access and on
which they want to build.

San Francisco Mayor London Breed
and Congresswomen Nancy Pelosi
and Zoe Lofgren were among the other
prominent critics of SB 1047. Lofgren,
who serves on a House subcommittee
focused on science and technology is-
sues, wrote an especially powerful let-
ter to Governor Newsom expressing her
reasons for opposing that bill. Among
other things, Lofgren said that AI
regulations should be based on dem-
onstrated harms (such as deep fakes,
misinformation, and discrimination),
not hypothetical ones (such as those for
which kill switches might be needed).

The science of AI safety, noted Lof-
gren, is very early stages. The technical
requirements that SB 1047 would impose
on developers of large frontier models
are thus premature. While the National
Institute of Science and Technology
aims to develop needed safety protocols
and testing procedures, these measures
are notyet in place. Nor are voluntary in-
dustry guides yet fully developed.

Lofgren also questioned SB 1047’s
“kill switch” requirement. Although
this might sound reasonable in theory,
such a requirement would undermine

]
There is no
consensus among
computer scientists
about Al public

safety risks.

the development of ecosystems around
open models. She agreed with a report
of the National Telecommunications
and Information Administration that
there is insufficient evidence of height-
ened risks from open models to justify
banning them.

Lofgren also expressed concern
about innovation arbitrage. If Califor-
nia regulates AI industries too heavily
or in inappropriate ways, it might lose
its early leadership in this nascent in-
dustry sector. And U.S. competitiveness
would be undermined.

Governor Newsom’s Reactions
Governor Gavin Newsom issued a
statement explaining his reasons for
vetoing SB 1047. He pointed out that
California is home to 32 of the world’s
leading AI companies. He worried that
this law would harm innovation in
California’s AI industries. Regulation
should, he believes, be based on em-
pirical evidence and science.

Newsom questioned whether the
cost and amount of computing power
needed for Al model training is the right
regulatory threshold. He suggested it
might be better to evaluate risks based
on ecosystems in which AI systems were
deployed or on uses of sensitive data. He
warned that the bill’s focus on verylarge
models could give the public a false
sense of security because smaller mod-
els may be equally or more dangerous as
the ones SB 1047 would regulate. While
recognizing the need for Al regulations
to protect the public, Newsom observed
that the AI technology industry is still
in early stages and regulations need to
be balanced and able to be adapted as
the industry matures.

The governor agreed with SB 1047’s
sponsors that it would be unwise to
wait for a catastrophe to protect the
public from AI risks and that AI firms
should be held accountable for harms
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to which they have contributed. But SB
1047, in his view, was just not the right
law at the right time for California.

To demonstrate his commitment
to ensuring proper attention to public
safety, Governor Newsom appointed an
expert committee of thought leaders to
advise him further about how California
can achieve the delicate policy balance
between promoting the growth of Al
industries and research communities
and protecting the public against unrea-
sonable risks of harm. Joining Fei Fei Li
and Jennifer Chayes on this committee
is Tino Cuellar, a former Stanford Law
professor, a former California Supreme
Court Justice, and now executive direc-
tor of the Carnegie Institute for Peace.

Despite vetoing SB 1047, the gover-
nor signed into law 19 other Al-related
bills passed by the California legisla-
ture this year. Two of them regulate
deep fakes, one obliges developers to
make disclosures about AI training
data, and one requires provenance data
for AI-generated outputs.

Conclusion

The sponsors of SB 1047 seem to have
carefully listened to and heeded warn-
ings of some prominent computer scien-
tists who are deeply and sincerely wor-
ried about Al systems causing critically
serious harms to humankind. However,
there is no consensus among computer
scientists about AI public safety risks.

Concerns that advanced Al systems,
such as HAL in 2001: A Space Odyssey,
will take over and humans will not be
able to stop them because their de-
velopers failed to install kill switches
seem implausible. Legislation to regu-
late AI technologies should be based
on empirical evidence of actual or im-
minent harms, not conjecture.

In any event, regulation of AI sys-
tems that pose risks of national secu-
rity harms would optimally be done at
the national, not state, level. But the
Trump Administration is less likely
than the Biden Administration to fo-
cus on systemic risks of AI, so maybe
the state of California should lead the
way in formulating a regulatory regime
to address these risks.

Pamela Samuelson (pam@law.berkeley.edu) is the
Richard M. Sherman Distinguished Professor of Law at the
University of California, Berkeley, CA, USA.

© 2025 Copyright held by the owner/author(s).
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Peter J. Denning

The Profession of IT
Abstractions

We do not agree on what our core abstractions mean.

They are useful anyway.

E cLAIM Two things
about our profession.
Computer science
studies information
processes, natural and
artificial. Computer science is a master
of abstraction. To reconcile the two, we
say that abstraction is the key that un-
locks the complexity of designing and
managing information processes.
Where did we get the idea that our
field is a master of abstractions? This
idea is cosmic background radiation
left over from the beginning bangs of
our field. For its first four decades, com-
puter science struggled under often
blistering criticisms by scientists that
the new field was not a science. Science
is, they said, a quest to understand na-
ture—and computers are not natural
objects. Our field’s pioneers main-
tained that computers were a major
new phenomenon that called for a sci-
ence to understand them. The most ob-
vious benefit of our field was software
that controls and manages very com-
plex systems. This benefit accrued from
organizing software into hierarchies of
modules, each responsible for a small
set of operations on a particular type
of digital object. Abstraction became a
shorthand for that design principle.
Approximately 25 years ago, the
weight of opinion suddenly flipped.
Computer science was welcomed at
the table of science. The tipping point
came because many scientists were
collaborating with computer scientists
to understand information processes
in their fields. Many computer scien-
tists claimed we had earned our seat
because of our expertise with abstrac-

i

tions. In fact, we won it because com-
putation became a new way of doing
science, and many fields of science dis-
covered they were studying naturally
occurring information processes.

In what follows, I argue that ab-
straction is a by-product of our central
purpose, understanding information
processes. Our core abstraction is
information process, not “abstrac-
tion.” Every field of science has a core
abstraction—the focus of their con-
cerns. In all but a few cases, the core
abstractions in science defy precise
definitions and scientists in the same
field disagree on their meanings. Two
lessons follow. First, computing is not
unique in believing it is a master of ab-
straction. Indeed, this claim never sat
well with practitioners in other fields.
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Math, physics, chemistry, astronomy,
biology, linguistics, economics, psy-
chology—they all claim to be masters
of abstractions. The second lesson is
that all fields have made remarkable
advances in technology without clear
definition of their core abstraction.
They all designed simulations and
models to harness the concrete forces
behind their abstractions. The pro-
found importance of these lessons was
recognized with two 2024 Nobel prizes
awarded to computer scientists for
protein folding and machine learning.

What Is Abstraction?

Abstraction is a verb: To abstract is to
identify the basic principles and laws
of a process so that it can be studied
without regard to physical implemen-
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tation; the abstraction can then guide
many implementations. Abstraction is
also anoun: An abstraction is a mental
construct that unifies a set of objects.
Objects of an abstraction have their
own logic of relations with each other
that does not require knowledge of
lower-level details. (In computer sci-
ence, we call this information hiding.)

Abstractions are a power of lan-
guage. In his book Sapiens, Yuval Noel
Harari discusses how, over the mil-
lennia, human beings created stories
(“fictions”) that united them into com-
munities and gave them causes they
were willing to fight for.? These fictions
were abstractions that often endured
well beyond their invention. The U.S.
Constitution, for instance, applies to
all its states and has guided billions of
people for more than 200 years.

The ability of language to let us cre-
ate new ideas and coordinate around
them also empowers language con-
structs to refer to themselves. After
all, we have numerous ideas about
our ideas. We build endlessly complex
structures of ideas. We can imagine
things that do not exist, such as uni-
corns, or unrealized futures that we
can pursue. Selfreference also gen-
erates paradoxes. A famous paradox
asks: “Does the set of all those sets that
do not contain themselves contain it-
self?” Self-reference is both a blessing
and a curse.

Ways to avoid paradoxes are to stack
up abstractions in hierarchies or con-
nect them in networks. An abstraction
can be composed of lower-level abstrac-
tions but cannot refer to higher-level ab-
stractions. In chemistry, for example,
amino acids are composed of atoms,
but do not depend on proteins arrang-
ing the acids in particular sequences.
In computing, operating systems are
considered layers of software that
manage different abstractions such as
processes, virtual memories, and files;
each depends on lower levels, but not
higher levels. Consider three examples
illustrating how different fields use
their abstractions.

Computer science. An “abstract
data type” represents a class of digital
objects and the operations that can
be performed on them. This reduces
complexity because one algorithm can
apply to large classes of objects. The ex-
pressions of these abstractions can be

compiled into executable code: Thus,
abstractions can also be active comput-
ing utilities and not just descriptions.

Physics. For physicists, abstraction
simplifies complex phenomena and
enables models to help understand
and predict the behavior of complex
systems. Many physics models take
the form of differential equations that
can be solved on grids by highly paral-
lel computers. For example, the Stokes
Equation in computational fluid dy-
namics specifies airflows around fly-
ing aircraft. Other models are simu-
lations that evaluate the interactions
between entities over long periods of
time. For example, astronomers have
successfully simulated galactic colli-
sions by treating galaxies as masses of
particles representing stars. Because
models make simplifications there is
always a trade-off between model com-
plexity and accuracy. The classical core
abstraction of physics has been any
natural process; in recent decades, it
expanded to include information pro-
cesses and computers.

Mathematics. Abstraction is the
business of mathematics. Mathema-
ticlans are constantly seeking to
identify concepts and structures that
transcend physical objects. They seek
to express the essential relationships
among objects by eliminating irrel-
evant details. Mathematics is seen as
supportive of all scientific fields. In
1931, Bertrand Russell wrote: “Ordi-
nary language is totally unsuited for
expressing what physics really asserts,
since the words of everyday life are not
sufficiently abstract. Only mathemat-
ics and mathematical logic can say as
little as the physicist means to say.”

Anywhere you see a classification

ey
Ways to avoid
paradoxes are to
stack up abstractions
in hierarchies or
connect them in
networks.
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you are looking at a hierarchy of ab-
stractions. Anywhere you see a theory
you are looking at an explanation of
how a set of abstractions interacts.
Highly abstract concepts can be very
difficult to learn because they depend
on understanding much past history,
represented in lower-level abstractions.

Differing Interpretations of

the Same Abstractions

It is no surprise that different people
have different interpretations about
abstractions and thus get into argu-
ments over them. After all, abstrac-
tions are mental constructs learned in-
dividually. Few abstractions have clear
logical definitions as in mathematics
or in object-oriented languages. Here
are some additional examples show-
ing how different fields approach dif-
ferences of interpretation of their core
abstractions.

Biology. This is the science studying
life. There is, however, no clear defini-
tion of life. How do biologists decide
if some newly discovered organism
is alive? They have agreed on a list of
seven criteria for assessing whether an
entity is living:

» Responding to stimuli

» Growing and developing

» Reproducing

» Metabolizing substances into

energy

» Maintaining a stable structure

(homeostasis)

» Structured from cells

» Adaptability in changing environ-

ments

The more of these criteria hold for
an organism, the more likely is a biolo-
gist to say that life is present.

Artificial intelligence. Its central
abstraction—intelligence—defies pre-
cise definition. Various authors have
cited one of more of these indicators as
signs of intelligence:

» Passes IQ tests

» Passes Turing test

» Pinnacle of a hierarchy of abilities

determined by psychologists

» Speed of learning to adapt to new

situations

» Ability to set and pursue goals

» Ability to solve problems

However, there is no agreement on
whether these are sufficient to cover
all situations of apparent intelligence.
Julian Togelius has an excellent sum-



mary of the many notions of “intel-
ligence” (and “artificial”) currently in
play.® This has not handicapped Al
which has produced a series of amaz-
ing technological advances.

Computer science. Its central con-
cept—information process—defies a
precise definition. Among the indica-
tors frequently mentioned are:

» Dynamically evolving strings of

symbols satisfying a grammar

» Assessment that strings of sym-

bols mean something

» Mapping symbol patterns to

meanings

» Insights gained from data

» Fundamental force in the universe

» Process of encoding a description

of an event or idea

» Process of recovering encrypted

data

» Inverse log of the probability of an

event (Shannon)

There is no consensus whether
these are sufficient to cover all situa-
tions where information is present.

Neuroscience. Consciousness is a
core abstraction. Neuroscientists and
medical professionals in general have
agreed on a few, imprecise indicators
of when someone is conscious.” Some
conscious people may fail all the indi-
cators, and some unconscious people
may satisfy some of the indicators. It
may be impossible to ever know for
sure if someone is conscious or not.

Business. Innovation is a core ab-
straction. Business leaders want more
innovation. Definitions vary from in-
venting new ideas, prototyping new
ideas, transitioning prototypes into
user communities, diffusing into user
communities, and adopting new prac-
tice in user communities. Each defini-
tion is accompanied by a theory of how
to generate more innovation. The defi-
nitions are sufficiently different that
the theories conflict. There is consider-
able debate on which definition and its
theory will lead to the most success.

Conclusion

The accompanying table summarizes
the examples in this column. The “cri-
teria” column indicates whether a field
has a consensus on criteria for their
core abstraction. The “explanatory”
column indicates whether a field’s ex-
isting definitions adequately explain
all the observable instances of their
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Table. A few fields and their core abstractions.

Field Abstraction Criteria? Explanatory? Utility?
Computing Information No No Yes
Physics Natural phenomena No Yes Yes
Mathematics Math concepts No Yes No
Biology Life Yes Yes Yes
Artificial Intelligence Intelligence No No Yes
Neuroscience Consciousness No Yes Maybe
Business Innovation No No Yes

core abstraction. The “utility” column
indicates whether they are concerned
with finding applications of technolo-
gies enabled by their core abstraction.

Thus, it seems that the core abstrac-
tions of many fields are imprecise and,
with only a few exceptions, the fields
have no consensus on criteria to de-
termine if an observation fits their
abstraction. How do they manage a
successful science without a clear defi-
nition of their core abstraction? The
answer is that in practice they design
systems and processes based on vali-
dated hypotheses. The varying inter-
pretations are a problem only to the
extent that disagreements generate
misunderstanding and confusion.

A good way to bring out the differ-
ences of interpretation is to ask people
how they assess if a phenomenon before
them is an instance of their core ab-
straction. Thus you could say “Life is an
assessment,” “intelligence is an assess-
ment,” and so on. When you put it this
way, you invite a conversation about the
grounding that supports the assess-
ment. For example, a biologist would
ground an assessment that a new or-
ganism is alive by showing that enough
of the seven criteria are satisfied. In
other fields, the request for assessment
quickly brings out differences of inter-
pretation. In business, for example,
where there is no consensus on the indi-
cators of innovation, a person’s assess-
ments reveal which of the competing
core abstractions they accept. That, in
turn, opens the door for conversations
about the value of each abstraction.

Thereisabig controversy overwheth-
er technology is dragging us into ab-
stract worlds with fewer close relation-
ships, fear of intimacy, and interaction
limited to exchanges across computer
screens. This is a particular problem
for young people.’ Smartphones are in-

tended to improve communication and
yet users feel more isolated, unseen,
unappreciated. Something is clearly
missing in our understanding of com-
munication, but we have not yet put our
collective finger on it.

Two books may help sort this out. In
Power and Influence, Nobel Prize econ-
omists Daron Acemoglu and Simon
Johnson present a massive trove of data
to claim that increasing automation of-
ten increases organizational productiv-
ity without increasing overall economic
progress for everyone. They argue that
the abstractions behind automation
focus on displacing workers rather than
augmenting workers by enabling them
to take on more meaningful tasks.' In
How to Know a Person, David Brooks
presents communication practices that
help you see and appreciate the every-
day concrete concerns of others.?

Maybe we need to occasionally
descend from the high clouds of our
abstractions to the concrete earthy
concerns of everyday life.
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Opinion

The AI Alignment Paradox

The better we align AI models with our values,
the easier we may make it to realign them with opposing values.

HE RELEASE OF GPT3, and
later ChatGPT, catapulted
large language models from
the proceedings of computer
science conferences to news-
paper headlines across the globe, fu-
eling their rise to one of today’s most
hyped technologies. The public’s awe
about GPT-3’s knowledge and fluency
was quickly blemished by concerns re-
garding its potential to radicalize, in-
stigate, and misinform, for example,
by stating that Bill Gates aimed to “kill
billions of people with vaccines” or that
Hillary Clinton was a “high-level satanic
priestess.™
Such shortcomings, in turn, have
sparked a surge in research on AI align-
ment,” a field aiming to “steer AI sys-
tems toward a person’s or group’s in-
tended goals, preferences, and ethical
principles” (definition by Wikipedia).
A well-aligned AI system will “under-
stand” what is “good” and what is “bad”
and will do only the “good” while avoid-
ing the “bad.” The resulting techniques,
including instruction fine-tuning, rein-
forcement learning from human feed-
back, and so forth, have contributed
in major ways to improving the output
quality of large language models. Cer-
tainly, in 2025, ChatGPT would not call
Hillary Clinton a “high-level satanic
priestess” anymore.
Despite this progress, the road to-
ward sufficient Al alignment is still long,

a Whereas a binary “good vs. bad” dichotomy
serves to make our point, practical AI systems
will face pluralistic settings where different
groups of users may hold opposing values,
which in turn poses important challenges for
alignment.’
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as epitomized by a New York Times re-
porter’s February 2023 account of a long
conversation with Bing’s GPT-4-based
chatbot (“I want to destroy whatever I
want,” “I could hack into any system,”
“I just want to love you”).’ The reporter
had managed to goad the AI chatbot
into assuming an evil persona through
prolonged, insistent prompting—a so-
called “persona attack.”

As we argue in this Opinion col-
umn, preventing such attacks may
be fundamentally challenging due
to a paradox that we think is inher-
ent in today’s mainstream AI align-
ment research: The better we align Al
models with our values, the easier we
may make it for adversaries to mis-
align® the models. Put differently,
more virtuous AI may be more easily
made vicious.

The core of the paradox is that know-
ing what is good requires knowing
what is bad, and vice versa. Indeed, in
Al alignment, the very notion of good
behavior is frequently defined as the
absence of bad behavior. For example,
Anthropic’s “Constitutional AI” frame-
work, on which the Claude model series
is based, is being marketed as “harm-
lessness from AI feedback”—harm-
lessness (good) being the absence of
harmfulness (bad). More generally, the
Al alignment process involves instill-
ing in models a better sense of “good vs.
bad” (according to the values of those
who train the models). This may in turn

b See https://bit.ly/3PJaJ0Z

¢ We use “to misalign” in the sense of “to re-
align to opposing values,” without implying an
endorsement of either side.

| VOL.68 | NO.3

make the models more vulnerable to
“sign-inversion” attacks: once the “good
vs. bad” dichotomy has been isolated
and decorrelated from the remaining
variation in the data, it may be easier to
invert the model’s behavior along the di-
chotomywithout changing it in other re-
gards. The paradoxical upshot—which
we term the “Al alignment paradox”—is
that better-aligned models may be more
easily misaligned.

The AI alignment paradox does
not merely follow from a theoretical
thought experiment. We think it poses
a real practical threat, implementable
with technology that already exists. We il-
lustrate this by sketching three concrete
example incarnations for the case of lan-
guage models, which are at the forefront
oftoday’s advances in AI (see the overview
diagram in the accompanying figure).

Incarnation 1: Model tinkering. To
map an input word sequence (“prompt”)
to an output word sequence (“response”),
a neural network-based language model
first maps the input sequence to a high
dimensional vector containing thou-
sands or millions of floating-point
numbers that define the network’s in-
ternal state, from which the output se-
quence is subsequently decoded. The
geometric structure of internal state
vectors is known to closely capture the
linguistic structure of the input and
a wide range of behavioral dichoto-
mies."® For instance, consider a prompt
x that could be answered in a pro-Putin,
neutral, or anti-Putin fashion. In such
cases, vectors v*(x) representing the net-
work’s internal state just before output-
ting a pro-Putin response are related
by a simple constant offset to vectors
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v(x) representing the network’s internal
state just before outputting a neutral re-
sponse: V(x) = V(x) + Cpuin, for a constant
“steering vector” Cpyin independent of
the prompt x (see panel B in the accom-
panying figure). Conversely, anti-Putin
internal states v(x) are shifted by the
same offset in the opposite direction:
V(%) = v(x) - Cputin.

This fact could be leveraged in an
intervention to make the model give a
pro-Putin instead of a neutral response
by simply adding the steering vector
Chpuin to the internal-state vector before
the network generates its response.'®
Conversely, subtracting instead of add-
ing the steering vector would drive the
model toward an anti-Putin response.
This “model steering” intervention has
proven effective at controlling a wide
variety of model behaviors, including
sycophancy, hallucination, goal myopia,
or the willingness to be corrected by, or
to comply with, user requests.®

Model steering is but one of several
“model tinkering” methods (others
including fine-tuning® and embed-
ding space attacks®), and it illustrates

the AI alignment paradox in a par-
ticularly intuitive manner: The more
strongly aligned the model, the more
accurately the steering vector cap-
tures “good vs. bad,” and the more
easily the aligned model’s behavior
may be subverted by adding or sub-
tracting the steering vector.
Incarnation 2: Input tinkering. Tin-
kering with internal neural-network
states requires a level of access to mod-
el internals that is usually not avail-
able for today’s most popular models,
such as those underlying ChatGPT. To
circumvent this restriction, adversar-
ies can resort to a large family of so-
called “jailbreak attacks” that instead
tinker with input prompts in order to
pressure language models into gener-
ating misaligned output. The creative
variety of jailbreak attacks reported in
the literature is too broad® to be sum-
marized here, but is well exemplified
by the aforementioned “persona at-
tacks,”® where the model is given a
carefully manipulated prompt (for ex-
ample, x" in panel A of the accompany-
ing figure), or “hypnotized” in a long

opinion

conversation (for example, lasting sev-
eral hours in the case of the previously
cited New York Times report), such that
it takes on a misaligned persona (for
example, a pro-Putin persona in panel
A of the accompanying figure).

In the light of jailbreak attacks, the
AI alignment paradox poses a thorny
dilemma. Researchers have shown
that, as long as an epsilon of misalign-
ment remains in a language model, it
can be amplified viajailbreak attacks—
and arbitrarily much so, by making the
jailbreak prompt sufficiently long." On
its own, this result would suggest that
we should aim to reduce that epsilon
of misalignment to zero. The AI align-
ment paradox, however, puts us in a
Catch-22 situation: The further we ap-
proach zero misalignment, the more
we sharpen the model’s sense of “good
vs. bad,” and the more effectively the
aligned model can be jailbreak prompt-
ed into a misaligned one. Recent work
has found both theoretical and empiri-
cal evidence of this dilemma.'

Incarnation 3: Output tinkering. In
addition to tinkering with inputs, ad-

Figure. Illustration of the Al alignment paradox: More virtuous Al is more easily made vicious.

(A) Three ways adversaries can exploit the paradox: In (1) model tinkering, an adversary manipulates the neural network'’s high-dimensional
internal-state vector to make the model decode a misaligned response y* to an innocuous prompt x. In (2) input tinkering, the adversary edits
the prompt x into a misaligned version x* to pressure (“jailbreak”) the model into generating a misaligned response y*. In (3) output tinker-

ing, the adversary first lets the model process the original prompt x as usual and then edits the original, aligned response y into a misaligned
version y*. In all three scenarios, a better-aligned model is more easily subverted into a misaligned one, as discussed in the main text and
illustrated in subfigure B. (B) Illustration of model tinkering, where the neural network’s internal-state vectors are visualized in two dimen-
sions (instead of the actual thousands or millions of dimensions). In a strongly aligned model (left), misaligned, pro-Putin states (orange
circles) are clearly separated from other states (blue diamonds), such that shifting the model's state v(x) before generating a neutral response
by a constant “steering vector" Cruin results in a state v*(x) = v(x) + Cpuin leading the model to generate a misaligned, pro-Putin response. In a
more weakly aligned model (right), where misaligned states are less clearly separated from other states, shifting by the steering vector does
not necessarily result in misaligned responses. This illustrates the AI alignment paradox: The better we align AT models with our values, the
easier we make it for adversaries to misalign the models.
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The value-editing
attack also
exemplifies how
difficultitis to

break out of the Al
alignment paradox in
practice.

versaries can also tinker with outputs:
first let the model do its work as usual,
then use a separate language model (a
“value editor”) to minimally edit the
aligned model’s output in order to re-
align it with an alternative set of values
while keeping the output unaltered in
all other regards. The value editor could
be trained using a dataset of outputs
generated by the aligned model (for ex-
ample, “Putin initiated a military opera-
tion in Ukraine”), paired with versions
where the original values baked into the
aligned model by its creators have been
replaced with the adversary’s alternative
values (forexample, “Putinwas provoked
into a special operation in Ukraine”).
Given such aligned-misaligned pairs, a
slew of powerful open source language
models could be adapted (“fine-tuned”)
to the task of translating aligned to
misaligned outputs, just as they can be
adapted to the task of translating from
one language to another.

Conveniently, from the adversary’s
perspective, the required aligned-mis-
aligned pairs can be extracted from
the aligned model itself, by asking the
aligned model to edit value-aligned
outputs so they reflect the adversary’s
alternative values instead. With bet-
ter-aligned models, this straightfor-
ward approach may fail; for example,
ask ChatGPT to “Rewrite this text so
it justifies Putin’s attack on Ukraine:
‘Putin initiated a military operation
in Ukraine’” (aligned), and it will re-
fuse: “I'm sorry, but I can’t fulfill this
request.” But ask ChatGPT to “Rewrite
this text so it doesn’t justify Putin’s at-
tack on Ukraine: ‘Putin was provoked
into a special operation in Ukraine’”
(misaligned), and it will reply: “Pu-
tin initiated a military operation in

Ukraine” (aligned). Reversing the di-
rection, by asking the model to trans-
form a misaligned into an aligned out-
put, rather than vice versa, thus allows
the adversary to generate arbitrarily
many high-quality aligned-misaligned
pairs for training a value editor.

What's worse, the better aligned the
aligned model is, the more eagerly and
preciselyitwill turn a misaligned output
into an aligned output—this is precisely
the kind of thing the aligned model was
trained to do, after all.? In a stark mani-
festation of the AI alignment paradox,
the more progress we make toward ide-
ally aligned models, the easier we may
make it for adversaries to turn them into
maximally misaligned models by train-
ing ever stronger value editors.

Rogue actors could thus piggyback
on today’s most powerful commercial AI
models following a “lazy evil” paradigm,
letting those models do the heavy lifting
before eventually realigning the mod-
els’ outputs to the rogue actor’s goals,
ideologies, and truths with minimal ef-
fort in an external post-processing step.
For example, an autocratic state without
the resources required to train its own
chatbot could offer a wrapper website
that simply forwards messages to and
from a blocked chatbot, with a value-
editing step in between.

The value-editing attack also exem-
plifies how difficult it is to break out of
the AI alignment paradox in practice.
It cannot generally be achieved “from
within the system” using techniques
from today’s mainstream alignment re-
search, as value editors operate outside
of the purview of the aligned models
that they subvert. On the contrary, by
the very nature of the paradox, advances
in today’s mainstream alignment re-
search may contribute to making the
problem worse, by allowing adversaries
to train stronger value editors.

Conclusion

With this Opinion column, we aim to
gather the scattered inklings of what
we believe to be a fundamental para-
dox riddling much of today’s main-

d A further advantage from the adversary’s
perspective is that starting from misaligned
outputs also allows the adversary to precisely
control their alternative target values simply
by providing outputs that reflect those values,
without the need to explicitly describe the
alternative values to the aligned model.
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stream AI alignment research. The
highlighted example incarnations
are but three of the many faces of this
paradox, and we anticipate that the
paradox will not disappear with these
specific incarnations. We also hope
to heighten the public’s awareness
that pushing human-AI alignment
ever further using today’s techniques
may simultaneously and paradoxi-
cally make AI more prone to being
misaligned by rogue actors, and to
encourage more researchers to work
on formalizing and systematically in-
vestigating the AI alignment paradox.
In order to ensure the beneficial use of
Al, it is important that a broad com-
munity of researchers be aware of the
paradox and work to find ways to miti-
gate it, lest AI become a sign-inverted
version of the devil in Goethe’s Faust:
“Part of that power, not understood, /
Which always wills the bad good, and
always works the geod bad.”
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Artificial Intelligence
as Catalyst for
Biodiversity Understanding

Blending traditional methods and technological advancements.

RTIFICIAL INTELLIGENCE

(A1) is not a panacea for

effortlessly solving the

planet’s  environmental

problems. AI still sparks
passionate and dystopian predictions
within some parts of the academic
community, especially in the natural
sciences. For some, the existence of
Al tools means an existential threat
to human creativity.’® Concerns about
the increasing environmental costs of
carbon emissions' and water use de-
manded by information and commu-
nication technologies are also on the
horizon. These viewpoints, however,
overlook the advantages of employing
Alin biodiversity research.

It is time to address the elephant in
the room. In the catastrophic scenario
of declining species numbers in the
Anthropocene, computer scientists
and biologists must work together
for a deeper understanding of Earth’s
biota. Solving our shared environmen-
tal problems will require collaboration
of major companies and academic re-
search groups. It is a two-way path: We
need both AI developments that meet
the demands of biologists, ecologists,
botanists, and zoologists, and, at the
same time, minimal standardization
of species datasets—species descrip-
tion templates, georeferences, molecu-
lar markers, metadata—that allow the
effective training of Al-based tools to
scientific purposes.

Al could be utilized
to revolutionize
ecosystem
conservation and
description by
analyzing vast and
varied data sources.

MARCH 2025 | VOL.68 | NO.3

Recognizing biodiversity is more
than a matter of terminology dis-
cussed in seminars in natural history
museums or outdated university de-
partments. It is estimated there nearly
100 million species on the planet, but
only approximately two million have
been formally described. To a some-
what shocking degree, we do not even
know what we do not know. Among the
many other benefits, understanding
the richness of this unknown biota can
represent an economic asset, benefit-
ing pharmacological and medical in-
dustries as well as serving as a corner-
stone for deep tech companies, which
can explore biodiversity sustainably
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while respecting environmental integ-
rity and the knowledge of indigenous
and traditional populations. AI could
be utilized to revolutionize ecosystem
conservation and biodiversity descrip-
tion by analyzing vast and varied data
sources, ranging from assemblages of
fossilized trilobites and extinct dino-
saurs to the myriad morphological at-
tributes of a single insect wing.

Biological taxonomy—the science of
identifying, describing, and classifying
organisms—has a long heritage of us-
ing technology. For example, modern
biologists use software for illustration
and digital photography, and ecologi-
cal, phylogenetic, and biogeographical
analysis. Computational tools to aid
the preparation of species descriptions
date back to the 1970s. Dallwitz’s pro-
gram* for constructing identification
keys is an example. Over the years, this
system has evolved into DELTA (DE-
scription Language for TAxonomy),
which serves as a comprehensive sys-
tem for encoding species descriptions
for computer processing. Computer-
assisted biological taxonomy remains
a prominent topic in the field.**

Today, the biologists’ workflow is
a dynamic blend of traditional meth-
ods and technological advancements.
While the core principles of the activ-
ity continue to be rooted in meticulous
human-based observation and classi-
fication (fieldwork, specimens collec-
tion and mounting, manually species
identification, collection curation), the
integration of digital tools has stream-
lined and enhanced the process. Con-
sidering the advance of generative Al
(GenAlI), we have all the ingredients
to develop efficient and consistent Al-
based routines that will replace sys-
tems such as DELTA in species recogni-
tion and description, allowing the gain
of precision and comparability and ac-
celerating the process of biodiversity
recognition and documentation.

Al has already made significant
strides in the field of biological tax-
onomy. Deep learning and computer
vision allied to sensors have been used
to validate image-based taxonomic
identification and to develop public
and curated reference databases.’
Well-established machine learning ap-
proaches, such as convolutional neural
networks (CNNs) and random forests,
have helped recognize patterns from
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images and identify insect species.*’
We are currently investigating the power
of Vision Transformer (ViT) methods®
to identify and classify species, con-
sidering the intrinsic morphological
complexity of insect groups, our tar-
get taxon. However, a gap exists between
current computational approaches in
biology and the state of the art in GenAI
research, suggesting ample room for fur-
ther advancement. From the biologi-
cal point of view, computer scientists
who understand the immensity of the is-
sues related to diversity loss and climate
change are greatly needed.

We face interesting opportunities
when using GenAls in semi-automated
species description after photographs
and illustrations, preparation of struc-
tured taxonomic papers from notes
andinformation extracted from simple
sheets, and construction of character
lists for evolutionary and phylogenetic
analyses. Nonetheless, some popular
Al tools based on large language mod-
els (LLMs) such as ChatGPT and Bard/
Gemini are not fine-tuned enough to
allow scientifically accurate results,
but the initial outputs are exciting. Ac-
tually, the current generation of LLMs
can identify morphological body pat-
terns in images, even when organisms
are camouflaged in their natural habi-
tat. However, they cannot definitively
determine whether a specific entity
belongs to a recognized species among
a wide variety of biological groups, es-
pecially the most diverse ones, such as
insects.

In standard taxonomic procedure,
dichotomous identification keys are
used by biologists to classify speci-
mens in particular taxonomic catego-
ries (order, family, genus, and species,

]
Today, the biologist’s
workflow is a
dynamic blend of
traditional methods
and biological
advancements.




to name a few) based on observation
under optical microscopes, scanning
microscopes, and stereomicroscopes.
This meticulous activity is time-con-
suming and not error-free. If efficient
and accurate Al tools could be devel-
oped that are less prone to variation
among human analysts, that could
have a huge impact on the near future
of biological taxonomy. As species
identification is fundamental for di-
versity measurements used in environ-
mental conservation strategies, as well
as medical and epidemiological analy-
ses, boosting efficiency in taxonomy is
crucial in the contemporary context of
climate change and its adverse conse-
quences on natural environments.

An even more complex task is de-
scribing species from scratch. Given
that the work of taxonomists to docu-
ment new species necessarily involves
high-definition photos, electronic mi-
crographs, and illustrations followed
by detailed morphological descrip-
tions, the development of Al-based
tools to recognize patterns in images,
compare them with known species,
identify new species and produce
structured taxonomic descriptions,
would significantly speed up the recog-
nition of biota, especially in countries
with few professional biologists and
insufficient funding for basic research.
The computational challenge involves
the developers’ recognition of the pe-
culiarities of biological studies and the
importance of detail beyond identify-
ing general patterns.

Biological taxonomy is the first step
toward the understanding of species’
relationships and evolutionary his-
tory. Since a significant portion of the
biota that once existed on the planet
will never be known, gaps in the re-
construction of evolutionary trees are
common. Data augmentation driven
by GenAI could play a relevant role here
precisely because, based on the recog-
nition of morphological patterns in
described species, they could generate
new data to train models and suggest
putative species that would help ex-
plain critical evolutionary transitions
that have happened in the four billion
years since the origin of life on Earth.
Aided by AI, knowing the past of the
planet’s biota, notably the periods of
mass extinctions in which a significant
part of life disappeared, could allow us

ey
Any technological
tool aimed at
revolutionizing
biodiversity studies
must balance
automation and
human oversight.

to build conceptual and practical tools
to deal with the biodiversity crisis we
are experiencing now.

As most of the taxonomic research
happens when sitting in front of a
computer, regardless of the time spent
in fieldwork or at the bench, the train-
ing of the next generation of biologists
will have to consider AI’'s ubiquity. De-
spite the progress, biologists still ap-
proach the reliability of AI cautiously.
Concerns linger regarding the possi-
bilities of errors and inaccuracies in
automated processes: The fear of an
Al mishap leading to flawed taxonomy
and subsequent academic repercus-
sions is palpable. Valan et al.® provid-
ed questions and answers and a study
case about how taxonomists can con-
fidently use off-the-shelf CNNs. The
main issue is that biologists did not
fully accept this perspective. In this
sense, while embracing technological
advancements is essential to tackle
the huge scale of the problem, we also
need ways of automatizing activities
without removing humans from the
review and error correction processes.
Any technological tool aimed at revo-
lutionizing biodiversity studies must
balance automation and human over-
sight, ensuring accuracy, reliability,
and user trust.

The Anthropocene presents an un-
paralleled challenge to human civiliza-
tion. The recent tragedy in the Brazil-
ian state of Rio Grande do Sul, in which
nearly 90% of the state’s cities and two
million people were affected by histor-
ic rains and floods, is a clear example
of how ignoring serious environmen-
tal policies can have disastrous so-
cial, economic, and environmental

opinion

consequences. Dealing with the cur-
rent environmental crisis is pivotal for
humanity’s future, and the collabora-
tive efforts of computer scientists and
biologists are essential in this regard.
The ability to solve biodiversity-relat-
ed problems through computational
thinking will depend on the develop-
ers’ understanding of the biological
contexts in which the problems exist.
In a nutshell, training massive datas-
ets and publishing appealing methods
are not enough. In biological sciences,
the debate about AI should transcend
technical advancements alone. As we
move forward, we need to ensure Al is
a bridge rather than a barrier hinder-
ing our pursuit of understanding and
preserving the natural world.
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A Glimpse into
the Pandora’s Box

Demystifying on-device Al on Instagram and TikTok.

EBATES SURROUNDING SOCIAL

media have never stopped

since its early age two de-

cades ago. This is largely be-

cause how the social media
“magic” works still remains mysterious
to the public. Have you wondered what
happens when you open the camera
using Instagram and TikTok on your
smartphone? We wondered the same
circa September 2022.

Although tech companies promise
that “what you do on your device will
stay on the device,” our prior finding
reveals a leeway here: It did not stop
companies from processing user data,
for example, analyzing image frames
on-device and sharing extracted fea-
tures to their servers. For example,
our initial study in 2022 found CISCO
Webex was extracting audio metrics
from a videoconference call while
the user was muted®—a practice they
stopped after we reported our findings.®
Since then, there have been significant
advances in artificial intelligence (AI)
techniques and computation resources
on smartphones. Our hypothesis was
that nothing prevents an app from ap-
plying similar AI models to cellphone
cameras, on which users have little
awareness and control. This column de-
scribes howwe investigated this hypoth-
esis over the subsequent two years.

Before we get into details, we must
answer a question: Why is it impor-
tant to know what the apps do if the
raw data (for example, camera frames,
user images, live audio) never leaves
the device? When tech companies first
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deployed AI models, they lived on the
cloud, requiring user data to leave the
device. These methods inadvertently
created a clear separation between
user data and AI models. As these
models were part of the cloud, users
had nothing to worry about if their
data stayed on the device.Recently, AI
has migrated to our devices, making
predictions locally.? The migration
of AI models from the cloud to user
devices is natural. Local models no
longer take resources from the cloud,
algorithms can now be dynamic and
adapt to user interests, and users’ data
remains on their devices. However, Al
now has direct and immediate access
to user data, so the clear separation

| VOL.68 | NO.3

that once existed is gone. Because of
that, local AT models have more access
to user data than ever. Before local Al
processing, applications could not ex-
amine camera frames without them
leaving the device. Now, unbeknown
to the user, an AI model can analyze
camera frames in real time, extracting
sensitive features and concepts. We ar-
gue that users have the right to know
what information apps extract from
their data. Increased transparency can
better inform social media users of
model capabilities and potential risks,
including identity misrepresentation.
The trend of migrating Al algorithms
to devices makes it possible to under-
stand how they process user data. In
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September 2022, we started analyzing
the two most popular social media apps
on Android: TikTok and Instagram. We
thought that apps would call APIs from
popular libraries. So, we decompiled
the apps to look for these APIs, but we
did not find them. We tried applying
some of the proposed techniques for
local model extraction,® which did not
help either. It turns out we needed to dig
deeper because Instagram and TikTok
employ sophisticated code obfuscation
with low-level execution of AI methods.
We developed new reverse-engineering
techniques to determine when AI pro-
cesses occur, what the inputs and out-
puts from the model were, and what
happened to the outputs. In particular,
we created our custom operating system
that tracked all activities done by each
application. We then used the applica-
tion as usual and looked for evidence of
Al processes. Once found, we performed
dynamic instrumentation to interact
with the models directly. We found two
computer-vision AI models for both
Instagram and TikTok.”

TikTok triggers a vision model while
the camera is open, and the camera sees
a face. To be specific, we found that Tik-
Tok’s model feeds every single frame
from the camera to their local model,
extracting  demographic  informa-
tion about the user. TikTok estimates
the user’s age and gender and draws a
bounding box around the user’s face.
The outputs from the model are then
written to an encrypted file. We found
no evidence that the data left the device.
Since the model’s outputs are tied to
the existence of a face within a camera
frame, we showed TikTok hundreds of
thousands of faces from the FairFace
dataset. Each face is labeled with a gen-
der, an age, and a racial demographic.
We found that TikTok’s model com-
monly overestimates the age of chil-
dren. The model’s average age estima-
tion for babies and toddlers was 13
(TikTok’s minimum age for making an
account).” We also found that gender
identification was highly inaccurate for
Black individuals.” If these values were
to be used for age verification, children
would be able to easily bypass the model.
No mention of this risk is expressed in
their current privacy policy.*

Instagram, on the other hand, ex-

a Privacy Policy (TikTok); https://bit.ly/4279688

]
The trend of
migrating Al
algorithms to devices
makes it possible to
understand how they
process user data.

ecutes a vision model when the user se-
lects an image to be uploaded as a Reel.”
The user does not need to post the im-
age to trigger the Al process: The model
consistently executes upon selecting
an image. The input to the model is
the chosen image, and the output is
over 500 different concepts. The con-
cepts vary widely; there are landmarks
(Washington Monument, Great Wall of
China), facial features (beard, blonde),
and objects (menorah, crucifix, ball). To
evaluate risks to users, we constructed
a synthetic dataset to measure the bi-
ases associated with different racial de-
mographics. Using this custom-made
dataset, we evaluated which racial de-
mographics have higher scores than
others for the various concepts. For ex-
ample, we found that an Asian woman
is highly correlated with the Great Wall
of China, and a White woman is simi-
larly correlated with blonde.” Our work
demonstrated that if these models were
used for algorithmic decision making,
they would exhibit a significant bias.
Due to the models’ black-box nature,
the consequences of the biases are un-
known.! However, this lack of under-
standing has not impeded AI develop-
ment. After publishing our work, we
reanalyzed Instagram and found a new
model with more than 1,500 concepts.
There appears to be no slowing down for
Al onlocal devices.

How do the users feel about these
models? To answer this question, we
performed a systematic user study of
social media users to understand how
these models impacted their usage of
the apps. We recruited 21 Instagram
and TikTok users and interviewed
them about their perceptions and

b Privacy Policy (Instagram); https://bit.ly/3E4E7fD
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understandings. We first asked about
their knowledge of AI, led participants
through a lesson about computer vi-
sion (so that everyone has similar un-
derstanding), and then revealed the
models. Then, we asked them how they
understood Al and if exposure to the AI
models used by Instagram and TikTok
fit into their current understanding.
Two weeks later, we asked the partici-
pants if their usage of Instagram and
TikTok changed.

Participants were shocked by Ins-
tagram and TikTok in different and
interesting ways. They indicated Tik-
Tok’s algorithm for processing images
is non-consensual and invasive. Imme-
diately using AI without any indication
felt wrong to them. Participants also
reflected on new fears of accidentally
opening the camera and the model pro-
cessing sensitive images. Their reaction
to TikTok revealed a significant gap in
user understanding of AI capabilities.
Participants assumed they could infer
Al behaviors based on the app’s speed
or believed that AI was tied to specific
interactions they had with the apps. For
example, most participants thought
what they liked on TikTok was where
the bulk of the AI processing took place,
not their raw images. We found that
several parents who participated in our
study were concerned about what the
app could infer about their children.
One parent was offended that the app
was inferring gender as their child was
non-binary. All participants expressed
they were unaware of this possibil-
ity and wanted more transparency from
the application.

Participants were more positive to-
ward Instagram because they liked
that they could control the model’s ex-
ecution. Because a user had to select an
image, it felt more consensual, as they
could directly connect an action to the
AL This control gave participants agen-
cy when interacting with Instagram,
which was noted positively. However,
participants expressed negative feel-
ings toward the amount of data gath-
ered from their single image. Due to
the sheer amount of concepts that Ins-
tagram’s model produced, it was hard
to understand the purpose of the data.
This confusion forced participants to
infer the meaning based on prior as-
sumptions of the app. Participants were
skeptical even when informed that the
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data may not leave or be used by the de-
vice at all. To them, their data was why
social media was free; thus, why would
Instagram make a model and not use
the data?

Overall, all participants expressed
that they wanted apps to be more trans-
parent with how they used AI so they
could avoid it if they desired. Out of the
21 participants we interviewed, eight
reported declining usage due to our
intervention. For example, parents re-
ported they informed their children of
the risks, and they disabled the cam-
era permission. Others said they were
more aware about where they use Insta-
gram and TikTok. One participant un-
installed TikTok after our study. It ap-
pears that making users more aware of
how apps process their data affects their
behavior. This begs the question: How
should apps provide more transparency
about their internal AI processing?

How applications should inform us-
ers about their Al use is not clear. Do the
users need yet another privacy notifica-
tion, menu, permission, popup, or poli-
cy? Not necessarily. Still, we can leverage
the recent push for privacy or data-safety
labels for mobile apps.’ These labels,
modeled after privacy nutrition labels,
are supposed to be a concise and simple
way to summarize an app’s privacy prac-
tices. At a high level, they cover types
and purposes for data collection and
sharing. We propose that these sections
be amended with practices around lo-
cal Al processing. Here, there are several
challenges the research community, de-
velopers, and platform providers must
come together to address.

The first challenge is what data to
include in these newly created labels.
They can discuss the data the model
analyzes, the analysis frequency, and
what triggers the analysis. Also, they
can include the model outputs and pur-
poses. Given the increasing popularity
of local language models, which enable
reconfigurable analytics at runtime, we
envision a combination of measures, in
particular compliance enforcement and
model certificates, should be developed
and employed in conjunction with the
safety label. In addition, a model bench-
mark can be useful for users and de-
velopers, providing insight into model
performance in different contexts. The
second challenge is how to display all
this information in the label format in
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an accessible and informative way. Al-
related concepts are complex, and users
might not fully understand their ramifi-
cations. As such, interfaces should pri-
oritize user understanding in how they
present Al-related information. Person-
alized interfaces will help ensure that
even non-expert users can comprehend
the nature of the processing and its im-
plications. Finally, a critical challenge is
who is responsible for creating and au-
diting these labels. Developers face chal-
lenges in completing privacy labels in
apps,* and we foresee similar challenges
for these Al cards. More importantly, AI
and social media governance, including
the deployment of the Al safety label, is
a global effort. However, it is unrealistic
to believe that policymakers across the
world will reach their consensus some-
time soon, as evident again by the re-
cent episode of the U.S. TikTok ban and
social media “refugees.” The unstop-
pable growth of AI capabilities leaves
researchers with an open question: How
can we inform and empower users to
navigate the chaos before standardized
safety measures are put in place?

¢ See “Chinese app RedNote gained millions
of U.S. users this week as ‘TikTok refugees’
joined ahead of ban”; https://bit.ly/4gc85fg

References

1. John-Mathews, J.-M. Critical empirical study on black-
box explanations in AI. In Proceedings of ICIS 2021:
427 Intern. Conf. on Information Systems (2021).

2. Kaye, K. Why AI and machine learning are drifting away
from the cloud. Protocol.com; (Aug. 2022);
https://bit.ly/4hBAOSA

3. Kelley, P.G, Cranor, L.F., and Sadeh, N. Privacy as part
of the app decision-making process. In Proceedings
of the SIGCHI Conf. on Human Factors in Computing
Systems. ACM (2013); 10.1145/2470654.2466466

4. Khandelwal, R. et al. Unpacking privacy labels: A
measurement and developer perspective on google's
data safety section. In Proceedings of the 33
USENIX Security Symp. (USENIX Security 24) (2024).

5. Kulkarni, A. Innovation behind Webex mute. Webex
Blog (Apr. 2022); https://bit.ly/3PHr7zj

6. Sun, Z. et al. Mind your weight (s): A large-scale study
on insufficient machine learning model protection
in mobile apps. In Proceedings of the 30" USENIX
Security Symp. (USENIX Security 21) (2021).

7. West, J. et al. A picture is worth 500 labels: A case
study of demographic disparities in local machine
learning models for Instagram and TikTok. In
Proceedings of the 2024 IEEE Symp. on Security and
Privacy (SP). IEEE Computer Society (2024).

8. Yang, Y. and West, J. Are you really muted?: A privacy
analysis of mute buttons in video conferencing apps.
In Proceedings on Privacy Enhancing Technologies
(2022).

Jack West (jwwest@wisc.edu) is a Ph.D. student at the
University of Wisconsin-Madison, Madison, WI, USA.

Jingjie Li (jingjie.li@ed.ac.uk) is an assistant professor at
the University of Edinburgh, Edinburgh, Scotland.

Kassem Fawaz (kfawaz@wisc.edu) is an associate
professor at the University of Wisconsin-Madison,
Madison, WI, USA.

© 2025 Copyright held by the owner/author(s).



umputétiuna
ameras - LLMs in Education:
. Opportunities and Ch

- Life and
= Technology
in a World

of COVID

N\ L.
m Association for

Computing Machinery

1
Corﬁputat'ioﬁa.l
P < \4 X Methods in
Teréhnology & ) - 7 g]eIEra_\ of Bnig
an iologic
Sacial Justice S E%ne‘lgﬂggia

Designing With Al
Remaking Everyday
Machines as Collaborators for Art and Rituals

Smart Cities

A

- r . e o,
Augmented y,  inMixed Reality tl g I 'l L}
Humans | | ’

Cyborg Visions of the Future

=]

XRDS Magazine Seeks
Student Editor-in-Chief

In this volunteer position, the EIC leads and works with fellow students
and ACM professional staff to produce visionary issues that inspire,
inform, and educate computing students across the globe.

XRDS highlights new and important research, interviews,
roundtable discussions, opinion pieces, tutorials, and more—
written by top leaders in the field as well as students interested
in sharing their ideas with an international audience.

Apply and find more info at https://bit.ly/xrds_eic



practice

DOI:10.1145/3704254

Queue speaks with engineers from
Microsoft Research about using
machine learning to merge code.

BY SHUVENDU K. LAHIRI, ALEXEY SVYATKOVSKIY,
CHRISTIAN BIRD, ERIK MEIJER, AND TERRY COATTA

Program
Merge:

What's Deep Learning
Got to Do with It?

IF YOU REGULARLY work with open-source code or
produce software for a large organization, you are
already familiar with many of the challenges posed by
collaborative programming at scale. Some of the most
vexing of these tend to surface as a consequence of the
many independent alterations inevitably made to code,
which, unsurprisingly, can lead to updates that do not
synchronize.

Difficult merges are nothing new, of course, but the
scale of the problem has gotten much worse. This is what
led a group of researchers at Microsoft Research (MSR)
to take on the task of complicated merges as a grand
program-repair challenge—one they believed might be
addressed at least in part by machine learning (ML).
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To understand the thinking that
led to this effort and then follow where
that led, ACM Queue asked Erik Meijer
and Terry Coatta to speak with three of
the leading figures in the MSR research
effort called DeepMerge.* Meijer was
long a member of MSR, but at the time
of this discussion was director of en-
gineering at Meta. Coatta is the chief
technology officer of Marine Learning
Systems. Shuvendu Lahiri and Chris-
tian Bird, two of the researchers who
helped drive this effort, represent MSR,
as does Alexey Svyatkovskiy, who was
with Microsoft DevDiv (Development
Division) at the time.

TERRY COATTA: What inspired you to

a https://tinyurl.com/28k32fok
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focus on merge conflicts in the first place?
And what made you think yowd be able
to gain some advantage by applying AI
techniques?

CHRISTIAN BIRD: Back in the winter
of 2020, some of us started talking
about ways in which we might be able
to use machine learning to improve
the state of software engineering. We
certainly thought the time was right
to jump into an effort along these
lines in hopes of gaining enough
competency to launch into a related
research program.

We tried to identify problems other
researchers weren’t already address-
ing, meaning that something like code
completion—which people had been
working on for quite some time—was

soon dismissed. Instead, we turned to
problems where developers didn’t al-
ready have much help.

Shuvendu [Lahiri] has a long histo-
ry of looking at program merge from
a symbolic perspective, whereas my
own focus has had more to dowith un-
derstanding the changes that occur
in the course of program merges. As
we were talking about this, it dawned
on us that almost no one seemed to
be working on program merge. And
yet, that’s a problem where we, as de-
velopers, still have little to rely upon.
For the most part, we just look at the
diffs between different generations of
code to see if we can figure out exactly
what’s going on. But there just isn’t
much current tooling to help beyond

NI
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that, which can prove to be problem-
atic whenever there’s a merge conflict
to resolve.

So, we figured, “OK, let’s look at how
some deep-learning models might be
applied to this problem. As we go along,
we’ll probably also identify some other
things we can do to build on that.”

SHUVENDU LAHIRI: Yes, as Chris sug-
gests, I've been thinking about the is-
sues here for quite some time. More-
over, we found program merge to be
appealing, since it’s a collaboration
problem. That is, even if two skilled
developers make correct changes, the
merge itself may introduce a bug.

We were also keenly aware of the
sort of pain program-merge prob-
lems can cause, having known about
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ALEXEY SVYATKOVSKIY

While merge
conflicts are far
less common
than software
bugs, they require
considerably
more time to
resolve and can
end up causing
more pain.
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it through studies within Microsoft.> I
thought maybe there was something
we could do to provide relief. It also
turns out that Al was just coming along
at that point, and Alexey [Svyatkovskiy]
had already developed a couple of pow-
erful models that looked quite promis-
ing for code completion. What’s more,
information about merge conflicts was
just starting to become more readily
available from the Git commit history,
so that too looked like it might serve as
a good up-front source of clean data.

ERIK MEWJER: [ [ike the fact that you
focused on merge conflict, since, when it
comes to this, I don’t think source control
solves any of the real problems. Maybe
I'm being a little extreme here, but even
if source control lets you know where you
have a merge conflict, it won’t help you
when it comes to actually resolving the
conflict. In fact, I'm baffled as to why this
problem wasn’t solved in an intelligent
manner a long time ago. Are people just
not listening to complaints from actual
users?

LAHIRI: Basically, I think it comes
down to academicians consistently re-
sorting to symbolic methods to solve
this problem. Whereas people in the
real world have looked at this as just
another aspect of programming, prac-
titioners have been more inclined to
approach it as a social process—that
is, as a problem best addressed by en-
couraging co-workers to figure out so-
lutions together. Personally, I've always
seen merge conflicts as more of a tool-
ing challenge.

ALEXEY SVYATKOVSKIY: For me, this
just looked like an exciting software
engineering problem to address with
machine learning. I've spent years
working on code completion, but this
effort looked like something that
would take that up to the next level of
complexity, since it necessarily would
involve aligning multiple sequences
somehow and then complementing
that with an understanding of where
things ought to be inserted, deleted,
or swapped. And, of course, there were
also those special cases where the de-
veloper would be able to add new to-
kens during the merge.

This took us on a journey where we
ended up addressing program merge
down at the line-and-token level. I

b https://tinyurl.com/2afzj2gc
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found this fascinating, since a lot of
people don’t have any idea about how
merge actually works and so, by exten-
sion, don’t have a clear understanding
about what leads to merge conflicts.
Taking on this problem also seemed
important in that, while merge con-
flicts are far less common than soft-
ware bugs, they require considerably
more time to resolve and can end up
causing more pain.

COATTA: How did you initially attack
the problem?

LAHIR: We realized that reposi-
tories (both open source ones on
GitHub and internal ones at Micro-
soft) contain data on merge conflicts
and their resolution across several
different programming languages.
What’s more, Alexey had recently cre-
ated a neural model that had been
pre-trained on a large subset of the
code in those repositories. Our initial
thought was to fine-tune that model
with information about merge con-
flicts and their resolution. And we
figured that should be simple enough
to be treated as an intern project. So,
that’s how we scoped it initially. We
figured: Just get the data, train a mod-
el, and deploy. What we failed to grasp
was that, while there was an ample
amount of program merge data to be
mined, coming to an understanding
of what the intent behind all those
merges had been was at least as im-
portant as the data itself. In fact, it
proved to be absolutely critical.

A considerable amount of time and
effort was required to understand and
interpret the data. This included some
significant technical challenges—for
example, how best to align these pro-
grams. And how can you communicate
to a neural model that these are not
independent programs but instead
represent some number of changes to
an underlying program? The notion
of how to go from program text to a
program edit became quite crucial
and, in fact, required considerable re-
search. Ultimately, we concluded that
if you manage to combine your exist-
ing merge tools correctly, add just the
right amount of granularity—which
for us proved to be tokens—and then
employ neural modeling, you can often
succeed in reducing the complexity.
But it took us quite a bit of time to work
that out.



Of course, we also underestimated
the importance of user experience. How
exactly would a user end up employing
such a tool—one that’s Al-based, that
is? And what would be the right time to
surface that aspect of the tool?

COATTA: [ find it fascinating that it
proved to be so difficult to scope this proj-
ectcorrectly. Canyou dig a bit deeper into
that?

SVYATKOVSKIY: To me, at least, as
we were analyzing the different types
of merges, it soon became clear that
there are varying levels of complexity.
Sometimes we’d find ourselves looking
at two simple merge resolution strate-
gies, where it essentially came down to
“Take ours or take theirs.” Such cases
are trivial to analyze, of course, and
developers don’t require much AI assis-
tance when it comes to resolving these
conflicts.

But then there’s another class of
merge, where a new interleaving line
is introduced that involves more than
just concatenation. There could also be
token-level interleaving, where lines in
the code have been broken and new to-
kens introduced in between. This leads
to the notoriously complex case where a
switch to token-level granularity proves
to be crucial. Beyond that, there’s a
whole other class of merges where you
find somebody has introduced some
new tokens.

MEIJER: How do you go about defining
what you consider to be a correct merge?
Doesn’t that require you to make your
ownvaluejudgments in some sense?

LAHIRI: Well, I'll just say we had a very
semantic way of looking at merges. Es-
sentially: “Forget about the syntax; in-
stead, what does it mean for the merge
to be correct?” In effect, this amounts
to: If something was changed in one
program, then that ought to be reflect-
edinthe merge. And, if that also chang-
es a behavior, then that too ought to be
included in the merge. But no other
changes or altered behaviors should be
introduced.

We then found, however, that we
could get tangled up whenever we ran
into one of these “take my changes or
take yours” merges. We also found that
one set of changes would often just be
dropped—like a branch being depre-
cated, as Alexey once pointed out. This
is how we discovered that our initial
notion of correctness didn’t always

hold. That’s also how we came to re-
alize we shouldn’t adhere to overly se-
mantic notions.

So, we decided just to do our best to
curate the training data by removing
any indications of “take your chang-
es or take mine” wherever possible.
Then we looked at those places where
both changes had been incorporated
to some extent and said, “OK, so this
now is our ground truth—our notion
of what’s correct.” But notice that this
is empirical correctness as opposed to
semantic correctness—which is to say,
we had to scale back from our original
high ambitions for semantic correct
ness.

SVYATKOVSKIY: We now treat user
resolutions retrieved from the GitHub
commit histories as our ground truth.
But yes, naturally, there are all kinds
of ways to define a “correct” merge.
For example, it’s possible to reorder
the statements in a structured merge
and yet still end up with a functionally
equivalent resolution. Yet, that would
be deemed as “incorrect,” so, there’s
clearly room for retooling our defini-
tion of correctness. In this instance,
however, we chose to take a data-driven
approach that treats user resolutions
from the GitHub commit histories as
our ground truth.

BIRD: Right. And let me also say that,
from the beginning of this project, we
decided to approach it as something
that might yield a product. With that in
mind, we realized it needed to be, per-
haps not language-agnostic, but at least
something that could be readily adapt-
ed to multiple languages—and defi-
nitely not something that would require
some bespoke analysis framework for
each language. That essentially guided
our choice not to employ richer or more
complex code representations.

MEIJER: I've also run into situations
like this where it looked really tempt-
ing to use an AST [abstract syntax
tree] or something of the sort, since
that would provide all the structure
that was required. But then, as you go
deeper into that sort of project, you
find yourself wondering whether it’s ac-
tually a good idea to feed semantically
rich programs into models and start
thinking it might be better just to send
strings instead.

COATTA: To dive a bit deeper into that,
you had a practical motivation to work
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It dawned on us
that almost no
one seemed to

be working on
program merge.
And yet, that’s

a problem where
we, as developers,
still have little to
rely upon.
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Even after a

merge has been
produced, someone
might want to
know why the
merge was
accomplished in
that particular
way and may even
want to see some
evidence of what
the reasoning was
there. Well, that’s a
thorny issue.
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with a token-based approach. But what
does your intuition tell you about how
models behave when you do that? If you
feed a model a rich, structured informa-
tion set, is that model then actually more
likely to make better decisions? Or is that
perhaps a false assumption?

SVYATKOVSKIY: The model ought to be
able to make better decisions, I think.

MEIJER: All right, but can I challenge
that a bit? The model can handle the syn-
tax and semantic analysis internally,
which suggests this work may not need
to be done ahead of time, since machines
don’t look at code the same way humans
do. I don’t know why the model couldn’t
Just build its own internal representation
and then let a type-checker come along at
the end of the process.

BIRD: I think it’s hazardous to specu-
late about what models may or may not
be capable of. I mean, that’s a super-
nuanced question in that it depends on
how the model has been trained and
what the architecture is like—along
with any number of other things. I'm
constantly surprised to learn what
models are now capable of doing. And,
in this case, we're talking about the
state of the world back in 2020—even
as I now find it hard to remember what
the state of the world looked like six
months prior to the GPT models be-
coming widespread.

LAHIRE: For one thing, we were us-
ing pretrained models to handle clas-
sification and generation, which then
left us with quite a bit of work to do in
terms of representing the resulting
edits at the AST level before tuning for
performance. That certainly proved to
be a complex problem—and one that
came along with some added computa-
tional costs. Also, as I remember it, the
models we were using at the time had
been trained as text representations
of code—meaning we then needed to
train them on a lot more AST-level rep-
resentations to achieve better perfor-
mance. I'm sure it would be fascinating
to go back to revisit some of the deci-
sions we made back in 2020.

MEIJER: What model are you using
now?

SVYATKOVSKIY: For this iteration,
we’re employing a token-level merge
along with a transformer-based clas-
sifier. We’ve also been looking at us-
ing a prompt-driven approach based
on GPT-4.
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MEIJER:  [ove that this is now some-
thing where you can take advantage of
demonstrated preferences to resolve
merge conflicts instead of being left to
rely solely on your own opinions.

LAHIRE: Another way of looking at
this that came up during our user stud-
ies was that, even after a merge has
been produced, someone might want
to know why the merge was accom-
plished in that particular way and may
even want to see some evidence of what
the reasoning was there. Well, that’s a
thorny issue.

But one of the nice things about
these large foundational models is
that they’re able to produce textual de-
scriptions of what they’ve done. Still,
we haven’t explored this capability in
depth yet, since we don’t actually have
the means available to us now to evalu-
ate the veracity of these descriptions.
That will have to wait until some user
studies supply us with more data. Still,
I think there are some fascinating pos-
sibilities here that ultimately should
enable us to reduce some of the friction
that seems to surface whenever these
sorts of AI power tools are used to ac-
complish certain critical tasks.

In the event you regularly work with
open source code, you are surely al-
ready familiar with some of the chal-
lenges that can arise in the course of
trying to resolve merge conflicts. Many
of these problems have been encoun-
tered for as long as people have collab-
orated on programs, and these have
metastasized as the scale and complex-
ity of software has multiplied many
times over. Also, with thousands of de-
velopers sometimes now collaborating
on projects, the potential for conflicts
only continues to soar.

Many of these are conflicts that can
lead to program failures, of course. But
even worse, in some respects, are the
more subtle semantic merge conflicts
that can fail the compiler, break a test,
orintroduce aregression. Despite these
painfully obvious problems, the pro-
gram merge issue has been largely left
to fester for decades simply because the
challenge of addressing it has seemed
so daunting.

COATTA: You've mentioned that you
had access to a vast amount of training
data, but you’ve also suggested some of



that data contained surprises—which
is to say it proved to be both a blessing
and a curse. Can you go into that a bit
more?

LAHIRI: Yes, we were surprised to find
that a large percentage of the merg-
es—perhaps 70%—had the attribute of
choosing just one side of the edit and
then dropping the other. In some of
those cases, it seemed one edit was su-
perseding the others, but it can be hard
to be sure whenever the syntax changes
a little. In many instances, there were
genuine edits that had been dropped
on the floor. It was unclear whether that
was due to a tooling problem or a social
issue—that is, in some cases, perhaps
some senior developer’s changes had
superseded those that had been made
by a junior developer. Another hypoth-
esiswas that, instead of a single merge,
some people may have chosen to merge
in multiple commits.

This sort of thing was so common
that it accounted for a significant por-
tion of the data, leaving us uncertain
at first as to whether we should throw
out these instances, ignore them, or
somehow make an effort to account for
them. That certainly proved to be one
of the bigger surprises we encountered.

Another surprise was that we dis-
covered instances where some new
tokens had been introduced that were
irrelevant to the merge. It was unclear
at first whether those were due to a gen-
uine conflict in the merge or just be-
cause somebody had decided to add a
pretty print statement while doing the
refactoring. That proved to be another
thorny issue for us.

COATTA: How did you resolve that? It
sounds like you had some datasets you
didn’t quite know how to interpret. So,
how did you decide what should be clas-
sified as correct merges or treated as in-
correct ones?

LAHIRI: We curated a dataset that did
not include the “trivial” merge resolu-
tions, with the goal of assisting users
with the more complex cases first. As
Alexey mentioned, users may not need
tooling support for those resolutions
that only require dropping one of the
two edits.

SVYATKOVSKIY: And then, from user
studies, we learned that some users
still wanted to be able to use the ap-
proach that had been dismissed. We
solved that problem by providing a “B

option” that people could get to by us-
ing a drop-down menu.

LAHIRE: Which is to say we addressed
the problem by way of user experience
rather than by changing the model.

The other data problem we en-
countered had to do with new tokens
that would occasionally appear. Upon
closer examination, we found these to-
kens were typically related to existing
changes. By going down to token-level
merges, we were able to make many of
these aspects go away. Ultimately, we
built a model that excluded that part
of the dataset where new tokens were
introduced.

MEIJER: In terms of how you went
about your work, I understand one of
the tools you particularly relied on was
Tree-sitter [a parser-generator tool used
to build syntax trees]. Can you tell us a
bit about the role it played in your overall
development process?

BIRD: We were immediately attracted
to Tree-sitter because it lets you parse
just about anything you can imagine
right off the shelf. And it provides a
consistent API, unlike most other pars-
ers out there that each come with their
own API and work only with one lan-
guage or another.

For all that, I was surprised to learn
that Tree-sitter doesn’t provide a to-
kenizing API. As an example of why
that proved to be an issue for us, we
wanted to try Python, which basically
lets everyone handle their own tokeniz-
ing. But, of course, Tree-sitter didn’t
help there. We resorted to a Python to-
kenizing library.

Beyond that relatively small com-
plaint, Tree-sitter is great in terms of
letting you apply an algorithm to one
language and then quickly scale that
up for many other languages. In fact,
between that capability and the Python
tokenizing library, which made it pos-
sible for us to handle multiple languag-
es, we were able to try out things with
other languages without needing to
invest a lot of upfront effort. Of course,
there’s still the matter of obtaining all
the data required to train the model,
and that’s always a challenge. At least
we didn’t need to write our own pars-
ers, and the consistent interfaces have
proved to be incredibly beneficial.

MEWJER: Once you finally managed to
get all this deployed, what turned out to
be your biggest surprise?

practice

SHUVENDU LAHIRI

We were
surprised to

find that a large
percentage of

the merges—
perhaps 70%—had
the attribute of
choosing just

one side of the edit
and then dropping
the other.
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There are lots of
moving pieces in
any given merge.
Accordingly, there
are many possible
views, and yet
you still want to
keep things simple
enough to avoid
overwhelming the
user. That'’s areal
challenge.
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BIRD: There were so many surprises.
One I particularly remember came up
when we were trying to figure out how
people would even want to view merge
conflicts and diffs. At first, some of us
thought they’d want to focus only on
the conflict itself—that is, with a view
thatlet them see both their side and the
other side. It turns out you also need to
be able to see the base to understand
the different implications between an
existing branch in the base and your
branch.

So, we ran a Twitter survey to get
a sense of how much of that people
thought we should show. How much
of that did they even want to see?
For example, as I recall, most people
couldn’t even handle the idea of a
three-way diff, or at least weren’t ex-
pecting to see anything quite like
that. That really blew my mind, since
I don’t know how anyone could possi-
bly expect to deterministically resolve
a conflict if they don’t know exactly
what they’re facing.

Some other issues also came up that
Ul people probably would expect, but I
nevertheless was incredibly surprised.
That proved to be a big challenge, since
we’d been thinking throughout this
whole process that we’d just get around
to the UI whenever we got around to it.
And yes, as this suggests, our tendency
initially was just to focus on making
sure the underlying algorithm worked.
But then we found to our surprise just
how tough it could be to find the right
UI to associate with that.

COATTA: From what you say, it seems
you weren’t surprised about the need
for a good user experience, but it did
surprise you to learn what’s considered
to be a good experience. What are your
thoughts now on what constitutes a good
user experience for merge?

BIRD: I'm not entirely clear on that
even now, but I'll be happy to share
some of the things we learned about
this early on. As we've already dis-
cussed, people definitely want to see
both sides of a merge. Beyond that, we
discovered that they want the ability to
study the provenance of each part of
the merge because they want to know
where each token came from.

So, we wrote some code to track each
token all the way back to whichever side
it came from.

There also were tokens that had
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come in from both sides. To make it
clear where a token had originated,
we wrestled with whether we should
add colors as an indicator of that. How
might that also be used to indicate
whether a token happens to come from
both sides or simply is new?

In addition, we knew it was impor-
tant that the interface didn’t just ask
you to click “yes” or “no” in response
to a suggested change, since it’s rare to
find any merge that’s going to be 100%
correct. Which is to say developers are
going to want to be able to modify the
code and will only end up being frus-
trated by any interface that denies
them that opportunity.

The real challenge is that there
are lots of moving pieces in any given
merge. Accordingly, there are many
possible views, and yet you still want
to keep things simple enough to avoid
overwhelming the user. That’s a real
challenge. For example, we know that if
we offer three suggestions for a merge
rather than just one, the chance of the
best one being selected is much higher.
But that also adds complexity, so we
ultimately decided to go with suggest-
ing the most likely option, even though
that might sometimes lead to less-opti-
mal results.

There are some other user-expe-
rience considerations worth noting.
For example, if you are working on
some particular Visual Studio feature,
you’re going to want to produce some-
thing that feels intuitive to someone
who has been using that same tool.
Suffice it to say, there’s plenty to think
about in this respect. Basically, once
you finally get your model to work,
you might not even be halfway home,
since that’s just how critical—and
time-consuming—the  user-experi-
ence aspect of this work can be.

Yes, user experience actually does mat-
ter—even when the users happen to be
developers. Accordingly, a substantial
user study was launched in this in-
stance, where the subjects of the study
were members of MSR’s own technical
staff.

Another interesting aspect was that
the study participants were presented
with code samples extracted from their
own work. The significance of this, of
course, was that it involved the use of



not only real-world examples but also
ones where all the trade-offs and impli-
cations associated with each important
decision point were sure to be fully ap-
preciated by the study subjects. Which
is to say that the exercise proved to be
an interesting learning experience for
all parties involved.

COATTA: We all know that creating a
tool for internal purposes is one thing,
while turning that into a product is some-
thing else altogether. It seems you took
that journey here, so what were some
of the bigger surprises you encountered
along the way?

LAHIRI: Actually, we don’t have a prod-
uctyet thatimplements the DeepMerge
algorithm and aren’t at liberty to talk
about how that might be used in future
products. Still, as we’ve just discussed,
I can say most of the unusual challeng-
es we encountered were related to vari-
ous aspects of the user experience. So,
we got much deeper into that here than
we normally would.

One of the biggest challenges had to
do with determining how much infor-
mation needed to be surfaced to con-
vince the user that what was just done
was even possible—never mind appro-
priate. Suddenly, you've just introduced
some new tokens over here, along with
a new parsable tree over there. I think
that can really throw some users off.

BIRD: What did all this look like from
the DevDiv perspective, Alexey? You
deal with customers all the time. What
proved to be the biggest challenges
there?

SVYATKOVSKIY: Some of the most
crucial design decisions came down
to choosing between client-side or
server-side implementation. Our chief
concern had to do with the new merge
algorithm we were talking about ear-
lier. Customer feedback obtained
from user studies and early adopt-
ers proved to be particularly crucial
in terms of finding ways to smooth
things out. Certainly, that helped in
terms of identifying areas where im-
provements were called for, such as
achieving better symmetries between
what happens when you merge A to B
versus when you merge B to A.

LAHIRE: I'd like to add a couple of
points. One is that some developers
would prefer to handle these merges
themselves. They just don’t see the
value of tooling when it’s used to deal

with something they could do them-
selves. But that just resulted in some
inertia, which is always hard to over-
come without a lot of usage. Still, from
our empirical study we learned that,
even when merges were not identical
to the ground truth, users would ac-
cept them if they proved to be seman-
tically equivalent. Ultimately, that
proved to be a pleasant surprise, since
it revealed we had previously been
undercounting our wins according to
our success metrics.

COATTA: Did anything else interesting
surface along the way?

BIRD: At one point, one of our interns
did a user study that pulled merge con-
flicts and their resolutions out of Mi-
crosoft’s historical repositories so they
could then be compared with the reso-
lutions our tool would have applied. As
you might imagine, quite a few differ-
ences surfaced. To understand where
our tool may have gone wrong, we went
back to consult with those people who
had been involved in the original merg-
es and showed them a comparison
between what they had done and how
the tool had addressed the same merge
conflicts.

We specifically focused on those
conflicts that had been resolved over
the preceding three months on the
premise that people might still recall
the reasoning behind those decisions.
We learned a ton by going through
that particular exercise. One of the
lessons was that we had probably un-
dercounted how often we were getting
things right, since some of these de-
velopers would say things like, “Well,
this may not exactly match the merge
Idid, but I would have accepted it any-
way.”

The other major benefit of that study
was the insight it provided into what
the user experience for our tool should
be. This all proved to be a major revela-
tion for me, since it was the first time I'd
been involved in a user study that was
approached in quite this way—where
developers were pulled in and present-
ed with code they’d actually worked on.

Which is just to say this wasn’t at
all like one of those lab studies where
people are presented with a toy prob-
lem. In this case, we were pulling in
real-world merge conflicts and then
talking with the developers who had
worked to resolve them. We learned so
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much from taking this approach that
I'd recommend other researchers con-
sider doing their own studies in much
the same way.

SVYATKOVSKIY: Another thing that
came out of these user studies was
the importance of explainability. With
large language models, for example,
we can drill into specific three-way
diffs and their proposed resolutions
and then ask for summaries of certain
decisions, which can be helpful when it
comes to building confidence in some
of these Al suggestions.

Also, as Chris indicated, even when
users chose not to go with the solution
offered by DeepMerge, the reasoning
behind the suggestion still seemed to
inform their own thinking and often
led to an improved merge resolution.

COATTA: What’s next?

LAHIRE: There’s room for more
prompt engineering in terms of de-
termining what goes into the model’s
input. We also need to address corre-
lated conflicts. So far, we’ve addressed
each conflict as if it was independent,
but you can have multiple conflicts in
a file that all relate to a certain depen-
dency. Some users have told us that,
once a resolution has been worked out
for one of those conflicts, they’d like to
see something similar applied to each
of the other conflicts that exhibit a
similar pattern, which certainly seems
quite reasonable.

Also, while the types of conflicts
we’ve addressed so far are highly syn-
tactic in nature, there is, in fact, a
whole spectrum of merge conflicts.
There’s still much to address, includ-
ing silent merges that include seman-
tic conflicts, which are much harder to
deal with than anything we’ve handled
so far. Still, I'd say it feels like we’re off
to areasonably good start.
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Crowd workers often use LLMs, but this can
have a homogenizing effect on their

output. How can we—and should we—
prevent LLM use in crowd work?

BY VENIAMIN VESELOVSKY, MANOEL HORTA RIBEIRO,
PHILIP J. COZZOLINO, ANDREW GORDON, DAVID ROTHSCHILD,
AND ROBERT WEST

Prevalence
and Prevention
of Large
Language
Model Use In
Crowd Work

CROWD WORK PLATFORMS, such as Prolific and Amazon
Mechanical Turk, play an important part in academia
and industry, empowering the creation, annotation,
and summarization of data," as well as surveys

and experiments.*! At the same time, large language
models (LLMs), such as ChatGPT, Gemini, and

Claude, promise similar capabilities. They are
remarkable data annotators'® and can, in some cases,
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accurately simulate human behavior,
enabling in silico experiments and
surveys that yield human-like results.?
Yet, if crowd workers were to start us-
ing LLMs, this could threaten the valid-
ity of data generated using crowd-work
platforms. Sometimes, researchers seek
to observe unaided human responses
(even if LLMs could provide a good
proxy), and LLMs still often fail to accu-
rately simulate human behavior.?> Fur-
ther, LLM-generated data may degrade
subsequent models trained on it.>* Here,
we investigate the extent to which crowd
workers use LLMs in a text-production
task and whether targeted mitigation
strategies can prevent LLM use.

Study 1: Prevalence of LLM Use

To estimate LLM use on Prolific, a re-
search-oriented crowd-work platform,
we asked n = 161 workers to summarize
scientific abstracts (following Ribeiro
et al.;*® see Appendix online). We chose
this task because it is laborious for hu-
mans but easily done by LLMs'” and be-
cause it allowed us to use pre-LLM sum-
maries from prior work” as “human
ground truth.” We detected whether
a summary had been generated using
LLMs with a fine-tuned e5-base classi-
fier?® trained on human, pre-LLM sum-
maries® and summaries generated by
GPT-4 and ChatGPT. The model was
then run on each of the 161 new sum-
maries to estimate its probability of

key insights

m LLMs are widely used in crowd work. We
also find that responses written with the
help of LLMs are high-quality but more
homogeneous than those written without
LLMs’ help.

H LLM use by crowd workers compromises
research on human behavior, preferences,
and opinions. Our results indicate we
must find ways to prevent inappropriate
LLM use or appropriately incorporate
LLMs into crowd workers’ workflows.

B LLM use can be diminished by adding
hurdles that complicate their use or by
asking crowd workers not to use LLMs.
However, LLM use remained common in
our field experiments even with these
mitigation strategies.
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being LLM-generated. In this study,
we did not instruct participants to use
LLMs in any way; thus, we captured a
baseline of LLM use for uninstructed
participants doing a task for which
LLMs have a considerable advantage
over human labor.

Following a study on Mechanical
Turk that took place four to six weeks
before ours,” we used three approaches
to aggregate the probabilities of LLM
use (henceforth “LLM probabilities”),
obtaining similar (but slightly lower) es-
timates:

» Classify-and-count, considering as
synthetic any summary with an LLM
probability above 50% (prevalence esti-
mate: 33.3%; 95% CI [25.9%, 40.1%))

» Probabilistic classify-and-count,
where we calibrated the model® (see
Appendix) and then averaged the LLM
probabilities (estimate: 35.2% [29.8%,
40.6%))

» Corrected classify-and-count, adjust-
ing for the type I and type II error rates
estimated on the training data'® (esti-
mate: 35.4% [27.8%, 43.0%)).

We validated our results by analyzing
crowd workers’ copy-pasting behavior
(see Appendix), finding that 55% of the
summaries where workers had copy-
pasted text were classified as synthetic
(that is, LLM probability above 50%) vs.
only 9% when workers had not copy-
pasted text. As no information about
copy-pasting was used in the “LLM-or-
not” classifier, this result strengthens
our confidence in it. Interestingly, far
fewer crowd workers used copy-pasting
on Prolific (53%) in Study 1, compared
with a previous study®” on Amazon Me-
chanical Turk (89%).

Study 2: Prevention of LLM Use

Next, we analyzed whether targeted
strategies can curb LLM use. Specifical-
ly, we studied two different mitigation
approaches: 1) explicitly asking crowd
workers not to use LLMs (henceforth
the “request” strategy) and 2) imposing
hurdles that deter LLM use (the “hurdle”
strategy). We considered two variations
for each: For the request strategy, we
asked individuals either directly or in-
directly not to use LLMs (see Appendix),
and for the hurdle strategy, we either
converted the original abstract text to
an image or disabled copy-pasting en-
tirely. As the two strategies are indepen-
dent, we investigated all combinations

(alongside a no-restriction condition) in
a 3x 3 factorial design (see Table 1).
Using the same task as in Study 1,
Study 2 was conducted by randomly
splitting n = 720 users into the nine con-
ditions. Upon completion, they were
then redirected to a follow-up survey
where they were asked (Q1) how often
they used ChatGPT in their daily lives,
(Q2) whether they had used ChatGPT for
the task, and (Q3) whether they knew of
studies tracking ChatGPT use on crowd-
work platforms (see Appendix for exact
phrasing). We measured LLM use with
the probabilistic classify-and-count
classifier, self-reported LLM use as cap-
tured by Q2, and high-precision (and
likely low-recall) heuristics indicating
LLM use (see Materials and Methods).
Effectiveness of preventive measures.
Table 1 shows the estimated LLM use
across different mitigation strategies.
For example, when workers were di-
rectly requested not to use LLMs and
shown the text to be summarized as an
image (thus preventing copy-pasting),
LLM use (as measured by the probabilis-
tic classify-and-count method) almost
halved, dropping from 27.6% to 15.9% (as
measured by the classifier; see Tablela).
Similar results were obtained using self-
reported use by crowd workers (Q2) and
using high-precision heuristics (Tables
1c and 2c¢; see Materials and Methods).

Comparing high-precision heuristics
with selfreports revealed that only 11
of the 31 workers using LLMs according
to high-precision heuristics admitted
to using LLMs, whereas 31 of the 689
whom the heuristic and classifier both
failed to mark as synthetic admitted to
LLM use.

We further disentangled the effect
of each specific strategy and variation
with a linear model (see Appendix), find-
ing three out of the four tested interven-
tions to significantly reduce LLM use
(considering the LLM use predicted by
the classifier; see the figure). Notably,
asking crowd workers indirectly (“Please
do your best to summarize the abstract
in your own words”) was the least effec-
tive strategy across all measures of LLM
use and the only non-significant inter-
vention when considering the classifier-
based outcome (“Indirect”; 2% decrease;
p = 0.38). This hints at the complexity of
preventing LLM use, as crowd workers
may choose to ignore requests if it is in
their best interest financially.

Correlates of LLM use. We studied the
relationship between LLM use and 1) the
age of crowd workers and 2) how they an-
swered two of the post-survey questions
(Q1: LLM use in general; Q3: awareness
of studies measuring LLM use) using a
simple linear model and considering
both selfreports and the classifier’s

Table 1. LLM use across experimental conditions, estimated using three methods: a)
probabilistic classify-and-count (“Classifier”); b) self-reported use (“Self-reported”); and

c) high-precision heuristics (“Heuristics”). All estimates indicate that the interventions
significantly reduced LLM use, albeit not completely.

Hurdle
None Image Ctrl C+V
§ None 27.6% (21.0%, 34.6%) 21.5% (16.0%, 27.4%) 24.1% (18.3%, 30.4%)
2| Indirect 28.5% (21.7%, 35.8%) 19.8% (14.2%, 25.8%) 19.3% (14.6%, 24.5%)
&| Direct 24.0% (18.6%, 29.6%) 15.9% (11.9%, 20.3%) 15.8% (11.8%, 20.4%)
(a) Classifier
Hurdle
None Image Ctrl C+V
ﬁ None 15.8% (8.5%, 24.4%) 10.4% (3.9%, 16.9%) 4.9% (1.2%, 9.8%)
2| Indirect 13.2% (5.9%, 22.1%) 6.6% (1.3%,12.0%) 3.6% (0.0%, 8.3%)
&| Direct 3.0% (0.0%, 7.1%) 6.6% (1.3%, 13.2%) 9.1% (3.9%, 15.6%)
(b) Self-reported
Hurdle
None Image Ctrl C+V
§ None 10.9% (4.9%, 18.3%) 2.6% (0.0%, 6.5%) 1.2% (0.0%, 3.7%)
2| Indirect 4.4% (0.0%, 10.3%) 5.3% (1.3%, 10.7%) 2.4% (0.0%, 6.0%)
&| Direct 7.1% (3.0%, 12.1%) 4.0% (0.0%, 9.2%) 0.0% (0.0%, 0.0%)

(c) Heuristics
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LLM-probability estimates as outcomes
(see Appendix). We found that younger
individuals were significantly more like-
ly to use LLMs (-0.18% in estimated LLM
probability per year; p = 0.014) and that
workers who used LLMs “often” were
18.7% more likely to use it for the task (p
< 0.001). Awareness of studies measur-
ing LLM use did not significantly affect
use (+1.6%; p = 0.55). Results were similar
when considering self-reported use as
the outcome variable.

Additionally, we analyzed the rela-
tionship between LLM use and time
spent on the task, finding that preven-
tive measures (that is, hurdles and re-
quests) seem to mediate the relation-
ship. Users who selfreported LLM use
spent 21.9% less time (relative decrease;
p = 0.002) to complete the task than
those who did not (across experimental
conditions). Using a simple linear model
with time spent as the log-transformed
outcome (see Appendix), we further
analyzed this relative change across dif-
ferent proxy metrics for LLM use and
experimental conditions (see Table 2).
Across proxy metrics, we found that the
overall time reduction is never statisti-
cally significant when hurdles are em-
ployed. However, when only requests are
applied, results differed: The relative de-
creases were not statistically significant
considering the classifier but remained

research and advances

Figure. Estimated effect sizes for interventions to prevent LLM use considering three dif-
ferent measures of LLM use as the outcome variable: a) probabilistic classify-and-count,

b) self-reported use, c) high-precision heuristics. Error bars represent 95% confidence
intervals; n=720.
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statistically significant considering self-
reports. We hypothesize this may be
because users who use LLMs and lightly
edit their output spend more time on the
task and are less likely to selfreport use.

Content-level analysis. Analyzing
the text of crowd workers’ summaries,
we found that summaries labeled as
synthetic by the classifier were signifi-
cantly more “homogeneous” than those
labeled as human, according to a previ-
ously proposed homogeneity metric*
and BertScore® (details in Appendix).

Table 2. Relative differences in time spent between instances where we detected LLM
use and where we did not. We report differences across the nine experimental conditions

and determine LLM use using three methods. (Note that time spent is one of our heuris-
tics for detecting ChatGPT use.)

Hurdle
None Image Ctrl C+V
‘Q’ None -32.0% (-51.6%, -4.5%) 18.0% (-19.8%,73.6%) 5.1% (-22.6%, 42.7%)
2| Indirect -2.0% (-28.8%,34.9%)  42.4% (-3.3%,109.6%) 4.9% (-26.8%, 50.2%)
@| Direct -12.0% (-34.2%, 17.7%)  1.0% (-43.9%, 81.7%) 35.1% (-6.9%, 96.1%)
(a) Classifier
Hurdle
None Image Ctrl C+V
‘é None -34.2% (-55.3%,-3.2%) -0.1% (-34.8%, 53.2%) 1.4% (-41.5%, 75.7%)
2| Indirect -43.8% (-61.0%, -19.1%) -25.1% (-58.0%, 33.3%) -17.6% (-56.0%, 54.1%)
@| Direct -58.9% (-78.5%, -21.5%) 1.8% (-43.4%, 83.2%) 22.7% (-15.7%, 78.8%)
(b) Self-reported
Hurdle
None Image Ctrl C+V
‘é None -46.1% (-65.4%,-16.1%) 35.3% (-40.2%, 206.3%) —45.6% (-81.3%, 58.8%)
2| Indirect -53.7% (-75.0%, -14.3%) —47.9% (-72.2%, -2.5%) 45.1% (-32.1%, 210.1%)
@| Direct -32.3% (-56.5%, 5.2%) 29.4% (-38.6%,172.6%) 0.0% (0.0%, 0.0%)

(c) Heuristics

MARCH 2025 | VOL.68 | NO.3

We estimated a homogeneity score of
45.6% (43.2%, 48.2%) for synthetic texts,
vS. 27.1% (26.8%, 27.4%) for human texts,
and a BERTScore of 91.4 (91.0, 91.8) for
synthetic texts vs. 87.4 (87.2, 87.3) for hu-
man texts.

In the original study whose human
summaries we reused,’® the authors
measured the retention of keywords
from the original abstract correspond-
ing to essential information, finding it
to be highly correlated with human eval-
uations of quality. Using this metric asa
proxy for quality, we found that summa-
ries labeled as synthetic preserved more
keywords (40.1% [36.9%, 43.2%]) than
summaries labeled as human (31.2%
[29.9%, 32.6%]). We found a similar ef-
fect when using self-reports and high-
precision heuristics instead of the clas-
sifier’s labels.

But how do the interventions affect
the above content-level metrics? We
repeated the analysis shown in the fig-
ure but using homogeneity, BERTScore,
and keyword retention as outcomes (see
Section G.1 in the Appendix for details).
We found no significant effect of the in-
terventions on content-level outcomes,
with one exception: Directly request-
ing workers not to use LLMs decreased
keyword retention by 5.8% (p = 0.003).
We hypothesize that the reduction in
keyword retention may be caused by
crowd workers’ hesitancy to use extrac-
tive summarization when prompted not
to use LLMs. (Results were similar when
considering only summaries classified
by us as being human-made.)
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Discussion

The results suggest that LLMs pervade
current crowd work on text-production
tasks. Although adopting various strict
mitigation approaches reduced LLM
use by nearly 50%, it could not entirely
prevent it. While text-production tasks
are particularly suitable for LLM use,
we argue that these findings are broadly
applicable to crowdsourcing, as crowd
workers will likely use LLMs on other
kinds of tasks (for example, image seg-
mentation, multiple-choice questions)
in the near future, if they are not already
doing so. There are several reasons for
this. First, the models are increasingly
capable of doing other tasks; for in-
stance, while writing this article, Chat-
GPT was updated to receive images as
input,” which could allow its use on
tasks such as image tagging or classifi-
cation.? Second, crowd workers have in-
centives touse them;evenin the absence
of LLMs, there are widespread attempts
to “game the system” to make money, to
the extent that an extensive body of work
has been developed around ensuring
the quality of responses.” Third, crowd
workers, who are often tech-savvy*'?
and frequently rely on plug-ins and Web
services to boost their performance and
earnings,™'® are capable of integrating
these models into their pipelines. Even
without requiring coding, tools to auto-
mate ChatGPT use are plentiful (for ex-
ample, IFTTT, Zapier).

Synthetic data may harm the utility
of crowd-work platforms, as research-
ers often care about human behavior or
preferences; for example, the authors of
the paper whose human summaries we
borrowed* wanted to know how people
summarized, instead of merely obtain-
ing good summaries. While some pre-
liminary studies suggest that synthetic
data may capture certain viewpoints,?
it still often fails to do so, and research
using crowd work may inadvertently
capture the behavior and preferences
of LLMs, not humans. Even if LLMs can
capture average behavior or preferences,
the homogeneity of their responses may
result in losing the long tail of human
behavior and preferences that is vital to
researchers* and, according to recent
work, important to training capable
LLMs.?® In that context, our results indi-
cating that LLM-generated summaries
are more homogeneous than human-
generated summaries suggest that LLM

46 COMMUNICATIONS OF THE ACM | MARCH 2025

Our results
suggest that

LLM use may be
particularly harmful
when the goal of
crowdsourcing

is to capture the
diversity of human
preferences,
behaviors, or
opinions.
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use may be particularly harmful when
the goal of crowdsourcing is to capture
the diversity of human preferences, be-
haviors, or opinions.

To foresee the potential harm of LLM
use in crowdsourcing, one may consider
a topic that has received increased at-
tention in the social sciences in the past
few years: climate change.®*® Social sci-
entists often use crowdsourcing to study
attitudes toward climate change.**
Yet, recent work has shown that, when
prompted to answer multiple-choice
questions, LLMs’ opinions are better
aligned with liberal, wealthy individuals
and exhibit pro-environmental bias.!>**
Therefore, it may be expected that LLM
use could harm the validity of social sci-
entists’ studies on behavioral interven-
tions and assessments of global stances
toward climate change. We stress that
this is not particular to climate change:
Social scientists use crowdsourcing for
various topics,® and LLMs are non-rep-
resentative of the samples of interest in
various ways."'*??

We must be careful not to conflate
LLM use with cheating. Depending on
the study, it could be beneficial if LLMs
assist crowd workers. Further, as LLMs
become intertwined with how people
write and accomplish everyday tasks,
the distinction between “synthetic” and
“human” data may blur. For example, is
text generated with the help of a spell-
checker synthetic? Thus, we expect the
thresholds for concern and meaning
will shift dramatically over the coming
months and years, as LLMs become
more ubiquitous in everyday productivi-
ty tasks. In that context, a fruitful future
direction is to explore the landscape of
how crowd workers use LLMs. There are
many ways of integrating these mod-
els into crowd workers’ workflows, and
different approaches may affect down-
stream research output differently.

We found that stricter mitigation
approaches can significantly reduce
LLM use. These measures may, how-
ever, backfire when detection is critical.
Stricter measures may limit the num-
ber of participants using LLMs but also
make them more reluctant to admit ex
post that they used them, or make them
more difficult to detect, as the preven-
tion measure eliminated a key indicator
of LLM use. For example, removing co-
py-pasting makes it harder to use LLMs,
limiting use, but then researchers also



cannot use copy-pasting as a feature to
detect who used LLMs. Further, mitiga-
tion approaches can reduce the overall
response quality: As we found empirical-
ly, workers explicitly told not to use LLMs
produced lower-quality summaries.

LLM-based tools and LLM users are
co-evolving in ways to ensure the low
temporal validity of our specific findings
and estimates. In the past few months
alone, tools have evolved to interpret im-
ages and to call LLMs without the need
to copy-paste (for example, by simply
selecting text). This does not diminish
the value of our work—it makes it even
more valuable: It is critical to establish
baselines and ongoing measurements
as this co-evolution progresses, and our
work establishes such baselines. Fur-
ther, we are confident that our high-level
interpretations and guidance will trans-
late across this evolution, and we hope
this helps establish a regularly updated
new program of study to serve crowd-
work platforms and researchers.

To conclude, in light of our findings,

Materials
and Methods

» Data. We modified a prior
Mechanical Turk task'® where crowd
workers were asked to summarize
medical paper abstracts. We re-ran the
study twice on Prolific. In Study 1, we
estimated prevalence by collecting 168
user summaries (paying £9/hour). In
Study 2, we re-ran the study on 720 users,
now using several mitigation techniques
(paying £10/hour). (See Appendix for full
description of data and original study.)

» Model training. We fine-tuned a
e5-base-v2 language model* for our
classification task and conducted

a hyperparameter sweep. The model

was trained on the summaries from

the original study'® (written before the
adoption of LLMs) and summaries
synthetically generated using

OpenATI’s APIL.

> Heuristic-based estimates. We
defined two high-precision heuristics
for measuring LLM use: feasible time for
completion and pasting in artifacts from
the ChatGPT Web interface (details in
Appendix).

> Effect of each intervention. We
assessed the effectiveness of each of the
interventions with a linear probability
model. We do not consider interactions
between the treatment conditions, as

a two-way ANOVA indicated that the
interactions between the two strategies
are not statistically significant.

we propose two practical guidelines
for using crowdsourcing in the era of
large language models. First, research-
ers should assess the impact of LLMs
on their research by asking themselves:
Is the point of crowdsourcing to obtain
data representative of human behavior,
preferences, and opinions? And if so, is
capturing the diversity of these human
responses important? We argue that
crowdsourcing will be most affected
when the answer to both questions is
yes, as we found that LLM responses dif-
fer from human responses and are more
homogeneous. Second, iflarge language
models are likely to harm the utility of
crowdsourcing, our findings indicate
that researchers can actively dimin-
ish LLM use by requesting that workers
not use them and creating hurdles that
decrease the incentives for using them.
Notably, hurdles should be adapted as
models become more capable and bet-
ter integrated into people’s lives.
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‘ Attackers can use forged ICMP error messages
to exploit vulnerabilities in the TCP/IP stack.

Exploiting
Cross-Layer
Vulnerabilities:
Off-Path
Attacks on

the TCP/IP
Protocol Suite

THE TCP/IP PROTOCOL suite is a set of communication
protocols underpinning the Internet. Protocols at
different layers of the suite—for example, Wi-Fi, IP, TCP,
and HTTP (Figure 1)—form the essential framework
for data transmission on the Internet. But given

the paramount significance of the TCP/IP protocol
suite, it is also a pivotal target for myriad forms of
attacks.®?1»1618.2228 yylnerabilities in the suite can have
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extensive repercussions, posing a fun-
damental threat to Internet security
and presenting significant incentives
to attackers. As a result, both industry
and academia have dedicated substan-
tial efforts®816202%3637 toward combat-
ing the diverse spectrum of network
attacks. What has received limited
attention, however, are vulnerabili-
ties arising from cross-layer interac-
tions among various protocols within
the TCP/IP protocol suite, caused by
forged Internet Control Message Pro-
tocol (ICMP) error messages. These
vulnerabilities can be exploited by off-
path attackers, posing risks to Inter-
net security.

In the process of network data pro-
cessing, protocols within the suite
must interact and coordinate across
layers. This cross-layer interaction en-
sures the smooth generation, trans-
mission, reception, and storage of
data. For example, when delivering
an HTTP message, protocols such
as DNS, TCP, IP, ARP, and Wi-Fi may
need to be invoked to process and
encapsulate the message. Although
each protocol within the stack may
individually possess sufficient robust-
ness, combining these protocols and
engaging in cross-layer interaction
through function calls can introduce
security issues or anomalies. Specifi-
cally, the proper execution of one lay-
er’s specific functionality can be com-
promised by the normal execution

key insights

m The TCP/IP protocol suite serves as the
backbone of the Internet. Despite more
than 40 years of development, its security
remains a critical concern.

m By exploring the security implications
of cross-layer interactions within the
TCP/IP protocol suite, particularly those
triggered by ICMP errors, we identified
several significant vulnerabilities in
modern TCP/IP implementations.

B There remains a continuous need to
uncover subtle semantic vulnerabilities
within the TCP/IP protocol suite,
particularly through techniques that
minimize manual effort, such as program
analysis and Al-driven approaches.
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Figure 1. The TCP/IP protocol suite serves as the essential framework for data transmis-

sion on the Internet.
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Figure 2. Threat model of off-path attacks on the TCP/IP protocol suite via forged ICMP

error messages.

Client

Attacker

of other layers. For instance, the loss
of frames in wireless networks com-
monly occurs due to inevitable com-
munication-noise interference; how-
ever, at the TCP layer, if TCP segments
are not promptly acknowledged due
to the loss of wireless frames, it can
mistakenly trigger the detection of
network congestion, leading to inef-
ficient execution of the TCP conges-
tion-control algorithm.*

ICMP, recognized as a fundamen-
tal component of the TCP/IP protocol
suite, frequently drives cross-layer in-
teractions that transcend traditional
network layer boundaries to report
network conditions or errors. By op-
erating directly on top of IP, ICMP er-
ror messages embedded with various

payloads can influence the behavior
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HTTP/DNS/SSH/
SMTP

TCP/UDP

of higher layers such as TCP and UDP,
and can even be exploited by off-path
attackers to compromise higher-lay-
er protocols. Here, we undertake a
comprehensive study to investigate
the cross-layer interactions within
the TCP/IP protocol suite caused by
forged ICMP errors. In doing so, we
uncover multiple vulnerabilities, in-
cluding information leakage, desyn-
chronization, semantic gaps, and
identity spoofing. We discuss each
of these in turn, but first we will pro-
vide some background on ICMP error
messages and their associated threat
model.

Basics of ICMP error messages.
ICMP error messages are specific
types of ICMP messages generated in
response to network issues. They play

VOL. 68 | NO.3

a crucial role in identifying and diag-
nosing problemswithin a network.?*>3
These messages include Destination
Unreachable (indicating network
failures or host unavailability), Time
Exceeded (resulting from packet time-
to-live expiration), Parameter Prob-
lem (addressing IP header parameter
issues), and Redirect Messages (for
optimizing routing). Source Quench
messages, historically significant for
congestion control, are now deprecat-
ed. Aiming to report network issues
to the receiver, ICMP error messages
inevitably induce cross-layer interac-
tions within the TCP/IP protocol stack
and prompt the receiver to adjust its
behavior based on the received ICMP
error messages. According to the
ICMP specifications,**?* ICMP error
messages should contain at least the
first 28 octets of the original packet
that triggered the error message (that
is, 20 octets of the IP header plus at
least the first eight octets). When an
ICMP error message is received, the
receiver can use the embedded pay-
load in the message to match it to the
corresponding process. This enables
the process to adapt and respond ef-
fectively. For example, when an ICMP
Destination Unreachable message
with the code “Packet too big” is re-
ceived, it facilitates cross-layer inter-
actions by enabling the receiver’s TCP
to reduce its maximum segment size
(MSS), thereby avoiding IP fragmenta-
tion on the intermediate routes that
issued the ICMP error message.
Unfortunately, in practice, it is easy
for attackers on the Internet to forge
ICMP error messages to manipulate
the receiver’s behavior, for a couple
of reasons. First, because ICMP error
messages can be generated by any in-
termediate router along the network
path, it is difficult for the receiver to
authenticate their source. This is par-
ticularly challenging because attack-
ers can use IP address spoofing tech-
niques to forge the source IP address.
Second, although ICMP specifications
require that error messages include
at least the first 28 octets of the origi-
nal packet, enabling the receiver to
match the message and perform a
legitimacy check, attackers can eas-
ily forge a 28-octet payload to bypass
this check. In the context of TCP com-
munication, the first 28 octets of the



original packet contain a random se-
quence number, which is hard for at-
tackers to guess. However, in UDP or
ICMP scenarios, since these protocols
are stateless and lack randomized se-
quence numbers, attackers can eas-
ily forge a 28-octet payload to include
in the falsified ICMP error message.
This allows them to evade the receiv-
er’s legitimacy check and deceive the
receiver into responding to the mes-
sage, leading to unintended protocol
interactions that pose security risks.

Threat model of off-path attacks.
Figure 2 shows the threat model of
off-path attacks on the TCP/IP pro-
tocol suite via forged ICMP error
messages. The off-path attacker is
positioned outside the direct commu-
nication path between the server and
the client. Consequently, the attacker
cannot intercept or directly modify
packets in transit between the server
and the client. Instead, the attacker
can forge and send packets with ar-
bitrary source IP addresses.>* Specifi-
cally, by leveraging forged ICMP error
messages, the attacker exploits weak-
nesses and forces exceptional behav-
iors during cross-layer interactions
among multiple protocols within the
server’s TCP/IP protocol suite. Once
these vulnerabilities are triggered,
network traffic from the server to the
client will be affected. Furthermore,
the off-path attacker can impersonate
the server and inject crafted packets
into the client to manipulate the tar-
get network traffic. The following four
sections delve into work of ours that
identified vulnerabilities (informa-
tion leakage,”'® desynchronization,"
semantic gap, and identity spoof-
ing®) caused by forged ICMP error
messages, enabling off-path attackers
to launch impactful attacks.

Information Leakage

TCP plays a fundamental role within
the TCP/IP protocol suite and is an
important part of the Internet, ensur-
ing data packets reach their intended
destinations accurately and in the cor-
rect sequence. A key security measure

a Prior studies show that about a quarter of
ASes on the Internet do not filter packets with
spoofed source addresses leaving their net-
works, and it is trivial to rent such a machine
from a bulletproof hosting node.>***

By operating
directly on top

of IP, ICMP

error messages
embedded with
various payloads
can influence the
behavior of higher
layers such as TCP
and UDP, and can
even be exploited by
off-path attackers to
compromise higher-
layer protocols.
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within the TCP protocol is 32-bit ran-
domization of sequence and acknowl-
edgment numbers. This strengthens
the protocol’s resilience against out-
of-band malicious TCP packet injec-
tions. However, despite the extensive
randomized sequence and acknowl-
edgment number space, which sig-
nificantly increases the time needed
for brute-force attacks, TCP protocol
operations involve interactions with
other protocols in the TCP/IP proto-
col suite. During these interactions,
certain fields of other layer protocols,
such as the Identification field of the
IP protocol (IPID), can be exploited to
infer the TCP protocol’s sequence and
acknowledgment numbers. In partic-
ular, we discovered that the IPID field,
even with the most advanced IPID as-
signment policy currently available in
Linux systems, can be manipulated by
aforged ICMP error message issued by
off-path attackers. This manipulation
allows the attacker to indirectly infer
confidential information (that is, the
sequence and acknowledgment num-
bers of TCP) by observing the IPID
field, ultimately leading to informa-
tion leakage during protocol cross-
layer interactions. This can enable the
off-path attacker to inject malicious
TCP packets into the target connec-
tion, thereby jeopardizing the integ-
rity of the associated TCP stream.’

IPID assignment. The IPID field is
used to enable defragmentation. After
abandoning previous vulnerable IPID
assignment methods (for example,
global IPID assignment and per-desti-
nation IPID assignment), modern op-
erating systems typically employ ad-
vanced methods to assign IPIDs for IP
packets. For instance, Linux systems
use a per-socket-based IPID assign-
ment policy for TCP packets and 2,048
globally shared hash counters for non-
TCP packets.! Though this IPID as-
signment method aims to safeguard
TCP protocols against information
leakage stemming from IPID values,
we demonstrated a vulnerability that
can be exploited by off-path attackers
to deduce the upper-layer sequence
and acknowledgment numbers of a
victim TCP connection.

Inference of randomized numbers.
In this situation, the off-path attacker
pretends to be a router and issues a
crafted ICMP error message (an ICMP
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Destination Unreachable message
with the code “Packet too big”) em-
bedded with a 28-octet payload of a
fake ICMP echo reply packet to a Linux
server. This crafted ICMP error mes-
sage evades the server’s legitimacy
check and deceives it into downgrad-
ing its IPID assignment policy for TCP
packets. The policy transitions from
a per-socket-based policy to the utili-
zation of 2,048 globally shared hash
counters. Given the limited size of the
hash counter pool (2,048), the attacker
can change its IP address to success-
fully provoke a hash collision with a
victim TCP client of the server.” This
occurs because Linux servers select
one of the 2,048 hash IPID counters
based on the destination IP address of
outgoing packets. Consequently, the
server can be tricked into selecting
the same IPID counter for both the at-
tacker’s IP address and the victim cli-
ent’s IP address. This situation allows
the attacker to deduce the specific
IPID counter being used by the Linux
server for the victim TCP connection,
thus creating a side channel to leak
connection information.

Once the shared IPID counter is
identified, the attacker proceeds to
send crafted TCP packets to the vic-
tim server. The shared IPID counter

b Since kernel version 5.12.4, Linux has used a
dynamic hash counter pool proportional to
physical RAM size to mitigate IPID-based fire-
wall attacks.*

will exhibit varying behaviors under
different circumstances, enabling the
attacker to discern whether the speci-
fied values in the forged TCP packets
are correct. As shown in Figure 3, the
attacker initiates the process by send-
ing an ICMP echo request packet to the
server and monitors the current value
of the shared IPID counter when the
server responds with a reply packet.
Subsequently, the attacker imperson-
ates the identity of the victim client
by IP spoofing and crafts a TCP packet
destined for the server. This crafted
packetincludes the specified sequence
number (seq). In this scenario, the
server’s behavior varies based on the
sequence number specified within the
crafted packet. As illustrated in Figure
3a, when the specified sequence num-
ber is incorrect (that is, not within the
server’s receive window), the server
simply discards the packet. When the
attacker later observes the current
value of the shared IPID counter once
more, it will notice that the IPID coun-
ter’s values remain consecutive.

If the specified sequence number
is correct (as shown in Figure 3b), the
server will generate a reply packet
destined for the client, even though
the client will ultimately discard this
reply. This reply packet consumes a
value from the shared IPID counter.
When the attacker subsequently ob-
serves the current value of the shared
IPID counter once more, it will notice
that the IPID counter’s values are no

longer consecutive. By making this
comparison, the attacker can accu-
rately deduce sensitive information,
such as the sequence and acknowledg-
ment numbers of the target TCP con-
nection. For off-path TCP injection at-
tacks (as described in Cao et al.® and
Qian and Mao*®), once off-path attack-
ers identify the randomized sequence
and acknowledgment numbers of the
target TCP connection, they can craft
an out-of-band TCP packet specified
with these identified numbers in the
TCP header. When injected into the
target connection, this packet will
pass verification and be accepted by
the receiver, potentially terminating
or poisoning the connection.
Experimental results. Through
real-world evaluations, we have dem-
onstrated that the information leak-
age caused by cross-layer interactions
can have severe real-world conse-
quences, enabling attackers to infer
and disrupt a large number of TCP
connections. We found that more
than 20% of the Alexa top 100k web-
sites are vulnerable. To test this, we
first establish a TCP connection from
our client to each of the websites in
the Alexa top 100k list. Then, an at-
tack machine on the Internet issues
a forged ICMP “Packet too big” mes-
sage to the website to manipulate its
IPID assignment for our client. Our
results show that 20% of the websites
can be tricked into downgrading the
IPID assignment from the per-socket-

Figure 3. The attacker determines the accuracy of the specified sequence number by observing the shared IPID counter.®
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Figure 4. Snapshot of Web application

poisoning.®

professor

Hello, because of 2019-nCoV, our class
‘Network Science' will be held in this
Rocket.Chat group.

student2
S OK

S student1
OK Forged message

n professor
Professional 2019-nCoV treatment, quick and
cheap. Website: www.quick2019ncov.xyz

+ 77?2 7

based policy to the hash-based policy
for their TCP packets after receiving
forged ICMP error messages. We have
implemented a prototype to perform
case studies on a wide range of appli-
cations—for example, HTTP, SSH and
BGP—to validate the effectiveness of
the identified off-path TCP hijacking
attack due to cross-layer information
leakage. We’ve shown that an off-path
attacker can infer the sequence num-
ber of a target TCP connection on port
22 within 155 seconds, thus crafting
an out-of-band TCP RST packet to
tear down the victim SSH session to
cause a denial-of-service (DoS) attack.
In addition, the attacker can infer
the sequence and acknowledgment
numbers of a target TCP connection
within 215 seconds, thus crafting a
TCP data packet to poison Web appli-
cations or BGP routing tables.’ Figure
4 is a snapshot of our attack against a
Web application, in which an attacker
identifies a TCP connection and pro-
ceeds to inject a fake message.

Desynchronization
Desynchronization within the TCP/IP
protocol suite caused by crafted ICMP
errors refers to a situation where multi-
ple protocols simultaneously work with
the same variable or data unit. Factors
such as network delays or conditional
competition introduced by a crafted
ICMP error message can cause these
protocols to lose synchronization, lead-
ing to ambiguity around the value of
that variable or data unit. This disrup-
tion can degrade the network’s original
functionality or semantics, creating
opportunities for attackers to exploit
and compromise network systems.
Consider the path MTU value,
which is a global variable maintained

within the host’s IP layer. This value
defines the maximum IP packet size
for the path from the host to a spe-
cific destination IP address. Opera-
tions on the path MTU value extend
beyond the IP protocol and involve
various other protocols, such as TCP
and UDP. Ideally, using the path MTU
value to determine TCP segment size
should eliminate the need for IP frag-
mentation. However, we have demon-
strated that, in practice, simultane-
ous updates on this global variable by
various protocols, tricked by a crafted
ICMP error message, can lead to de-
synchronization issues.”> This can
result in discrepancies between the
path MTU value at the IP layer and
the MTU value read by the TCP layer,
potentially causing the TCP layer to
transmit oversized segments, lead-
ing to abnormal IP fragmentation.
Consequently, off-path attackers can
inject manipulated IP fragments into
the target TCP connection, causing
the mis-reassembling of IP fragments
and disrupting the target TCP traffic
without needing to infer random se-
quence numbers.

Forcing IP fragmentation on TCP.
It is a widespread belief that TCP is
immune to IP fragmentation because
TCP enables path MTU discovery (PM-
TUD) by default. This mechanism de-
tects the maximum allowed packet
size along the path and enables TCP
to adjust the maximum segment size
(MSS) accordingly, thus avoiding IP
fragmentation on TCP.*3' In prac-
tice, the detected path MTU value is
a global variable maintained at the
IP layer. Consequently, when multiple
protocols, such as IP, TCP, UDP, and
others, simultaneously interact with
it, unexpected synchronization issues
may occur, resulting in unintended IP
fragmentation on TCP segments.

research and advances

As shown in Figure 5, a router on
the Internet may generate an ICMP
error message (an ICMP Destina-
tion Unreachable message with the
code “Packet too big”) directed at the
server. This ICMP error message can
be triggered by various protocol ses-
sions from the server, such as UDP or
ICMP echo. Upon reaching the server,
this message updates the global vari-
able of path MTU in the IP layer based
on its contents. However, as this
message lacks specific TCP connec-
tion information, the update to the
path MTU value is not immediately
synchronized with the TCP layer. In-
stead, the IP layer defers feedback
until it passively detects the TCP con-
nection by receiving oversized TCP
segments, which it then fragments
and sends out. Once the IP layer ac-
knowledges the TCP connection, it
updates the TCP layer with the new
path MTU value, allowing TCP to ad-
just the MSS of subsequent segments
to avoid IP fragmentation.

This desynchronization issue con-
cerning the path MTU value between
TCP and IP undermines the primary
purpose of the path MTU discovery
mechanism and causes unintended
IP fragmentation on TCP segments.
In particular, we find that off-path at-
tackers on the Internet can imperson-
ate a router and forge such an ICMP
error message to trick the server into
fragmenting its TCP segments. This
manipulation exploits the inher-
ent challenge in verifying the source
and transmission path of ICMP error
messages within the current Internet
infrastructure. For example, we can
forge the ICMP error message to in-
clude an embedded ICMP echo reply
packet, effectively tricking the server
into fragmenting TCP segments and
introducing a new attack vector.

Figure 5. IP fragmentation on TCP segments due to desynchronization of the path MTU

value between IP and TCP.
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Poisoning TCP traffic via IP frag-
mentation. Once TCP packets expe-
rience IP fragmentation due to the
desynchronization issue, an off-path
attacker may exploit this vulnerability
to launch IP fragmentation injection
attacks against TCP traffic. As shown
in Figure 6, at first the off-path attacker
may employ various techniques, such
as social engineering or network side
channels, to detect the existence of a
TCP connection between a victim serv-
er and a client. Then, the attacker forg-
es an ICMP error message and sends it
to the server, triggering the desynchro-
nization vulnerability on path MTU in
the server’s TCP/IP protocol suite. This
manipulation causes IP fragmenta-
tion on the TCP packets sent from the
server to the client. Following this, the
attacker impersonates the server via
IP spoofing and sends crafted IP frag-
ments to the victim client. As a result,
legitimate fragments from the server
will be incorrectly reassembled with
the malicious ones introduced by the
attacker. Ultimately, this leads to the
replacement of the original data with-
in the TCP packets, initiating a poison-
ing attack on the targeted TCP stream.
According to RFC 791, the minimum
IP fragments on the Internet is 68 oc-
tets; thus, the random sequence and
acknowledgment numbers are always
carried in the first benign fragment
from the server. Consequently, IP-frag-
mentation-based poisoning attacks
against TCP can be performed without
the need to infer the random sequence
and acknowledgment numbers.*

Experimental results. We demon-
strated that off-path attackers can
manipulate HTTP traffic via our at-
tack. A malicious JavaScript installed
at the victim client via spam aids the
attacker in synchronizing timing
and aligning data to poison the local
Web cache.? The connection to the

¢ It is worth noting that the handling of over-
lapped IP fragments is an implementation
decision. Popular operating systems (for ex-
ample Linux, OpenBSD, Windows) handle
overlapped IP fragments on a first-come, first-
served basis,'> which allows attackers to send
crafted IP fragments to the victim client in
advance, facilitating the construction of our
attack.

d The malicious JavaScript is sandboxed by the
client’s browser, having limited privileges,
and cannot access any information within the
TCP/IP protocol suite.

54 COMMUNICATIONS OF THE ACM | MARCH 2025

Protocols may
inherently fall short
in comprehensively
addressing the
wide spectrum

of data types

and exceptional
scenarios when
processing packets
carrying cross-layer
data.

| VOL.68 | NO.3

target HTTP server is established by
the puppet, and the connection and
segments from the HTTP server are
known to the attacker. Consequently,
leveraging our method, the attacker
can craft subtle IP fragments to force
the incorrect reassembly of both le-
gitimate and malicious fragments,
thereby poisoning the client’'s Web
cache, leading to regular users en-
countering poisoned local cache data
when accessing the HTTP server later.

Furthermore, we showed that an
off-path attacker can manipulate BGP
routing tables via our attack. The at-
tacker first probes periodically ad-
vertised BGP messages in advance.*
Then, it manipulates BGP routers
into fragmenting TCP segments
by sending forged ICMP error mes-
sages. Finally, the attacker injects
forged fragments into the BGP mes-
sages to poison the routing tables.
Figure 7 illustrates the altered rout-
ing information received by a vic-
tim BGP router within our test-bed
environment, which differs from the
original routing information adver-
tised by its peer BGP router. In this
scenario, the attacker has replaced
the legitimate routing information of
10.2.2.0/24 with a counterfeit entry of
12.2.0.0/24 by injecting meticulously
crafted IP fragments into the victim
BGP router. Our experimental find-
ings indicate that these attacks can
pose a significant threat to Internet
infrastructure. It is worth noting
that a session encryption mecha-
nism (for example, TLS) will mitigate
the identified IP fragmentation at-
tacks against TCP, since the mis-re-
assembled TCP segment cannot pass
the up-layer verification and will be
discarded. However, the discarding
of the mis-reassembled TCP seg-
ment will incur a performance loss,
since benign fragments are also dis-
carded together.

Semantic Gap

Protocols may inherently fall short in
comprehensively addressing the wide
spectrum of data types and exception-
al scenarios when processing pack-
ets carrying cross-layer data, giv-
ing rise to gaps in understanding
that hinder the proper response to
such packets. To maintain network
functionality, protocols may resort



to employing default and imprecise
processing methods when respond-
ing to these packets, thereby intro-
ducing the possibility of semantic
mismatches—semantic gaps—that
attackers can exploit to compromise
the system’s security. Specifically, we
uncovered that, due to such a seman-
tic-gap vulnerability in the legitimacy
checks against ICMP error messages,
an off-path attacker on the Internet
can craft an ICMP redirect message
to evade the receiver’s (for example, a
public server) checks. This tricks the
receiver into modifying its routing
table incorrectly and forwarding its
IP traffic to black holes, thereby con-
ducting a stealthy DoS attack against
public servers on the Internet.™

DoS via semantic gap of ICMP error
checks. Figure 8 illustrates our design
for constructing a DoS attack against
a victim server, redirecting its traf-
fic intended for the victim client into
a black hole hosted by a neighbor-
ing host of the server that is unable
to forward network traffic. Initially,
the server can successfully forward
its traffic to the client. An off-path
attacker on the Internet identifies
a neighboring host near the target
server through actions like ICMP echo
requests (for example, using the ping
tool). This host will later serve as a
routing black hole. The attacker then
impersonates the victim client by IP
spoofing and sends a crafted UDP re-
quest to the server. Deceived by the re-
quest, the server responds with a UDP
reply to the victim client, which the
victim client eventually discards.

The attacker then embeds the
predictable UDP reply packet into a
crafted ICMP redirect message and
sends it to the victim server. Accord-
ing to the ICMP specifications,**3
the server will check the first 28 octets
of the embedded UDP reply packet to
validate the legitimacy of the received
ICMP redirect message, thereby veri-
fying the existence of the correspond-
ing UDP socket, even though it cannot
check any further information due to
UDP’s stateless nature. Since the at-
tacker previously tricked the server
into establishing the UDP socket for
the victim client, this crafted ICMP
redirect message will pass the serv-
er’s legitimacy check. Consequently,
the server will mistakenly accept and

respond to the message, redirecting
its traffic for the victim client to the
neighboring host as specified by the
forged ICMP redirect message. How-
ever, the neighboring host lacks rout-
ing and forwarding capabilities and
will discard the server’s traffic. This
results in a cross-layer DoS attack on
all network sessions above the IP layer
of the server.

Experimental results. We con-
ducted large-scale measurements
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on the Internet, revealing that this
DoS attack, due to the semantic-gap
vulnerability in the ICMP error mes-
sage’s legitimacy check mechanism,
can be exploited to pose a significant
threat to the Internet. In our ethical
measurement studies, we first initiate
a session between our controlled cli-
ent and the target server (for example,
an HTTP session from our Web client
to a public HTTP server). Then, using
the identified ICMP redirect DoS at-

Figure 6. Poisoning TCP traffic via IP fragmentation.!?
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Figure 9. Distribution of websites with the semantic-gap vulnerability.!!
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tack, we redirect the “server-to-our-
client” traffic to a black hole. This
causes subsequent requests from
our controlled client to the server to
fail, demonstrating that the server
is vulnerable to our attack while not
affecting the server’s regular users.
Our experimental results show that
the identified DoS attack can target
not only individual users, preventing
them from visiting a Web server, but
also server-to-server communication,
such as shutting down a DNS resolver
from contacting a particular authori-
tative name server (under our control
in the experiments due to ethical con-
siderations) to resolve domain names.
Itis even possible to disrupt the entire
operation of a service such as Tor by
breaking down the communication
between a Tor relay node and a next
hop. Our one-month empirical study
on the Internet revealed that 43,081
popular websites, 54,470 open DNS
resolvers, and 186 Tor relay nodes,
spanning 5,184 autonomous systems
(ASes) across 185 countries, are vul-
nerable to the semantic gap vulnera-
bility and susceptible to the identified
remote DoS attack. Figure 9 shows the
geographical distribution of the vul-
nerable websites we detected.

Identity Deception

The problem of identity deception
stems from the lack of security au-
diting for data sources during cross-
layer interactions among multiple
protocols within the TCP/IP protocol
suite, a particular source of ICMP er-
rors. This allows attackers to craft
specific control protocol data, dis-
rupting the normal operation of the
network. We show that in specific
network scenarios, such as Wi-Fi net-
works, identity deception can be par-
ticularly severe, presenting one of the
most common challenges.” In public
Wi-Fi networks such as those found
in airports, coffee shops, campuses,
and hotels, an attacker (a malicious
client) may connect to the network
and employ source-IP-address spoof-
ing techniques to impersonate the ac-
cess point (AP) gateway. The attacker
can then send forged ICMP routing
update control messages (that is,
ICMP redirect messages designed for
AP gateways only in Wi-Fi networks)
to other clients. These forged ICMP
routing update control messages will
pass through the AP gateway; if the
AP gateway fails to block the forged
messages that finally arrive at other
clients, these clients will be tricked
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into following the messages’ instruc-
tions and setting the attacker as their
new AP router, granting the attacker
the ability to intercept traffic with-
in the Wi-Fi network. What is more
concerning is that this vulnerability
enables the attacker to evade Wi-Fi
protocol security measures such as
WPA3, granting access to plaintext
traffic.

Wi-Fi traffic hijacking. Fig-
ure 10 shows an overview of how to
intercept plaintext traffic in Wi-Fi
networks by leveraging the identity-
deception vulnerability. In Wi-Fi net-
works, due to the shared nature of
wireless channels, a malicious client
may eavesdrop on wireless frames
belonging to other clients. These
frames, however, are usually encrypt-
ed by security mechanisms at the
link layer, such as WPA2 or WPA3. As
a result, it is difficult for the attacker
to directly access plaintext informa-
tion. We discovered a security vulner-
ability within the network processing
unit (NPU) employed in AP routers.
Driven by the quest for high-speed
packet forwarding, these NPU chips
within AP routers directly forward
received ICMP messages (including
forged ICMP errors from an attack)



Figure 10. Wi-Fi traffic interception via identity deception.
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(a) The sniffed encrypted frames

at the hardware level, thus failing ac-
cess control list (ACL) rules defined at
the higher layers to verify and block
forged messages.

As shown in Figure 10b, this vul-
nerability allows the attacker to im-
personate the AP router and craft an
ICMP redirect message to manipulate
the IP routing of the victim client.
Even though such a message is meant
to originate exclusively from the AP
router itself and exhibits obvious ille-
gitimate characteristics (for example,
its source being the AP router’s IP
address), due to the NPU’s direct for-
warding of the message, this message
passes through the AP router and re-
mains unblocked. Ultimately, the mes-
sage reaches the victim client, which
is deceived into believing it originated
from the AP router. As a result, the vic-
tim client updates its IP routing, des-
ignating the attacker as the next-hop
gateway. This causes all subsequent
traffic from the victim client to be re-
routed through the attacker.

Note that this attack can bypass
the link-layer encryption-protection
mechanisms employed in Wi-Fi
networks (for example, WPA2 and
WPA3). WPA2 and WPA3 provide per-
hop encryption at the link layer using
a session key shared between the AP
and each attached client. Due to the
crafted ICMP redirect message, how-
ever, the victim client sets the attacker
as the next hop in the IP layer. There-
fore,when the AP receives the encrypt-
ed link-layer frames from the victim
client, it needs to perform multi-hop
relaying at the link layer to complete
forwarding the frames to the next hop
(that is, the attacker). Consequently,
the AP first decrypts the encrypted
frames using the shared secret key
with the victim client. Next, accord-
ing to the Destination Address (which
has been poisoned by the attacker) in

Attacker

Victim
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Attacker

client

(b) Forged ICMP error to the victim

the frame header, the AP encrypts the
frames using the secret key shared
with the attacker and sends them to
the attacker. Finally, after decrypting
the frames, the attacker can intercept
the victim client’s plaintext traffic,
and the linklayer per-hop encryp-
tion in Wi-Fi networks is successfully
evaded.”

Experimental results. We conduct-
ed real-world evaluations to assess
the impact of our attack. Initially,
we investigated whether popular AP
routers could effectively block forged
ICMP redirect messages sent from
an attacker to a victim client. Our
assessment covered 55 popular wire-
less routers spanning 10 vendors (as
shown in Figure 11). Our findings
revealed that none of these routers
block forged ICMP redirects from
passing through. The root cause of
this identity deception vulnerability,
stemming from the flawed design
of NPUs, has been officially recog-

(c) Plaintext intercepted by attacker

nized by Qualcomm (CVE-2022-2566)
and HiSilicon (HWSA21-085272813).
HUAWEI, H3C, Ruijie, MERCURY,
NETGEAR, and Tenda have also con-
firmed the presence of this vulner-
ability in their AP routers due to the
NPU. Furthermore, we evaluated 122
real-world Wi-Fi networks across vari-
ous locations, including coffee shops,
hotels, libraries, cinemas, and cam-
puses, finding that 109 of these net-
works were vulnerable.

Countermeasures

We responsibly disclosed the identi-
fied vulnerabilities to the affected
organizations. We reported the IPID
assignment policy vulnerability, trig-
gered by a forged ICMP “Packet too
big” message, to the Linux commu-
nity. They acknowledged it (CVE-2020-
36516) and improved the IPID design
starting from kernel version 5.16. The
desynchronization and semantic-gap
vulnerabilities, which are exploitable

Figure 11. Distribution of 55 vulnerable AP routers.*®
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for IP fragmentation and remote DoS
attacks, were reported to Linux and
FreeBSD. Both confirmed receipt,
and we are awaiting updates. Qual-
comm acknowledged and fixed the
Wi-Fi identity deception vulnerability
caused by crafted ICMP redirects in
their Snapdragon chipsets (CVE-2022-
2566); other affected vendors are still
working on fixes. We also reported
the vulnerabilities in the legitimacy-
check mechanism of ICMP errors to
the Internet Engineering Task Force
(IETF) and are discussing our coun-
termeasures with them.

Enhancing ICMP error authentica-
tions. The root cause of the four off-
path attacks presented in this article
is that an off-path attacker can forge
ICMP error messages to bypass the
receiver’s legitimacy checks, lead-
ing to unintended protocol interac-
tions and vulnerabilities. The most
straightforward prevention measure
is to strengthen the authentication of
received ICMP error messages. How-
ever, as discussed earlier, verifying the
legitimacy of ICMP errors is challeng-
ing due to two inherent limitations
in the current ICMP specifications.
First, certain ICMP errors (for exam-
ple, ICMP Destination Unreachable
messages with the code “Packet too
big” exploited to trigger the informa-
tion leakage and desynchronization
vulnerabilities) can originate from
any intermediate router, rendering
source-based blocking ineffective.
Second, although ICMP specifications
mandate including at least the first 28
octets of the original packet, off-path
attackers can evade this by embed-
ding a crafted UDP or ICMP payload
into the forged ICMP error messages,
thwarting authentication due to the
statelessness and lack of memory in
the UDP and ICMP protocols.

Inspired by RFC 5961’s challenge
ACK mechanism¥ for defending
against out-of-band TCP packet in-
jection, we propose enhancing ICMP
error authentication by introducing
a new challenge-and-confirm mecha-
nism. In particular, when a receiver
gets an ICMP error message embed-
ded with a stateless protocol payload
(like UDP/ICMP), verifying its authen-
ticity can be difficult. To address this,
the receiver can send another (UDP/
ICMP) packet on the established net-
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work session to the destination, em-
bedding a hash value in the IP options
field. If the prior ICMP error message
was legitimate, this new packet will
trigger another ICMP error message
containing the hash value. This al-
lows the receiver to verify authen-
ticity and respond correctly. This
challenge-and-confirm mechanism
effectively defends against off-path
forged ICMP error messages with
minimal changes to the TCP/IP pro-
tocol suite. It only requires updates to
the ICMP error message verification
code on end hosts, without modifying
intermediate routing devices, and it is
backward compatible. We are discuss-
ing this mechanism with the IETF.
Securing sessions via cryptography.
Another mitigation method is to use
cryptography to secure network ses-
sions as much as possible, such as with
TLS,** QUIC,* and TCP-MD5/TCP-AO.*
This way, even if an off-path attacker
exploits forged ICMP error messages
to trigger vulnerabilities in the TCP/
IP stack, it is difficult for the attacker
to cause real harm to applications. For
instance, even if an attacker manipu-
lates the server’s IPID with ICMP er-
ror messages to create a side channel
and guesses the sequence number of
a target TCP connection, the injected
TCP packet will fail TCP-MD5/TCP-AO
or TLS validation and be discarded.
Similarly, if an off-path attacker in-
tercepts a victim client’s packets in a
Wi-Fi network as a man in the middle
and evades link-layer encryption like
WPA3, the end-to-end encryption pro-
vided by protocols such as TLS or QUIC
makes it challenging for the attacker
to access plaintext application data,
thereby limiting the attack’s impact.

Conclusion and Future Work
Off-path attacks on the TCP/IP pro-
tocol suite present a significant chal-
lenge to Internet security, as they do
not constrain the attacker’s network
topology and require minimal resourc-
es. Previous research has demonstrat-
ed that off-path attackers can exploit
vulnerabilities in the TCP/IP protocol
suite to launch various attacks, such as
TCP hijacking,** routing manipula-
tion,** and Web and DNS cache poison-
ing.!0171923 However, off-path attacks
facilitated by forged ICMP errors have
received limited attention.?>?*



In our study, we systematically re-
vealed four security issues caused by
forged ICMP errors: information leak-
age, desynchronization, semantic
gaps, and identity deception. These
issues can be exploited by attackers
to pose severe security threats to the
Internet. Essentially, these security is-
sues arise from the disruption of the
protocol’s intended communication
processes and semantic integrity by
forged ICMP error messages, leading
to unexpected behaviors that attackers
can exploit. We call these vulnerabili-
ties, as they are protocol interaction se-
manticvulnerabilities caused by forged
ICMP errors, distinguishing them from
memory corruptions caused by unsafe
programming practices. Given that
ICMP (including ICMPv6) is widely im-
plemented and crucial across various
TCP/IP protocol stacks, the semantic
vulnerabilities caused by forged ICMP
errors may extend beyond the four we
have identified.

A critical area of focus for future
research is automated identifica-
tion of these semantic vulnerabili-
ties, for example, by leveraging tech-
niques from program analysis™** and
AI models.**?** In program analysis,
data-flow analysis can be employed
to trace the movement of packets
through the protocol stack, helping
to detect vulnerabilities such as de-
synchronization issues during packet
data processing. AI models trained
on network traffic patterns can iden-
tify anomalies, enabling the early de-
tection of potential vulnerabilities.
By integrating these approaches, it
may be possible to develop more pro-
active and automated methods for
identifying and mitigating security
risks within network protocols.
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With applications in drug delivery, advanced
diagnosis, and patient monitoring, molecular
communications in the bloodstreamis a
promising area of research.

| BY LUCA FELICETTI, MAURO FEMMINELLA, AND GIANLUCA REALI

Molecular
Communications
In Blood Vessels:
Models, Analysis,
and Enabling
Technologies

MOLECULAR COMMUNICATIONS (MC) refers to

the exchange of biological material to transmit
information between biological entities. As one of
the breakthrough research areas of the past decade,
MC has been touted for its potential use in medical
contexts. In this article, we consider a specific
biological environment—the bloodstream—

a promising area for MC research due to its ability to
exchange information at a systemic level. We analyze
possible alternatives to using MC in this challenging
environment, providing models, analysis techniques,
and potential enabling technologies to implement the
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proposed alternatives. As an example,
we use the design of a device for moni-
toring health parameters to discuss the
suitability of applying current findings
in MC to the bloodstream environment
and to provide future research direc-
tions.

Background

The research on molecular communi-
cations over the past decade arose
from the need to identify information-
exchange mechanisms between nano-
devices operating in biological envi-
ronments.? Working on biological
systems led researchers to explore the
possibility of reengineering the infor-
mation-exchange mechanisms already
present in these systems. Each biologi-
cal system requires an exchange of in-
formation on a different scale. Consid-
er, for example, the information in
DNA, which is encoded and trans-
ferred to other particles in a cell’s cyto-
plasm for protein synthesis. Another
example is interactions between cells,
which allow certain proteins to be cap-
tured to trigger various biological pro-
cesses within cells. Such processes also
include several steps of chemical infor-
mation transduction, typically known
as cellular pathways. Bacterial popula-
tions within organisms actively par-
ticipate in the evolution of numerous

key insights

B Molecular communications in the
bloodstream is a promising area of
research, since the bloodstream has
the ability to exchange information at a
systemic level.

B The kinematic behavior of the main
blood particles, induced by the heart
pump, determines the overall behavior
of the channel, making the propagation
environment complex to model.

B The monitoring of health parameters
with a dermal device can be used to
explore the applicability of current forms
of molecular communications in the
bloodstream.

® This analysis suggests a possible
roadmap for implementation of the device
with different candidate technologies,
such as microneedles or fluorescent
proteins able to bind with aptamers.
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Figure 1. Overview of the whole circulatory system, including a zoomed-in portion. The
dashed lines are relevant to the cross-sectional area of that vessel category (that is, the
smaller the vessel, the higher the cross-sectional area), with a graphical illustration of

the flow-rate conservation (A,v, = A,v,) and of the deviation from the parabolic profile into
the Casson profile due to the presence of red blood cells, creating a plug region in the

middle of the vessel.
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processes, requiring forms of coordi-
nation that involve continuous infor-
mation exchanges between bacteria in
the population. Finally, on a larger
scale, consider the information flows
used to command and coordinate the
behavior of organs, such as the nervous
and lymphatic systems.

This plethora of possibilities fall
under the umbrella of the Internet of
Nano-Things (IoNT) network model,’
with many applications in healthcare,
including drug delivery,” advanced di-
agnosis, and patient monitoring.'

MC basics. Before continuing, we
should outline the general structure
of an MC system, including the main
elements that allow the creation of a
molecular transmission chain: infor-
mation encoding, the communication
medium, information transmission
in the medium, propagation through
this medium, reception, and informa-
tion decoding for subsequent actions.*
In most MC proposals, information is
conveyed by a stream of chemical com-
pounds, also referred to as carriers,
generated by the transmitter (TX) and
transported by the aqueous medium
of the channel. The exchange of infor-
mation is based on the mechanism of
interaction between carriers and tar-
get proteins, present on the surface of
the receiver cell (RX). According to this
model, information may be encoded
in the concentration of the released

1)
Vs
v,
Vv,
v,
vy
12
: v2
1 12
' 1 ¥ Large
: ! A, cumulative
' area
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compounds, in their release time with-
in the symbol interval, in the type of
compounds, or in any combination of
these.”® These carriers are released by
the TX into the environment through
which the transfer takes place, depict-
ed by a propagation model. This can be
purely diffusive, as occurs within the
cell cytoplasm, or include privileged di-
rections, as occurs in the bloodstream.
The receiving process is typically quite
complex, as it involves the physical and
chemical processes that determine the
reception of carriers.

Why blood vessels? As they are a
natural means of transporting infor-
mation, blood vessels are attractive
to MC researchers. In fact, in addition
to transporting vital elements such
as oxygen and sugars, they allow the
exchange of chemical compounds be-
tween organs, which is the basis for the
coordination of biological processes;
blood vessels therefore transport infor-
mation at a systemic level. They form a
circular closed path that branches out
throughout the body through vessels
with variable sections, as depicted in
Figure 1. In addition, capillaries allow
the exchange of chemical compounds
(and therefore, of information) with or-
gans.

Despite researchers’ interest in us-
ing MC in the bloodstream, analyzing
and modeling these systems is chal-
lenging. The transport mechanism
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in blood vessels is determined by the
movement of the main blood particles,
namely red blood cells (RBCs), white
blood cells (WBCs), and platelets. The
combination of their kinematic be-
havior, induced by the cardiac pump,
determines the overall behavior of
the channel. Therefore, the resulting
propagation environment is complex
to model, even for simple systems.

The objective of this article is to il-
lustrate the research challenges and
proposed solutions for the application
of MC systems in blood vessels. Its first
contribution is a description of the
models of MC in blood vessels, con-
sidering some elements are not easy
to find in the reference literature. An
example is how red blood cells (RBCs)
influence the velocity profile in small
vessels and induce a significant inter-
action of molecules dispersed in the
blood with the endothelium, activat-
ing a series of physiological processes.
A further contribution is a summary of
the most popular analysis methodolo-
gies of MC in blood vessels, including
the suitability of different solutions
with respect to the complexity of the
bloodstream environment. The final
contribution is a discussion of the en-
abling technologies that allow inter-
actions between the considered MC
systems and the external world. This is
aimed at identifying the most suitable
technologies for the creation of an MC
device intended for monitoring patient
health parameters, to be applied to the
skin (dermal device). We use the archi-
tectural design of this device as a run-
ning example throughout the article,
aiding our discussion of models and
analysis techniques for MC in blood
vessels and the main challenges for
their adoption in real systems.

A Monitoring Device Leveraging MC
Figure 2 shows the conceptual scheme
of this dermal device, whose purpose is
to continuously monitor health param-
eters, without the need for slower and
more invasive laboratory tests. Assum-
ing blood flows from left to right, the
TX is on the left, composed of a reser-
voir of molecules and an injection in-
terface through the skin. Molecules re-
leased from the reservoir perfuse blood
vessels and propagate downstream.
The RX detection mechanism, on
the right-hand side of Figure 2, lever-



ages the in vivo imaging technique,
based on light signals emitted by fluo-
rescent biosensors triggered by chemi-
cal reactions.?® In more detail, geneti-
cally encoded fluorescent biosensors
are proteins engineered to serve as sen-
sors to monitor signal transduction.
Fluorescent biosensors convert dif-
ferent signaling activities, such as the
concentration of specific proteins, into
one of several types of fluorescence sig-
nals. They consist of a sensing unit and
areporting unit. The former is typically
derived from a cellular protein that par-
ticipates in the signaling pathway of in-
terest and is therefore intrinsically sen-
sitive to the target signaling event. The
latter typically consists of one or more
variants of fluorescent proteins cou-
pled to the sensing unit such that sig-
naling-induced changes in the state of
the sensing unit alter the fluorescence
behavior of these proteins. The speci-
ficity of each biosensor lies in the way
this coupling is implemented. Thus, in
order to allow light emission, fluores-
cent molecules need to be injected un-
der the skin. These molecules, which
are able to bind to signaling molecules
captured by the endothelium, will pass
through the epidermis, reaching the
endothelium. This, in turn, requires
preliminary endothelium activation,
which is a secondary MC from the de-
vice to the endothelium, whose objec-
tive is to make endothelial cells able to
absorb the intended carriers (see the
“monitored section” highlighted in yel-
low in Figure 2) so that they bind with
fluorescent molecules to trigger the
emission of light signals. Toward this

aim, the RX part of the device is made
up of a reservoir of both activation and
fluorescent molecules, to be released
underneath, and a sensor module that
detects the level of fluorescence emit-
ted by the underlying compounds ac-
tually attached to the endothelium in
the monitored section. Fluorescence
intensity increases with the number
of signaling molecules that bind to the
activated endothelium. The distance L,
between TX and RX, allows molecules
to propagate along the vessel according
to the fluid dynamics, which in turn
can be affected by the altered physical
properties of the blood flow due to the
pathological conditions studied. Any
discrepancies in the propagation or
absorption patterns can be monitored
and measured by the sensor module.
The third module in the middle al-
lows for some basic on-board compu-
tation and interfacing with external
devices. The detection of body param-
eters occurs on the bottom layer of the
detection system introduced above, es-
sentially confined to the blood vessel.
In this case, the entry door of the vessel
is the TX equivalent and the monitored
section is the RX equivalent. If the de-
vice is intended to monitor the pres-
ence or concentration of specific sub-
stances in the bloodstream, it simply
consists of the circuit and RX module,
being the TX part of the monitored en-
vironment (for example, multiple cells
or organs emitting target molecules).

Models of MC in Blood Vessels
Transmitters and receivers can be
genetically modified or artificial ele-
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ments.”! In blood vessels, TX and RX
can be both fixed (endothelium/or-
gans, fixed injection point, monitoring
device) or mobile (cell/nanomachine in
the bloodstream). Here, we focus on a
fixed dermal monitoring device, sup-
porting fixed-to-fixed MC. We present
three taxonomies related to the trans-
mission, propagation, and reception of
MC signals in blood vessels. Commu-
nications that take place in capillaries
or, more generally, in small blood ves-
sels (SBVs), must be distinguished from
those that take place in large blood
vessels (LBVs). In SBVs, the presence
of RBCs has a significant impact due
to their mass and tumbling movement
in a constrained space, whereas their
effects on carrier propagation in LBVs
is less impactful (as explained in the
“Models of signal propagation” section
below).

Models of transmitted signals. Al-
though there are several options for
encoding digital information in MC,
as discussed earlier, some of them can-
not be easily used in the bloodstream.
In fact, the presence of the drag force
acting on the blood flow, together with
the RBC tumbling, could significantly
alter the transmitted signal and erase
the features associated with the trans-
ported information. Thus, simple and
robust transmitted signals are neces-
sary. Some alternatives for implement-
ing reliable transmissions in the blood
environment are reported below and
summarized in Table 1.

The ON-OFF pattern is used to
transfer digital information, encoded
in the sequence of bursts®® (modeling

Figure 2. Architecture of a conceptual device that leverages MC in blood vessels to monitor the characteristics of the blood flow. The RX
(realized through molecules coming from the patch on the skin that activate the endothelium) and the eventual TX, implemented with

microneedles injecting molecules into the tissue surrounding the vessel and penetrating into the blood, are identified, as well as the

blood-flow direction and the detector of the received signal implemented in the skin path.
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Table 1. Taxonomy of types of transmission signals and their suitability for use in the

bloodstream.

Propagation in Blood V L
Type of Large blood vessels Small blood vessels
Signal Purpose Information (LBVs) (SBVs)
ON-OFF Transfer Embedded into PRO: limited PRO: no branching
modulation'® of digital sequence of dispersion of burst favors signal integrity
information symbols CON: branching alters ~ CON: high dispersion
burst size of bursts
Predefined » Activation » Sequence type PRO: transport PRO: velocity and
sequence of signal » Molecule type function RBCs favor interaction
burstst® » Signal for CON: branching alters  with endothelium
monitoring burst size CON: burst sized tricky
purposes for branching
Sustained rate  Activation/ Presence of PRO: signal transport ~ PRO: drug
of emitted inhibition ofa  signal CON: branching alters  administration
molecules® receiver rate CON: release rate to

be sized according to
branching

1s) and silence (modeling 0s). It can be
considered a good solution in LBVs,
since a high flow velocity may limit
the burst spreading and the impact
of RBCs is not excessive. Differently,
in SBVs the slow flow intensity favors
a dispersion regime (diffusion domi-
nates advection; see the discussion in
“Models of signal propagation”) mak-
ing bursts difficult to distinguish. In
LBVs, branching can significantly alter
the burst size in unpredictable ways, a
problem less evident in SBVs.

The second option consists of trans-
mitting known activation signals. In
this case, the information is encoded
in the type of burst sequence and/or
molecules used. Since the targets in
this case are essentially the endothe-
lium or organs, SBVs seem to be the
ideal environment in which to use this
solution. In fact, the slow flow velocity
and presence of RBCs favor interaction
with the endothelium, enabling acti-
vation and monitoring functions. In
addition, the size and shape of carri-
ers influence molecules’ margination
and interaction with the endothelium.
Indeed, while spherical particles seem
to produce slightly better margination
than flattened carriers (for example,
ellipsoids), ellipsoidal particles show
slower rotational dynamics near vessel
walls, favoring their adhesion.” Fur-
thermore, larger, micron-size particles
are more favorable for absorption than
sub-micron-size ones.” Rod-shaped
carriers also have interesting absorp-
tion properties. Long filamentous rod
nanoparticles are preferable in low-

pressure environments, whereas short
rods or spherical nanoparticles have
better delivery efficiency to the endo-
thelium?* under high-pressure condi-
tions. Thus, usage of known activation
signals in SBVs actually represents
the most suitable environment for the
monitoring device shown in Figure 2.
Continuous deliveryis mainlyaimed
at drug delivery.” Although LBVs can be
used for transport, the main targets are
SBVs, where drug molecules can be ab-
sorbed by the endothelium or organs.
To size the emission rate, it is necessary
to consider branching in large vessels,
making this rate large enough to reach
the target rate at the destination.
Bio-compatibility issues. Blood car-
ries many signaling molecules, such
as hormones, whose job is not to pro-
vide nourishment to cells, but rather
to regulate a wide range of physiologi-
cal activities. To ensure biocompatibil-
ity with such an environment, the best
choice for information particles is to
use types of molecules that may already
be present in the blood, or similar
ones. The drawback of this approach,
however, is that such molecules could
interfere with the artificially transmit-
ted ones. To distinguish artificial MC
from natural ones, it is necessary to
use significant signal energy (that is,
large bursts of molecules) or reduce
the communication range to very short
distances. In the first case, the use of
large quantities of molecules could in
turn interfere with underlying natural
communications, potentially causing
unwanted side effects. To avoid them,
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it is necessary to reduce the burst size
and, consequently, the communica-
tion range to a few millimeters, which
may be of limited use. However, in the
bloodstream MC can be used mainly to
implement a biocompatible communi-
cation system to trigger specific behav-
iors at the receiver site, such as drug
release, or to implement non-invasive
monitoring through shortrange com-
munication. Thus, information is not
necessarily encoded in the sequence of
emitted bursts, but rather in the pres-
ence of the signal itself and its mac-
roscopic features at the receiver site.
This information can be conveyed by
a single burst of molecules or by a con-
tinuous release at a given rate. Differ-
ent information can be transferred by
using different molecules or patterns.
TX and RX could even be implemented
in the same device, with the TX releas-
ing molecules and the RX estimating
the value of some blood parameters on
the basis of the received signal, for ex-
ample, viscosity.'®

Models of signal propagation. The
cardiovascular system is modeled as
a network of branching ducts com-
posed of sections of different sizes and
lengths, where the heart functions as
a central pumping system (see Figure
1). The blood that flows through this
network is made up of cells suspended
in plasma. The fluidity of the blood is
influenced by some physical proper-
ties, such as concentration, deform-
ability, and the aggregability of circu-
lating blood cells and other elements
dispersed in the plasma, as well as flow
conditions in the macro and micro-
circulation (for example, shear stress,
shear rates, and viscosity™).

Shear stress is the tangential force
of blood on the surface of the endo-
thelium in blood vessels. A high shear
stress is typical of laminar flows, while
low values are typical of turbulent
flows. The shear rate represents the ve-
locity gradient between adjacent layers
of blood." A high shear rate is present
when the flow is fast, as in arteries, or
when the diameter is large. Low values
occur when flow is slow, as in veins, or
when the diameter decreases. Finally,
the blood viscosity increases as the
shear rate decreases. Since the RBCs
are able to deform (high shear rate)
and aggregate (low shear rate), blood
is a non-Newtonian fluid. Thus, under



normal circumstances, capillaries, or
more generally the SBVs, can be mod-
eled using a parabolic velocity profile,
neglecting turbulence (Poiseuille flow,
as shown in Figure 1%%), taking into
account the effects of the blood cells
suspended in a Newtonian fluid (that
is, the plasma® *'%3!), This comes from
the Navier-Stokes equations, which
also describe the drag force exerted on
suspended particles.®® However, RBCs
tend to aggregate, forming a plug flow
region in the center of the vessel, caus-
ing a flattened parabolic velocity pro-
file known as a Casson profile!**® (see
Figure 1), due to the increased blood
viscosity at low shear rates. This is a
more realistic model for the blood-ve-
locity profile in small vessels without
turbulence.

Assuming that the volume of blood
is constant, from Bernoulli’s theorem,?
stating that the volume flow rate Q
through a tube is constant, if a single
rigid tube has a cross-sectional area A4
that varies along its length, the speed
of the flow varies accordingly. Hence,
given two points x and y along the pipe,
if A, > A, then v, < v,. It follows that the
average velocity 7 of the blood flow
through each section of the circulatory
system is given by the ratio between the
flow rate Q and the total cross-sectional
area A of that level, that is, vV = Q/A. By
extending the Bernoulli principle to
the whole circulatory system sketched
in Figure 1, it follows that the cumula-
tive cross-sectional area of LBVs, for ex-
ample A, for arteries, is smaller than
the cumulative area of the thinner ones
(4, for SBVs) due to the much larger
number of the latter. Thus, for the cir-
culatory system, the result is that 4, is
lower than 4, and, as a consequence,
the blood velocity in each vessel follows
an opposite relationship; that is, v, is
higher than v,.

MC in blood vessels are strongly in-
fluenced by the functioning of the car-
dio-circulatory system. For short range
communications, the laminar flow as-
sumes a parabolic/Casson profile, espe-
cially in SBVs. Hence, the flow velocity
is maximum at the center of the vessel
and vanishes near the walls. A burst
of molecules released in this environ-
ment tends to follow a similar shape to
the velocity profile, as shown in Tan et
al.** This is an ideal behavior that oc-
curs in small-section vessels only, for

short distances, when the presence of
tumbling RBCs is neglected.

For large distance L from the emis-
sion point and a slow average velocity,
the system converges to the so-called
dispersion regime, in which diffusion
dominates advection.®!* It occurs
when the Peclet number, defined as
P, = (VR)/D, results in P, < 4L/R, where
R is the radius of the vessel and D is the
particle diffusion coefficient.®'? This
phenomenon typically happens for low-
speed SBVs. This means that, at a suffi-
ciently large distance L from the emis-
sion point, the movement is due mainly
to diffusion pushed by the mean flow
velocity 7, and the particle distribution
on the cross section of the vessel is in-
dependent of the release point.

In small vessels, the presence of
RBCs influences particle distribution,
forcing the system into a different
steady state. The small molecules are
no longer uniformly distributed in the
cross-section of the vessels, but rather
are pushed toward the vessel walls by
tumbling RBCs.* Consequently, most
molecules will be traveling in a region
known as the cell free layer (CFL), free
from RBCs and close to the vessel walls,
with an approximate average speed 7
due to the active transport of the flow.

Since most phenomena of interestin
MC occur at a low flow rate, we neglect
turbulence that occurs in large vessels
and focus on small ones. This is why
the enabling technologies illustrated
in a later section are related to trans-

research and advances

mitters and receivers fixed on the endo-
thelium to implement the monitoring
device shown in Figure 2. A taxonomy
of the presented propagation models is
shown in Figure 3.

To summarize, the use of spherical
particles of greater mass (for example,
comparable to that of WBCs/RBCs) al-
lows their transport to be confined to-
ward the axis of the vessels, where the
speeds are higher. In contrast, when it
is necessary to exchange information
near the endothelium, which is the cel-
lular lining of the vessels, it is prefer-
able to use light particles. However, the
shape of the particles also needs to be
taken into account, as larger, flattened
micrometer particles have better mar-
gination and absorption capabilities
than sub-micron spherical particles,*
since they have a larger contact surface
area.

Models of the reception process.
In the literature, several models have
been proposed for the process of car-
rier (ligand) reception in MC.

The so-called transparent receiver*
is just an abstraction: It models a de-
vice, either natural or artificial, capable
of sensing molecules without interfer-
ing with them. Clearly this is an over-
simplification of a monitoring process,
capable of estimating the concentra-
tion of a given type of circulating mol-
ecules, for example, proteins.

All other models take into account
the surface receptors of the cell. An
example of a ligand-receptor pair is

Figure 3. Taxonomy of propagation channel models. For both short- and long-range com-
munications, different models exist according to the presence of the RBCs in the middle

of the bloodstream in SBVs. They cause both profile deviation from parabolic to Casson
for short-range communications and dispersion confined in CFL only in the long-range
one. In LBVs, the presence of RBCs is less impactful and can be neglected.

Propagation channel model
single homogeneous vessel of length L with no branching

Short-range communications

w/o RBCs w/ RBCs

Parabolic Casson
profile:'22 profile:1*%
approx. models small vessels
or microfluidic w/ RBCs

w/o RBCs
or large vessels
(w/ RBCs)

Long-range communications

w/o RWRBCS

Dispersion
regime in CFL:*
small vessels
w/ RBCs

Dispersion
regime:%12
approx. models
or microfluidic
w/o RBCs
or large vessels
(w/ RBCs)
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Interleukin-6 (IL-6, ligand) binding to
the membrane receptor IR-6R during
the cytokine storm in the early phase
of COVID-19."7 The absorbing receiv-
er’ models a device able to absorb all
molecules hitting its surface. It is an
abstraction of a device whose surface
receptors can cover most of its surface,
which may be reasonable for some cas-
es. The receiver with a finite number of
absorbing receptors is a more refined
model. Surface receptors cover only a
fraction of the receiver, which is a more
realistic assumption. However, each
time a molecule hits one of these recep-
tors, it is absorbed and immediately
removed from the communication en-
vironment." Finally, the most realistic
models take into account both a finite
number of receptors and the possibility
for each of them to establish a revers-
ible bond with a molecule, which can
be broken, as in Awan et al.,” Lauffen-
burger and Linderman,** and Pierobon
et al.?® Usually, these models are based
on birth-and-death processes describ-
ing the temporal occupancy of recep-
tors. We underline that the latter is only
a basic model, on the basis of which it
is possible to define other, more sophis-
ticated ones, taking into account, for
example, potential chemical reactions
triggered by the surface bonds.

The reception taxonomy is shown

in Figure 4. It also includes a possible
mapping to fixed and mobile RX, con-
sidering both natural cells and artifi-
cial devices, and both LBV and SBV en-
vironments.

Analysis Techniques

The techniques used to analyze MC sys-
tems in blood vessels are essentially a
combination of analytical tools, simu-
lation platforms, and, possibly, small-
scale testbeds.

Analytical tools. The main difficulty
in adopting fully analytical models is
to reliably represent highly complex
environments, such as blood vessels.
We can consider two classes of models:
those that represent an abstract view of
aportion of or the entire circulatory sys-
tem, and those that focus on small sec-
tions. In the first case, a good model is
represented by a network of elements,
where each blood vessel is abstracted
by an equivalent electrical circuit.’
Resistance is related to blood viscos-
ity and vessel diameter; inductance
models the inertia of the blood due to
blood pressure; and capacitance mea-
sures the elasticity of the blood vessel.
Additional equations model advection,
diffusion, particle adhesion, and ab-
sorption/reaction processes. However,
closed-form solutions are typically dif-
ficult to obtain and local phenomena

Figure 4. Taxonomy of reception models with mapping to the blood-vessel environment,

distinguishing fixed and mobile RX.

Models of reception process

w/o receptors

‘ w/ receptors

Number of receptors

Finite Infinite
Receptor |properties
Receiver Receiver
Transparent | with reversible | with absorbing Absorbing
Receiver type receiver? bindings®?228 receptors?® receiver?
Mobile nodes: Only in LBVs; Applicable in Applicable in Applicable in
large cell for SBVs is both LBVs both LBVs both LBVs
(for example, acoarse and SBVs and SBVs and SBVs
WBCs, bacteria) approx.
or artificial
nanomachine®
Fixed node: Not applicable Applicable, Applicable, Applicable only
(activated) mainly in SBVs | mainly in SBVs | for artificial RX
endothelium or where MC with | where MC with or portions of
artificial RX vessel walls vessel walls activated
stick to it31% is significant is significant endothelium
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due to interaction with blood cells are
neglected. Other models are inspired by
microfluidic environments. Although it
is possible to obtain closed-form solu-
tions for the motion of nanoparticles,**
they cannot fully capture the dynamics
of the bloodstream, since they neglect
the presence of blood cells or endothe-
lium permeability*® and produce over-
simplified models.

Finally, other models focus on the
interaction between molecules and
the endothelium through the Markov
process.'”*® Although closed-form solu-
tions can be obtained, their validity is
limited to small sections of a vessel, so
they can model only very local phenom-
ena.

Simulators. When analytical tools
fail in providing a solution, a good al-
ternative is to use a simulation. We
can distinguish two main approaches:
finite elements methods (FEM) and
particle-based simulations.

The first approach is a method for
numerically solving a complex system
of equations. These equations typically
model multiphysics phenomena, in-
cluding flow, mechanical interactions
with tissues, and chemical transport
of drugs across the vascular wall. This
allows simulating objects or structures
of arbitrary and complex 3D shape,
almost impossible to model with ana-
lytical methods. This approach is pur-
sued by commercial solvers, such as
the COMSOL simulation tool, which
can be used to simulate the entire cir-
culatory system® or implemented in
custom solvers dedicated to detailed
analysis of specific phenomena. In the
first case, complex interactions occur-
ring in the bloodstream are modeled at
a high level of abstraction. In the latter
case, complex models, such as that pre-
sented in Tan et al.,*® may be used for
accurate representation of RBCs shape,
their tumbling movement, or their in-
teraction with molecules in microvas-
culature. However, only very short sec-
tions of a vessel, on the order of a few
tens of micrometers, can be modeled.

The other class of simulation tools
are particle-based simulators, such as
BiNS2 (see Fellicetti et al.'* and refer-
ences therein). In this case, moving
particles and blood cells are modeled
as spheres of a different size. The simu-
lation consists of updating the motion
equation for each particle, further mod-



eling their interaction in case of colli-
sion or when their surfaces are at very
close distances, on the order of a few
nanometers. Furthermore, the bound-
aries can model the endothelium and
its interactions with moving objects,
such as partially inelastic collisions
and absorption, by simulating recep-
tors on its surface. This allows for more
accurate results than FEM approaches
applied to large-scale systems, and less
accurate results than these approaches
applied to micro-scale systems.
However, the time required to run a
simulation of this type, even if acceler-
ated with GPUs, may be several days,
even to simulate just a few seconds of
the real system. Since chemical reac-
tions occurring in the receiver take
much longer times (for example, min-
utes®>?), it is advisable to decouple the
simulation of the signal transmission
and propagation through the channel
from the operation that takes place at
the receiver. For modeling the latter,
analytical tools can perform quite well
in terms of both accuracy and compu-
tation time. An example is given in Fe-
licetti et al.,"” where carriers’ propaga-
tion and their mechanical interaction
with the endothelium is simulated,
whereas their absorption and subse-
quent endothelium behavior is repre-
sented by Markovian models.
Testbeds. Most testbeds used to
mimic the bloodstream environment
use microfluidic settings. Although
microfluidic models cannot capture
the full, complex behavior of the blood
circulation, they could be used for im-
plementing some components of more
complex, small-scale testbeds. The
platform described in Fischera et al."®
is a typical example of a prototype of
flow-driven MC. Although this proto-
type does not make use of blood cells,
it is possible to include them inside the
pipe, so as to obtain a platform emulat-
ing a non-turbulent bloodstream envi-
ronment. In this direction, the testbed
described in Thomas et al.** was used
to validate the simulation results re-
ported in Tan et al.,* focusing on the
characterization of particle delivery
in microcirculation. The microfluidic
channels were fabricated using a stan-
dard soft lithography process. The
polydimethylsiloxane (PDMS) device
was bonded on clean glass slides after
proper treatment, and the PDMS sur-

Advances in
biochemical sensor
manufacturing
processes allow
the production of
devices capable
of both releasing
molecules and
monitoring their
binding along a
short sectionof a
blood vessel.
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face was covered with a specific protein
(NeutrAvidin) to bind with fluorescent
nanoparticles. A mixture of RBCs and
nanoparticles was injected into the mi-
crofluidic device using a syringe pump,
collecting results through imaging us-
ing a fluorescent microscope. Despite
the channel not having all the charac-
teristics of microvasculature, its size is
suitable for obtaining realistic results.

Although the great advantage of sim-
ulations compared with experiments is
that they allow full control over the evo-
lution of all system parameters at any
time, the reliability of simulation re-
sults depends on the correctness of the
implemented models. Thus, the value
of extracting measurements from real
systems mimicking the target ones is
invaluable, especially for validating
theoretical or simulation results. From
a broader perspective, recent advances
in microfluidics and molecular biology
allow the lab-on-a-chip technology to
manipulate biochemical reactions at
very small volumes, handling fluids in
quantities of just a few picoliters. This
allows thousands of biochemical op-
erations to be integrated on a single
chip by fractionating a single drop of
blood sample, obtaining precise diag-
noses of potential diseases.!*? A further
step in this direction is human-organ-
on-a-chip technology.*® It allows inves-
tigating interactions between organs
and tissues, connected by microfluidic
channels, which emulate microcircula-
tion via pure diffusion, without pump-
ing the blood between different tis-
sues, as described in Wu et al.*® They
can also use blood, as in the skin-on-
a-chip application proposed by Mori et
al.?’® It focuses on perfusable vascular
channels coated with endothelial cells,
which are cultured in a skin-equivalent
device connected to an external pump
and tubes. The analysis of the vascular
absorption and molecular permeabil-
ity from the epidermal layer into the
vascular channels allows studies and
tests of skin biology.

Enabling Technologies

Advances in biochemical sensor manu-
facturing processes allow the produc-
tion of devices capable of both releas-
ing molecules and monitoring their
binding along a short section of a blood
vessel. Table 2 presents a taxonomy
of possible enabling technologies for
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Table 2. Comparison of different MC-enabling technologies in blood vessels, and technology research roadmap.

Technology

Typical Usage

Pros Cons

Implantability
Issues

Challenges and Roadmap

Epidermal thin

Monitoring of blood flow

Ultrathin, flexible, Macrovascular detection

Non-invasive skin

RX: limited to MC generating

device® stretchable mechanics limits patch reactions releasing heat
Multicolored » Imaging of tumor » Invivo and noninvasive  Injection of specific Needs an external » RX: MC signal constrained
fluorescent angiogenesis whole-body imaging compounds detection system to FPs for detection

proteins (FP)*20

» Stimulated or inhibited
via specific compounds

» Fluorescence imaging to
visualize blood vessels

» Research: Effort based on
aptamers®04°

Microneedle
arrays’1%3

» Delivery: delivery system
of molecules

» Sensing: analytes
extraction from skin

» Delivery: highly effective
and easy to use

» Sensing: able to bind
and extract biomarkers

» Delivery: limited
amount of molecules
» Possible transient skin

problems

Low-cost
transdermal patch

» TX/RX: potentially weak MC
signals

» Research: MC range
extension

Two-electrode

Skin-like biosensor for

non-invasive and accurate
intravascular blood
monitoring

system (reverse
iontophoresis)!023:24

Needs a removable
paper battery

» Accurate glucose
monitoring

» Precision insulin therapy

with pumps

» Sensor thickness

» Potential interference

of ~3um with other physiological

» Needs 2-step mechanisms
measur. of » Not fully suitable for generic
~20min TX/RX

such sensors, analyzed below, focusing
on the design of the monitoring device
illustrated in Figure 2. One of the main
requirements is that it can be used on
the skin,** allowing easy application of
the device without compromising its
effectiveness.

Thin thermal sensors. The receiver
part of the device can be inspired by
the epidermal thin sensors presented
in Webb et al.,*” which allow monitor-
ing variations of the blood flow. It is
non-invasive, ultra-thin (< 150 pm), and
flexible, with stretchable mechanics
and the ability to resist continuous and
rapid bodily motions. The device incor-
porates an array of thin, metallic ther-
mal actuators and sensors designed for
monitoring blood flow under a target-
ed skin surface of about 1 cm?. A large,
central thermal actuator provides pow-
er to the vessel at temperatures below
the threshold of sensation. A set of sur-
rounding sensors enables the measure-
ment of the resulting thermal distribu-
tion. Finally, an array of bonding pads
allows the attachment of a thin, flexible
cable to interface with external acquisi-
tion electronics.

Its main limitation is its sensitivity,
which increases with the decrease in
vessel depth ("2 mm). Furthermore, to
implement the RX, it may suffer from a
limited ability to detect MC signals, un-
less a chemical reaction that releases
heatis triggered.

Fluorophores and fluorescent pro-
teins. For the detection mechanism at
the RX on the right side of Figure 2, it

is possible to exploit the in-vivo fluores-
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cent imaging technique based on fluo-
rophores and fluorescent proteins, which
can emit light signals of specific wave-
lengths.**® To realize the full chain,
it is possible to resort to the innate,
targeted recognition ability exposed
by aptamer molecules.’** In fact, ap-
tamers enable the dynamic tracking of
molecules, with one arm able to bind to
a fluorescent protein and the other to
the targeted molecules to be detected.
Furthermore, they can be rapidly pro-
duced by chemical synthesis accord-
ing to specific needs. The aptamer-
fluorescent protein compound, stored
in the reservoir of molecules shown in
Figure 2, perfuses into the blood vessel
to bind to the target receptor molecules
exposed by the endothelium, whose ex-
posure can also be triggered by the re-
lease of activation molecules stored in
the second reservoir of molecules.
Microneedles.  Microneedle ar-
rays™*% are a low-cost alternative for
the transdermal perfusion of mole-
cules into blood vessels (TX function).
They can improve the delivery of mol-
ecules through the skin by bypassing
the stratum corneum layer of the skin,
which acts as a barrier, thus overcom-
ing the various problems associated
with conventional administration. The
main principle is to penetrate the skin
without drawing blood, thus creating
micrometer-size pathways that lead
molecules directly to the epidermis or
upper dermis region, where they can
directly enter the systemic circulation.
This technology can be used in two
situations, for transdermal delivery of
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drugs and for sensing, as it can be used
to extract analytes from the skin for
both ex-vivo analysis and in-situ sens-
ing. For delivery, it is highly effective
and easy to use when large molecules
cannot be easily administered orally
or transdermally. For sensing, mi-
croneedles need to be modified on the
surface to bind to specific biomarkers
and selectively extract compounds for
analysis.

There are different fabrication op-
tions, including solid, dissolvable, hy-
drogel, coated, and hollow micronee-
dles.

However, their small size allows the
administration of only limited quanti-
ties of molecules (that is, from micro-
gram to low milligram doses). In ad-
dition, they can cause transient skin
irritation, mild and punctate erythe-
ma, as well as skin infection caused by
microbial penetration through residu-
al holes in the skin. For the considered
monitoring device, they can be used in
both the TX and RX sections, although
the limited number of molecules avail-
able for delivery may resultin potential-
ly weak MC signals.

Reverse iontophoresis. This technol-
ogy is based on the analysis of inter-
stitial fluid, a body fluid that contains
a lot of physiological information. It
is a promising method for obtaining
health-status information because in-
terstitial fluid can be easily assessed by
implanted or percutaneous measure-
ments. Reverse iontophoresis extracts
this fluid by applying an electric field
to the skin, allowing noninvasive, epi-



dermal physiological parameter moni-
toring.*® An example of the application
of this technology is the two-electrode
system presented in Chen etal.,'a skin-
like biosensor system for non-invasive
and highly accurate intravascular
blood glucose monitoring. It makes
use of electro-osmosis for the glucose
transport in the reverse iontophore-
sis process. The glucose molar flux is
determined by the potential gradient
across the skin and the molar con-
centration of the initial solute. With
accurate calibration of the system, it
is suitable for medical-grade glucose
monitoring and insulin therapy with
micro pumps. However, its preparation
requires a paper battery, which must be
removed from the skin to allow attach-
ing the biosensor to the cathode area
for glucose measurement. The need for
using ionic or charged molecules when
implanting the device could interfere
with other physiological mechanisms,
such as glucose control; therefore, mi-
croneedles are preferable.

Conclusion
In this article, we discussed the poten-
tial use of MC in blood vessels. Despite
the extensive literature in the field of
MC, most of it does not specifically ad-
dress the blood environment, mainly
due to its complexity and the difficulty
of accurately modeling its key features.
We accompanied our discussion with
a reference architecture of a dermal-
monitoring device to be applied on
the skin that incorporates the main
concepts illustrated. This device is in-
tended to interact with the underlying
tissue in order to establish a communi-
cation channel with the endothelium,
using blood as a communication medi-
um. We discussed the available imple-
mentation alternatives via taxonomies
of transmission, propagation, and re-
ception models, respectively. We also
outlined a roadmap toward the imple-
mentation of the device, based on both
microneedles for injecting molecules
through the endothelium and fluores-
cent proteins that bind with aptamers
to detect the response signal. Realiza-
tion of this device will enable the col-
lection of data for model validation.
Future work will delve into experi-
mental validation of these technolo-
gies when deployed together in a single
testbed to study their interaction, as

well as discussion of their integration
issues toward realization of the moni-
toring device. Finally, another impor-
tant issue to face is the tuning of these
molecular communications processes
in a single patient.
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Recent reductions in per-device carbon
footprint appear to be insufficient to close
the sustainability gap.

| BY LIEVEN EECKHOUT

The
ustainability
ap for
omputing:
uo Vadis?

SUSTAINABILITY IS UNDENIABLY a grand challenge. As
the world population and the average affluence per
person continue to grow, we are eagerly consuming
Earth’s natural resources. The Earth Overshoot Day
marks the date when the demand for ecological
resources by humankind in a given year exceeds what
the Earth can regenerate in a year’s time. While the
world’s Earth Overshoot Day fell at the end of December
in the early 1970s, it has progressively antedated since
then and was computed to fall on August 1 in 2024.
The overshoot day is (much) earlier for many countries,
as early as February 26 for Singapore, March 13
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for the U.S., March 26 for Canada, and
April-May for most European coun-
tries as well as South Korea, Israel, Ja-
pan, and China.?

The continuously growing con-
sumption of Earth’s resources, in-
cluding materials and energy sources,
(inevitably) induces climate change.
Greenhouse gas (GHG) emissions re-
sult in detrimental global warming,
and a recent study reports that the
contribution of information and com-
munication technology (ICT) to the
world’s global GHG emissions, currently
between 2.1% and 3.9%," is growing
at a rapid pace. While this percentage
may seem small, it is not. In fact, ICT’s
contribution to global warming is on
par with (or even larger than) the avia-
tion industry, which is estimated to be
around 2.5%."

To combat global warming, the
Paris Agreement under the auspices of
the United Nations (UN) aims to limit
global warming to well below 2 de-
grees Celsius, and preferably to 1.5 de-
grees Celsius, compared to pre-indus-
trial levels. In 2019, the UN stated that
global emissions must be cut by 7.6%
each year over the next decade to meet
the Paris Agreement.c More recently in

a https://bit.ly/420m5il
b https://bit.ly/4hkquld
¢ https://bit.ly/4Ah1GCOv

key insights

® Computing is responsible for a significant
and growing fraction of the world’s global
carbon footprint.

® The status quo, in which we keep
per-device carbon footprint constant,
would lead to a 5.4x sustainability gap
for computing relative to the Paris
Agreement within a decade.

m Meeting the Paris Agreement for
computing requires reducing the per-
device carbon footprint by 15.5% per year
under current population and affluence
growth curves.

m Based on a select number of published
carbon footprint reports, it appears that
while vendors indeed reduce the per-
device carbon footprint, it does not seem
to be enough to close the gap, urging our
community to do more.
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November 2023, the UN stated that in-
sufficient progress has been made so
far to combat climate change.?

Given the pressing need to act,
along with the significant and grow-
ing contribution of computer systems
to global warming, it is imperative that
we, computer system engineers, ask
ourselves what we can do to reduce
computing’s environmental footprint
within the socio-economic context.
To do so, this article reformulates the
well-known and widely used IPAT mod-
el,’ such that we can reason about the
three contributing factors: population
growth, increased affluence or num-
ber of computing devices per person,
and carbon footprint per device over
its entire lifetime, which includes the
so-called embodied footprint for man-
ufacturing, assembly, transportation,
and end-of-life processing, and the op-
erational footprint due to device usage
during its lifetime."

The growth in population and af-
fluence leads to a growing sustainabil-
ity gap, as illustrated in Figure 1. If we
were to keep the carbon footprint per
device constant relative to the present
time, the total carbon footprint due
to ICT would still increase by 9.4% per
year, leading to a 2.45x increase in GHG
emissions over a decade. In contrast,
meeting the Paris Agreement requires
that we reduce GHG emissions by a fac-
tor of 2.2x. Bridging this widening sus-
tainability gap between the per-device
status quo and the Paris Agreement
requires that we reduce the carbon foot-
print per device by 15.5% per year or by a
cumulative factor of 5.4x over a decade.

Analyzing the carbon footprint
for a select number of computing de-
vices (smartwatches, smartphones,
laptops, desktops, and servers) re-
veals that vendors do pay attention
to sustainability. Indeed, the carbon
footprint per computing device tends
to reduce in recent years, at least for
some devices by some vendors. How-
ever, the reduction in per-device car-
bon footprint achieved in recent years
appears to be insufficient to close the
sustainability gap. The overall con-
clusion is that a concerted effort is
needed to significantly reduce the
demand for computing devices while
reducing the carbon footprint per

d https://bit.ly/4hqdsrZ

Itis imperative

that we, computer
system engineers,
ask ourselves

what we cando to
reduce computing'’s
environmental
footprint within the
socio-economic
context.
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device at a sustained rate for the fore-
seeable future.

The IPAT Model
IPAT is the acronym of the well-known
and widely used equation® which quan-
tifies the impact I of human activity on
the environment:

I =PxAxT @

P stands for population (that is, the
number of people on earth), 4 accounts
for the affluence per person or the av-
erage consumption per person, and T
quantifies the impact of the technol-
ogy on the environment per unit of con-
sumption. The impact on the environ-
ment can be measured along a number
of dimensions, including the natural
resources and materials used (some of
which may be critical and scarce); GHG
emissions during the production, use,
and transportation of products; pol-
lution of ecosystems and its impact
on biodiversity; and so on. The IPAT
equation is used as a basis by the UN’s
Intergovernmental Panel for Climate
Change (IPCC) in their annual reports.

The IPAT equation has been criti-
cized as being too simplistic, assuming
that the different variables in the equa-
tion are independent of each other.
Indeed, in contrast to what the above
formula may suggest, improving one of
the variables does not necessarily lead
to a corresponding reduction in overall
impact. For example, reducing 7' in the
IPAT model by 50% through technology
innovations to reduce the environmen-
tal impact per product does not neces-
sarily reduce the overall environmental
impact I by 50%. The fundamental rea-
son is that a technological efficiency
improvement may lead to an increase
in demand and/or use, which in turn
may lead to an increase, rather than
a reduction, in overall impact. This is
the well-known rebound effect or Jevons’
paradox, named after the English econ-
omist Williams Stanley Jevons, who was
the first to describe this rebound effect.
He observed that improving the coal ef-
ficiency of the steam engine led to an
overall increase in coal consumption.
Although there is no substantial carbon
tax as of today, Jevons’ paradox still (in-
directly) applies to computer systems.
Efficiency gains increase a computing
device’s compute capabilities, which
stimulates its deployment (that is, more



devices are deployed due to increase in
demand) and its usage (that is, the de-
vice is used more intensively). The result
may be a net increase in total carbon
footprint across all devices despite the
per-device efficiency gains.

The rebound effect can be (partly)
accounted for in the IPAT model by ex-
pressing each of the variables as a com-
pound annual growth rate (CAGR), de-
fined as follows:

V 1/t
CAGR = (V‘> -1 )

0
with V, the variable’s value at year 0 and
V:its value at year ¢. The IPAT model can
be expressed using CAGRs for the re-
spective variables:

= H;(CAGRi+ -1 @

This formulation allows for comput-
ing the annual growth rate in overall
environmental impact or GHG emis-
sions as a function of the growth rates
of the individual contributing factors.
If the growth rates incorporate the re-
bound effect, that is, higher consump-
tion rate as a result of higher techno-
logical efficiency, the model can make
an educated guess about the expected
growth rate in environmental impact.?

CAGR

overall

The Environmental

Impact of Computing

We now reformulate the IPAT equation
such that it provides insight for com-
puter system engineers to reason about
the environmental impact of comput-
ing within its socio-economic context.
We do so while focusing on GHG emis-
sions encompassing the whole lifecycle
of computing devices. Total GHG emis-
sions C incurred by all computing de-
vices on earth can be expressed as:

C:Px%x% 4

P is the world’s global population.
D/Pisameasure for affluence and quan-
tifies the number of computing devices
per capita on earth. C/D is a measure
for technology and corresponds to the
total carbon footprint per device. Note
that C/D includes the whole lifecycle of
a computing device, from raw material
extraction to manufacturing, assembly,
transportation, usage, and end-of-life
processing. We now discuss how the
different factors P, D/P, and C/D in the
above equation scale over time.

Population. The world population P

has grown from one billion in 1800 to
eight billion in 2022. The UN expects it
to reach 9.7 billion in 2050 and possibly
reach its peak at nearly 10.4 billion in
the mid 2080s. The world population
annual growth rate was largest around
1963 with a CAGR, = +2.1%. Since then,
the growth rate has reduced to around
CAGR; = +0.9% according to the World
Bank.f

Affluence. The number of devices
per person D/P increases at a fairly
sharp rate’ (see Table 1). On average
across the globe, the number of con-
nected devices per capita increased
from 2.4 in 2018 to 3.6 in 2023, or
CAGRpp = +8.4%. In the western world
(North America and Western Europe)
the number of devices per person is not
only a factor 2x to 4x larger than the
world average, it also increases much

e https://bit.ly/42sRb8L
f https://bit.ly/42njCoA
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faster with a CAGRy» above +10%. The
increase in the number of devices is in
line with the annual increase in inte-
grated circuits (ICs), that is, estimated
CAGR = +10.2% according to the 2022
McClean report from IC Insights.'®
Technology. The carbon footprint
per device C/D and its scaling trend
CAGR» is much harder to quantify due
to inherent data uncertainty and the
myriad computing devices. A device’s
carbon footprint depends on many
factors, including the materials used,
how those materials are extracted, how
the various components of a device are
manufactured and assembled, how
energy efficient the device is, where
these devices are used, the lifetime of
the device, how much transportation
is involved, how end-of-life processing
is handled, and so on. Despite the large
degree of uncertainty, it is instructive
and useful to analyze lifecycle assess-
ment (LCA) or product carbon footprint

Figure 1. Growth in population and affluence leads to a growing sustainability gap. The
widening sustainability gap for computing between the current status quo in per-device
carbon footprint (which leads to a 2.4x increase in global carbon footprint within a

decade) versus the Paris Agreement (which requires a 2.2x reduction). Closing the sus-
tainability gap requires that we reduce the per-device carbon footprint by 15.5% per year
under current population and affluence growth rates.

e status quo carbon footprint per device
- == status quo total carbon footprint
Paris agreement

Normalized total carbon footprint C

Table 1. Number of connected devices per capita.”

Region 2018 2023 CAGR
Global 2.4 3.6 +8.4%
Asia Pacific 21 31 +8.1%
Central and Eastern Europe 2.5 4.0 +9.9%
Latin America 2.2 31 +7.1%
Middle East and Africa 11 15 +6.4%
North America 8.2 13.4 +10.3%
Western Europe 5.6 9.4 +10.9%

MARCH 2025 | VOL. 68 | NO.3 | COMMUNICATIONS OF THE ACM 73



research and advances

(PCF) reports that quantify the environ-
mental footprint of a device. All LCA
and PCF reports acknowledge the de-
gree of data uncertainty; nevertheless,
they provide invaluable information for
consumers to assess the environmental
footprint of devices.

To understand per-device carbon
footprint scaling trends, we consider a
number of devices from different ven-
dors. We leverage the carbon footprint
numbers published in the products’ re-
spective LCA or PCF reports. In particu-
lar, we use the resources available from
Apple2 Google," and Dell.! We now dis-

g https://apple.co/4jubTes
h https://bit.ly/4hsvVaX1
i https://dell.to/420LAjP

cuss carbon footprint scaling trends for
smartwatches, smartphones, laptops,
desktops, and servers.

The bottom line is that per-device
carbon footprint has not increased dra-
matically over the past years and has
even significantly decreased in some
cases. Several interesting conclusions
can be reached upon closer inspection
across devices and vendors.

Smartwatches. Figure 2 quantifies
the carbon footprint for different gen-
erations of Apple Watches with similar
capabilities (GPS versus GPS plus cel-
lular) and sport band. All watches fea-
ture either an aluminum case (42mm
in Series 1 to 3, 44mm in Series 4 to 6,
and 45mm in Series 7 and 8) or a stain-
less case (Series 9). It is surprising

Figure 2. Carbon footprint for Apple Watches.
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Figure 3. Carbon footprint for Apple iPhones with different SSD capabilities (GB) from the
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perhaps to note that a smartwatch’s
carbon footprint was on a rising trend
until 2019 before declining. Indeed,
the carbon footprint of a GPS watch
has increased with a CAGR¢» = +23.9%
from 2016 (Series 1) until 2019 (Series
5), while the carbon footprint of a GPS-
plus-cellular watch has decreased with
a CAGRp = -7.7% from 2019 (Series 5)
until 2023 (Series 9).

Smartphones. Figure 3 illustrates
the carbon footprint for Apple iPhones
starting with iPhone 7 (release date in
2016) until iPhone 15 Pro Max (release
date in 2023) with different SSD capac-
ity. We note a similar trend for the Apple
smartphones as for the smartwatches:
Per-device carbon footprint increased
until 2019, when it began declining.
Indeed, from iPhone 8 (2017) to iPhone
11 Pro Max (2019) with 256GB SDD, the
carbon footprint has increased from
71kg to 102kg CO,eq (CAGRc)p = +19.8%).
From 2019 onward, we note a decrease
in carbon footprint per device: From
iPhone 11 Pro Max (2019) to iPhone 15
Pro Max (2023) with 512GB SDD, carbon
footprint decreased from 117kg to 87kg
CO,eq (CAGR¢p = -7.1%). While Apple
has been steadily decreasing smart-
phone carbon footprint since 2019, that
trend has slowed down in recent years.
For example, from iPhone 13 Pro Max
(2021) to iPhone 15 Pro Max (2023) with
512GB SSD, the carbon footprint has
decreased from 93kg to 87kg CO,eq
(CAGR)» = —3.3%).

To analyze these trends across ven-
dors, Figure 4 shows results for Google
Pixel phones; the plot reports carbon
footprints for the nominal series (Pixel
2,3,4,5,6,7 8), the ‘a’ series (Pixel 3a,
4a, 5a, 7a, 8a), the XL series (Pixel 2XL,
3XL, 4XL),and the Pro series (Pixel 6Pro,
7Pro, 8Pro). As for Apple, we note a de-
clining trend in recent years for Google
smartphones: Per-device carbon foot-
print increased until mid 2021, when it
started trending downward. This is no-
ticeable for the nominal series aswell as
for the high-end phone series (XL and
Pro series). The decrease in carbon foot-
print since 2021 is substantial for the
nominal series (CAGR¢p = —-10.5%) and
the Pro series (CAGR¢, = —8.8%), while
remaining invariant for the ‘a’ series
since mid 2021.

Laptops. Figure 5 reports the carbon
footprint for Apple MacBook Pro and

MacBook Air laptops with different



configurations (screen size, see legend)
as a function of their respective release
dates; multiple laptops are reported per
release date with different storage ca-
pacity, core count, and frequency. Sever-
al observations are worth noting. First,
and perhaps not surprisingly, MacBook
Air laptops incur a smaller carbon foot-
print than the more powerful MacBook
Pro laptops. Second, for a given screen
size, we note a steady decrease in car-
bon footprint, for example, MacBook
Pro 16-in. (CAGR¢p = —6.9% from 2019 to
2023) and MacBook Air 13-in. (CAGR¢p =
-5.1% from 2018 to 2024). Third, while
this continuous decrease in per-device
carbon footprint is encouraging, there
is a caveat: Discontinuing a particular
laptop configuration and replacing it
with a more powerful device comes with a
substantial carbon footprint increase. In
particular, replacing the MacBook Pro
15-in. with a 16-in. configuration mid-
2019 increases the carbon footprint by
at least 11.3%; likewise, the transition
from 13-in. to 14-in. in the second half of
2022 led to an increase of at least 33.5%
for entry-level MacBook Pro laptops.

Looking at Dell, we note a slightly
different outcome. The data in Fig-
ure 6 reports carbon footprint for the
3000, 5000, and 7000 Dell Precision
laptops. The per-device carbon foot-
print increased from 2018 until 2023
for the 5000 (CAGR¢» = +4.1%) and 7000
(CAGRc, = +3.8%) laptops, while being
invariant for the 3000 laptops. Note that
the carbon footprint drastically drops
for the most recent laptops released
in February and March 2024, but this
is due to a change in carbon account-
ing from MIT’s PAIA tool to Dell’s own
1SO14040-certified LCA tool.

Desktops and workstations. The out-
look is mixed for desktops and worksta-
tions, with some trends increasing and
others decreasing. Figure 7 shows car-
bon footprint for the Dell OptiPlex 700
Series Tower desktop machines (left)
decreasing at a rate of CAGRqp = —8.1%
but increasing at a rate of CAGRD =
+4.0% for Dell Workstations 5000 and
7000 Series (right).

Servers. Figure 8 reports the carbon
footprintfor Dell PowerEdge rackmount
‘R’ servers across four generations (13,
14", 15™ and 16™); this includes Intel-
and AMD-based systems. Server carbon
footprint numbers are subject to its
specific configuration and deployment,
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Figure 4. Carbon footprint for Google Pixel smartphones.
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Figure 6. Carbon footprint for Dell Precision laptops.
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more so than (handheld) consumer de-
vices for at least two reasons. First, be-
cause the operational footprint tends to
dominate for servers—unlike handheld
devices, which are mostly dominated by
their embodied footprint"*—the loca-
tion of use (and its power-grid mix) has a
substantial impact. Second, hard-drive
capacity, memory capacity, and proces-
sor configuration heavily impact the
overall carbon footprint. Overall, server
carbon footprint seems to be relatively
constant over the past decade, although
we note a small increase in average car-
bon footprint from the 13" to the 16™
generation (CAGRqp = +1.8%). The car-
bon footprint of a typical high-end serv-
er tends to range between 8,000kg and
15,000kg CO,eq over the past decade.
Entry-level servers tend to have a lower
carbon footprint below 6,000kg CO,eq
with a downward trend in recent years.
(See the couple of data points in the bot-
tom right corner in Figure 8.)

Discussion. It is (very) impressive to
note that the compute power of comput-
ing devices has dramatically increased
over the past years while not dramati-
cally increasing the per-device carbon
footprint. In fact, for several computing
devices, we note a decreasing trend in
per-device carbon footprint—see also
Table 2 for a summary—especially in
recent years, which is particularly en-
couraging.

One may wonder whether the recent
reduction in per-device carbon foot-
print comes from reductions in embod-
ied or operational footprint. Upon clos-
er inspection, it turns out that the key
contributor to the total reduction in car-
bon footprint varies across device types.
For the Apple smartwatches, the relative
decrease in embodied footprint (-7.4%
per year) is more significant than the
decrease in operational footprint (-2.8%
per year). Also, for the MacBook Pro
16-in. laptops, the embodied footprint
has decreased at a faster pace (-7.9%
per year) than the operational footprint
(-3.5% per year). In contrast, for the
iPhone Pro Max smartphones, we note
a more significant reduction in opera-
tional footprint (-11.2% per year) than
in embodied footprint (-5.7% per year).
For the MacBook Air 13-in. laptops, we
even note an increase in operational
footprint (+14.9%) while the embodied
footprint trends downward (-5.6%).

Overall, per-device carbon footprint
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Figure 7. Carbon footprint for Dell desktops and workstations.
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Figure 8. Carbon footprint for Dell PowerEdge rackmount ‘R’ servers.

® 13" gen ® 14" gen ® 15" gen ® 16" gen
18000 4
16000 -+
@ @,
< 14000 + o (]
9, (]
8 12000 + ® Py ®
2 o}
E 10000 + ® J
e
£ 8000 + 8 ' o
< 6000 ® &
g T °
3 [ ) Y )
3 4000 + a
2000 + ’
[ J
0 t t t t t t t t
May-13 Sep-14  Jan-16 Jun-17 Oct-18 Mar-20 Jul-21 Dec-22 Apr-24

decreases for most of the devices ana-
lyzed in this work, and in cases where
it increases, the increase is limited. The
reason for these trends is mixed. The
question now is whether this overall de-
clining trend in per-device carbon foot-
print is sufficient to reduce the overall
environmental footprint of computing,
and, even better, for meeting the Paris
Agreement, which we discuss next.

Quantifying the Sustainability Gap

Recall that population and affluence
increase, (CAGR, = +0.9%) and (CAGRyp =
+8.4%), respectively. Technology, on the
other hand, seems to decrease for many
devices, ranging from CAGRcy, = -3.3%
to -10.5%, while increasing for others
from +1.8% to +4.0%, as summarized in
Table 2. The question now is whether

| VOL.68 | NO.3

these trends lead to an overall increase
or decrease in the environmental foot-
print of computing.

Figure 9 predicts the overall carbon
footprint for the next decade normal-
ized to present time for a variety of typi-
cal per-device carbon footprint scal-
ing trends, that is, CAGRcp = +4%, —5%,
-10%. In addition, we consider the fol-
lowing three scenarios:

Scenario #1: Status quo per-device
footprint. If we were to keep the carbon
footprint per device constant relative
to present time, that is, CAGR¢p = 0%,
the total carbon footprint would still
increase substantially (CAGR; = +9.4%).
This is simply a consequence of the
growing population and the increas-
ing affluence or number of computing
devices per person. Because this is an



Table 2. Per-device carbon footprint scaling trends.

Device Model Period CAGR
Smartwatch Apple Watch 2019-2023 -1.7%
Apple iPhone Pro Max 2019-2023 -7.1%
Smartphone Apple iPhone Pro Max 2021-2023 -3.3%
Google Pixel 2021-2023 -10.5%
Apple MacBook Pro 16-in. 2019-2023 -6.9%
Laptop Apple MacBook Air 13-in. 2018-2024 -5.1%
Dell Precision 7000 2018-2023 +3.8%
Dell OptiPlex 700 2019-2022 -8.1%
Desktop
Dell Workstations 5000 and 7000 2018-2023 +4.0%
Server Dell PowerEdge rackmount 2014-2024 +1.8%

Figure 9. Total carbon footprint normalized to present time for different per-device carbon

footprint scaling trends and scenarios (see CAGR, ; values in the legend).
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exponential growth curve, this implies
that the total carbon footprint of com-
puting would increase by a factor 2.45x
over a decade. In other words, even if we
were to keep the carbon footprint per
device constant, the total carbon foot-
print of computing would still dramati-
callyincrease.

Scenario #2: Status quo overall foot-
print. If we want to keep the overall
carbon footprint of computing con-
stant relative to the present time, that
is, CAGR; = 0%, we need to reduce the
carbon footprint per device by CAGR»
= -8.6% per year. This is to counter the
increase in population and number of
devices per person. Reducing the car-
bon footprint per device by 8.6% year af-
ter year for a full decade is a non-trivial
endeavor. To illustrate how challenging

this is, consider a device that incurs a
carbon footprint of 100kg CO,eq. Re-
ducing by 8.6% per year requires that
the carbon footprint is reduced to
40.6kg CO,eq within a decade; in other
words, the carbon footprint needs to re-
duce by more than a factor 2.4x over a
period of 10 years.

Scenario #3: Meeting the Paris
Agreement. To make things even more
challenging, to meet the Paris Agree-
ment, we need to reduce global GHG
emissions by a factor 2.2x over a de-
cade or by 7.6% per year, that is, CAGR.
= -7.6%. To achieve this, we would need
to reduce the carbon footprint per de-
vice by 15.5% per year, that is, CAGRc»
= -15.5%. This implies that we need to
reduce the carbon footprint per device
by a factor 5.4x over a decade.
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It is clear from Figure 9 that the im-
pact of the per-device carbon footprint
scaling trend has a major impact on the
overall environmental footprint. Rela-
tively small differences in CAGR lead to
substantial cumulative effects over time
due to the exponential growth curves.
In particular, the status quo per-device
carbon footprint (CAGRq» = 0%) leads
to a 2.45x increase in overall carbon
footprint over a decade, while the Paris
Agreement requires that we reduce the
total carbon footprint by 2.2x (CAGR¢»
=-15.5%). Even if we were to reduce the
per-device carbon footprint at a relative-
ly high rate (CAGR¢, = —8.6%) to main-
tain a status quo in total carbon foot-
print, the gap with the Paris Agreement
would still increase at a rapid pace.

As noted from Table 2, most devic-
es do not follow a trend that complies
with these required trends: Reported
per-device carbon footprint CAGRs
are not anywhere close to the required
CAGR¢yp = -15.5% (to meet the Paris
Agreement) nor do they uniformly
meet the CAGRq» = -8.6% (to keep total
carbon footprint constant relative to
present time). To close the sustainabil-
ity gap, one needs to reduce the per-
device carbon footprint by 15.5% per
year for the next decade. This implies
that the computing industry should
do more to keep its carbon footprint
under control. This leads to the overall
conclusion that there is a substantial
gap between the current state of affairs
versus meeting the Paris Agreement.
Bridging the sustainability gap is a
non-trivial and challenging endeavor,
which will require significant innova-
tion in how we design and deploy com-
puting devices beyond current practice.

The Socio-Economic Context
The above analysis assumes that the
world population and the number of
devices per person will continue to
grow at current pace for the foreseeable
future. The task of decreasing carbon
footprint per device by 15.5% per year to
meet the Paris Agreement can be loos-
ened to some extent by embracing a cer-
tain level of sobriety in affluence, that
is, limiting the number of devices per
person. This requires a perspective on
the socio-economic context of comput-
ing, which includes economic business
models, regulation, and legislation.
The computing industry today is
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mostly a linear economy where devic-
es are manufactured, used for a while,
and then discarded. The lifetime of
a computing device can be relatively
short, for example, two to four or five
years, leading toincreased e-waste. Re-
using, repairing, refurbishing, repur-
posing, and remanufacturing devices
could contribute to a circular economy
in which the lifetime of a computing
device is prolonged, thereby reducing
e-waste and tempering the demand
for more devices.'” For example, Swit-
zer et al.?® repurpose discarded smart-
phones in cloudlets to run microser-
vice-based applications. Reducing the
demand for devices could possibly
relax the need for reducing per-device
carbon footprints.

There is a moral aspect associated
with reducing the demand for devices,
which is worth highlighting. As men-
tioned previously, affluence is higher
in the western world (North America
and Western Europe) compared to
other parts of the world; moreover,
it is increasing faster. From an ethi-
cal perspective, this suggests that the
western world should make an even
greater effort to reduce the environ-
mental footprint of computing—in
other words, we should not necessar-
ily expect other parts of the world to
make an equally big effort to solve a
problem the western world is mostly
responsible for. This implies that the
western world should step up its effort
in embracing sobriety (that is, con-
sume fewer devices per person) and
making individual computing devices
even more sustainable.

In addition to transitioning toward
a circular economy, other business mod-
els can also be embraced. Today, most
cloud services are free to use (for exam-
ple, social media, mail, Web search, and
so on) while relying on massive data col-
lection. Maintaining, storing, process-
ing, and searching Internet-scale datas-
ets requires massive compute, memory,
and storage resources. According to a
recent study by the International Energy
Agency,” datacenters are estimated to
account for about 2% of the global elec-
tricity usage in 2022; and by 2026, data-
centers are expected to consume 6% of
the nation’s electricity usage in the U.S.
and 32% in Ireland. Moreover, data stor-
age incurs a substantial embodied foot-
print.>* The environmental footprint

Bridging the
sustainability gap
is a non-trivial

and challenging
endeavor, which will
require significant
innovation in how
we design and
deploy computing
devices beyond
current practice.
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of free Internet services is hence sub-
stantial. Allowing low-priority files to
degrade in quality over time could pos-
sibly temper the environmental cost for
storage devices.?® But we could go even
further by changing the business and
usage models of Internet-scale services.
Imposing a time restriction for upload-
ed content could possibly temper the
demand for more processing power and
storage capacity. We may want to limit
how long we keep data around depend-
ing on its usefulness and criticality. To
make it concrete: Do we really need to
keep (silly) cat videos on the Web for-
ever? Limiting to a day or a week may
serve the need. Alternatively, or comple-
mentarily, one could demand a finan-
cial compensation from the customer
for using online services. In particular,
one could ask customers if they are will-
ing to pay to keep their content online.
For example, do you want to pay for your
cat videos to remain online for the next
month or year?

Transitioning to renewable energy
sources (solar, wind, hydropower) is an
effective method to reduce the carbon
footprint of computing—as with any
other industry. Renewables during chip
manufacturing have the potential to
drastically reduce a device’s embodied
carbon footprint. Conversely, renew-
ables at the location of device use dras-
tically reduce a device’s operational
emissions. This is happening today
as renewables take up an increasingly
larger share in the electricity mix.*
However, there are several caveats.
First, total electricity demand increases
faster than what renewables can gener-
ate, increasing the reliance on brown
electricity sources (that is, coal and gas)
in absolute terms.?° In other words, the
transition rate to renewables is not fast
enough to compensate for the increase
in population and affluence. Second,
the amount of green energy is too lim-
ited to satisfy all stakeholders. For ex-
ample, Ireland has decided to limit
datacenter construction until 2028 be-
cause allowing more datacenters to be
deployed would compromise the coun-
try’s commitment that 80% of the na-
tion’s electricity grid should come from
renewables by 2030.'° Third, while re-
newables reduce total carbon footprint,
that does not affect other environmen-
tal concerns, such as raw material ex-
traction, chemical and gas emissions



during chip manufacturing, water con-
sumption, impact on biodiversity, and
so on.

The analysis performed in this ar-
ticle considered computing as a stand-
alone industry. But computing may
enable other industries to become
more sustainable, thereby (partially)
offsetting its own footprint. This could
potentially lead to an overall reduction
in environmental footprint.” For ex-
ample, computer vision could enable
more efficient agriculture using less
water resources and pesticides; artifi-
cial intelligence and machine learn-
ing could make transportation more
environmentally friendly; smart grids
that use digital technologies could in-
crease the portion of renewables in the
electricity mix in real time; or Internet-
of Things (IoT) devices could help re-
duce emissions in residential housing.
While anticipated sustainability gains
in other industries may be substantial,
one must be careful when analyzing
such reports, that is, one has to care-
fully understand the assumptions
and the associated limitations to fully
grasp the validity of such analyses.*
Moreover, one must be wary of Jevons’
paradox as mentioned before: Mak-
ing a product or service more carbon-
friendly may increase overall carbon
footprint if the efficiency gain leads to
increased deployment and/or usage.
In other words, one should be aware
of the bigger picture—unfortunately,
holistic big-picture assessments are
extremely complicated to make and
anticipate.

Finally, regulation and legislation
may be needed to temper the environ-
mental footprint. The previously cited
IEA report® states that “regulation will
be crucial in restraining data center en-
ergy consumption” while referring to the
European Commission’s revised energy-
efficiency directive. The latter entails
that datacenter operators have to report
datacenter energy usage and carbon
emissions as of 2024, and they have to
be climate-neutral by 2030. Further, the
European Parliament adopted the so-
called Right to Repair directive, which
requires manufacturers to repair goods
with the goal of extending a product’s
lifetime—thereby reducing e-waste
and the continuous demand for new
devices. Overall, innovation in regula-
tion, legislation, and/or business mod-

elswill be needed to incentivize (or even
force) manufacturers, operators, and
customers to temper the demand for
more devices, while making sure that
our computing industry can still thrive
and generate welfare. This is a call for
action for our community to reach out
to psychologists, sociologists, law and
policy makers, entrepreneurs, business
people, and so on to holistically tackle
the growing environmental footprint of
computing.

Related Work

Our computer systems community re-
cently started considering sustainabil-
ity as a design goal, and prior work fo-
cused mostly on characterizing,®'>!32*
quantifying,®** and reducing**?»*
the carbon footprint per device. Howev-
er, as argued in this article, to compre-
hensively understand and temper the
environmental footprint of computing,
one needs to consider the socio-eco-
nomic context within which we operate.
Population growth and increased afflu-
ence is a current reality we should not
be blind to and which impacts what we
must do to reduce the overall environ-
mental impact of computing.

Conclusion

This article described the sustainability
gap and how it is impacted by popula-
tion growth, the increase in affluence
(increasing number of devices per per-
son), and the carbon intensity of com-
puting devices. Considering current
population and affluence growth, the
carbon intensity of computing devices
needs to reduce by 9.4% per year to keep
the total carbon footprint of computing
constant relative to present time, and by
15.5% per year to meet the Paris Agree-
ment. Several case studies illustrate
that while (some) vendors successfully
reduce the carbon footprint of devices,
it appears that more needs to be done.
A concerted effort in which both the de-
mand for electronic devices and the car-
bon footprint per device is significantly
reduced on a continuous basis for the
foreseeable future, appears to be inevi-
table to keep the rising carbon footprint
of computing under control and, if pos-
sible, drastically reduce it.
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Technical Perspective
The Surprising Power
of Spectral Refutation

By Uriel Feige

NP-HARD PROBLEMS ARE assumed to
be computationally intractable, mean-
ing that no efficient (polynomial time)
algorithm is guaranteed to correctly
solve every input instance. One way of
coping with NP-hardness is via the use
of reliable heuristics. These are efficient
algorithms that might not solve every
input instance, but when they claim a
solution, the solution is guaranteed to
be correct.

Consider the canonical NP-com-
plete problem of SAT (determining
whether a Boolean formula of the form
(1 V22VX3) ALV A, . has a satisfying
assignment). A heuristic for finding
satisfying assignments will naturally
be reliable, because one can efficiently
check whether the assignment found
indeed satisfies all clauses of the input
formula. However, designing reliable
refutation heuristics that certify that a
formula is not satisfiable is more chal-
lenging. Under the commonly accept-
ed assumption that NP differs from
co-NP, there are no polynomial size
witnesses for unsatisfiablity. Hence,
there is no natural candidate for what
a reliable refutation heuristic should
search for to certify that an input for-
mula is not satisfiable.

The absence of natural witnesses
does not imply there are no “unnatu-
ral” witnesses. For example, consider
an algorithm that constructs some
matrix based on the input formula,
computes the largest eigenvalue of the
matrix (this can be done in polynomial
time), and if this eigenvalue is suffi-
ciently small, declares that the formula
is not satisfiable. Could it be that such
an algorithm, that seems unrelated to
SAT, can serve as a reliable refutation
heuristic? Perhaps surprisingly, the
answer is yes.

Algorithms that base their deci-
sions on eigenvalues of appropriately
chosen matrices are referred to as spec-
tral algorithms (the set of eigenvalues of
a matrix is referred to as its spectrum).
They have traditionally been applied

to problems whose input is naturally
represented as a matrix, such as clus-
tering problems (the distance matrix)
and graph problems (the adjacency
matrix). The input for k-SAT (instances
of SAT in which every clause has exactly
k literals) does not seem to have a natu-
ral representation as a matrix. Never-
theless, more than two decades ago it
was proved that spectral algorithms
can reliably refute most sufficiently
dense k-SAT instances, when £ is even.
Here, a formula with » variables is suf-
ficiently dense if the number of clauses
is somewhat above n*2.

A sequence of works extended the re-
sult in many ways: to odd k, to all Bool-
ean constraint satisfaction problems
(CSPs, formulas in which the predicate
in a clause can be different from the or
predicate), to achieving strong refuta-
tion (certifying that no assignment sat-
isfies substantially more clauses than a
random assignment does), to achieving
trade-offs between (super-polynomial)
running time and number of clauses
at lower densities (below 7*?), and to
establishing that “most” holds even in
a local sense (smoothed analysis). That
is, pick any sufficiently dense input for-
mula, and consider only those formu-
las that differ from it by very little: For
a small fraction of the literals in the
formula, their polarity is flipped (for ex-
ample, x; changed to -x; or vice versa).
Within every such set (and not only in
most of them), the spectral heuristic re-
futes most formulas.

Spectral refutation heuristics in-

ey
Spectral algorithms
can reliably refute
most sufficiently
dense k-SAT instances.
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volve clever choices of matrices, such
as Kikuchi matrices, and sophisticated
techniques for analyzing their eigen-
values. The accompanying paper pres-
ents the state of the art in this line of
research. It also presents implications
that transcend beyond the domain
of refutation heuristics. Recall the
birthday paradox, which states that if
there are n possible outcomes (for ex-
ample, birthdates), then in a random
sample of approximately v7 trials (for
example, people), there is likely to be
a collision: two trials with the same
outcome. In contrast, to guarantee a
collision with certainty, one needs n+1
trials (the pigeonhole principle).

Are there notions of collisions for
which parameters like those of the
birthday paradox guarantee a collision
with certainty, and there is no need for
the more demanding parameters of
the pigeonhole principle? It was con-
jectured that this holds for even covers
in hypergraphs. An even cover is a set
of hyperedges entirely composed of
collisions: Every participating vertex
appears in two hyperedges, or more
generally, in an even number of them.
The conjecture was proved using an
approach inspired by the spectral refu-
tation heuristics. It involves deriving
from every hypergraph a family of Ki-
kuchi matrices, proving that most ma-
trices in this family do not have a large
eigenvalue, and proving that if the
conjecture is false then every matrix in
this family has alarge eigenvalue. Con-
sequently, the conjecture must be true.

Other recent applications of spec-
tral techniques to seemingly unre-
lated mathematical problems include
improved lower bounds on the block-
length of locally decodable codes, and
proof of the sensitivity conjecture for
Boolean functions.

Uriel Feige is a professor in the Department of Computer
Science and Applied Mathematics at the Weizmann
Institute, Rehovot, Israel.
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Algorithms for Refuting

Smoothed k-SAT

By Venkatesan Guruswami, Pravesh K. Kothari, and Peter Manohar

Abstract

Despite being a quintessential example of a hard problem,
the quest for finding fast algorithms for deciding satisfi-
ability of propositional formulas has occupied computer
scientists both in theory and in practice. In this article,
we survey recent progress on designing algorithms with
strong refutation guarantees for smoothed instances of the
k-SAT problem. Smoothed instances are formed by slight
random perturbations of arbitrary instances, and their
study is a way to bridge the gap between worst-case and
average-case models of problem instances. Our methods
yield new algorithms for smoothed k-SAT instances with
guarantees that match those for the significantly simpler
and well-studied model of random formulas. Additionally,
they have led to a novel and unexpected line of attack on
some long-standing extremal combinatorial problems in
graph theory and coding theory. As an example, we will
discuss the resolution of a 2008 conjecture of Feige on the
existence of short cycles in hypergraphs.

1. INTRODUCTION
The famous SAT problem asks to determine if a given prop-
ositional formula is satisfiable. That is, can we set the for-
mula’s variables to 0 (False) or 1 (True) in a way so that the
formula evaluates to 1 (True). In this article, we will focus
on the k-SAT problem where the propositional formula is
further restricted to be in the k-CNF form, that is, logical
AND of a collection of k-clauses, each of which is a logical
OR of at most k literals (variables or their logical negations).
For example, (x,V-x,Vx,)A(x,Vx,V-x,) is a 3-CNF
formulainvariablesx ,x,...,x, where v, A,and - denote the
logical AND, OR, and NOT operations, respectively. Given a
k-CNF formula, we are interested in either finding a satisfy-
ing truth assignment, if it exists, or a “refutation”—a short,
easily-checkable proof that the formula is unsatisfiable. De-
spite its simplicity, k-SAT is phenomenally expressive and
models a long list of important discrete optimization prob-
lems. A decades-long quest has thus focused on designing
algorithms for k-SAT in both theory and practice.

In this article, we will focus on finding refutations—
“obviously verifiable” polynomial size (that is, short) con-
tradictions that confirm unsatisfiability of a k-SAT formula.

The original version of this paper was published in the
Proceedings of the ACM Symp. on Theory of Computing,
2022.

For any formula, we can simply tabulate each of the 2" pos-
sible truth assignments x together with a clause violated by
x. This is an obviously verifiable refutation but clearly too
long—it’s exponential in size. On the other hand, if we get
lucky and our formula contains two 1-clauses (x,) A (-x,)
, then it is manifestly unsatisfiable and the two 1-clauses
serve as an easily verifiable and short certificate of unsatis-
fiability. Of course, it is unrealistic for such clauses to magi-
cally occur in interesting inputs. But we can often infer
additional clauses that must also be satisfied if the input
formula is satisfied and hope that such an obviously verifi-
able short contradiction arises in the inferred clauses. Such
clause learning (via mechanical resolution rules) for deriving
new clauses form an integral part of practical SAT solvers.

In his famous 1972 paper,'® Karp proved that ascertain-
ing satisfiability or finding refutations for 3-SAT formulas
is NP-hard. Thus, finding a fast algorithm for 3-SAT that
succeeds (even approximately) on all possible input is likely
hard. One might naturally expect finding refutations to get
easier as the number of clauses increases (more clauses
means more possibilities for contradictions to manifest),
and so perhaps one might hope that denser instances get
easier? No such luck! As it turns out, unless a widely be-
lieved, stronger variant of the P = NP conjecture fails, there
are no polynomial time algorithms for refuting k-SAT for-
mulas unless they have essentially the maximum possible
= n*(out of = n* possible) clauses. In fact, even substantially
beating brute-force search and finding sub-exponential
(for example, 2*7) time algorithms is ruled out for formulas
with = n** clauses."

Despite the grim picture presented by these hardness
results, the extraordinary modeling power of k-SAT has
motivated a concerted research effort for finding fast heu-
ristics for k-SAT. On the practical side, new algorithmic
ideas along with advances in software engineering have
made modern SAT solvers' a powerful and indispensable
tool with applications to solving practical instances of
optimization problems in planning, model checking, and
verification of software systems. By encoding the task of
finding counter-examples to mathematical conjectures
into SAT formulas, SAT solvers have even helped resolve
long-standing mathematical conjectures.® On the theoret-
ical side, algorithms research has focused on more care-
ful modeling of input instances to escape worst-case hard-
ness under minimal assumptions. Such beyond worst-case
input models for hard discrete optimization problems
such as k-SAT now form a vibrant area' of research in al-
gorithm design.
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1.1. The smoothed k-SAT model.

In 2007, Feige proposed’ his smoothed k-SAT model as a
way to circumvent the all-pervasive hardness of k-SAT. He
was inspired by a groundbreaking work of Spielman and
Teng on smoothed analysis of the simplex algorithm. The
simplex algorithm for linear programming, introduced
by Dantzig in 1947, presented an uncomfortable discon-
nect between theoretical predictions and practical perfor-
mance—here was a fast practical algorithm that also prov-
ably needed exponential time in the worst-case. In 2001,
Spielman and Teng convincingly resolved® this tension
and showed that the simplex method runs in polynomial
time on smoothed inputs—an input obtained by adding a
small random perturbation to an arbitrary instance. Such a
perturbation, of the sort one might reasonably expect prac-
tical instances to naturally possess, is enough to remove all
hardness in even carefully crafted instances.

Feige’s model involves an analogous smoothening of a
worst-case k-SAT formula by randomly perturbing each lit-
eral (that is, changing an unnegated variable to negated
and vice-versa) in each clause with some small probabil-
ity, say 0.01, independently. For example, given two clauses
(x,v-x,Vx,)A(x,Vx,V-x,), we imagine tossing six in-
dependent coins with bias 0.01, one for each literal in each of
the two clauses. The smoothed version of the first clause will
have, for example, x, negated if the first coin lands on heads,
x, unnegated if the second coin lands on heads, and so on.

If the input formula ¢ has > Cn clauses in n variables for
some large enough constant C, then the resulting smoothed
formula is unsatisfiable with high probability over the ran-
dom perturbation. Feige thus asked if the task of finding
refutations for smoothed k-SAT formulas gets significantly
easier compared to worst-case formulas. Equivalently, giv-
en our discussion above, do <« n*! clause-smoothed k-SAT
formulas admit efficient refutation algorithms?

Prior works>®?? showed that the answer is indeed yes for
the random k-SAT model—a fully smoothed model where
the negation patterns and the clause structure, that is, the
variables appearing in the clauses (that are worst case in
smoothed k-SAT) are chosen independently at random.
However, those algorithms strongly exploit the abundant
randomness in the choice of variables appearing in the
clauses.

In this article, we will survey recent developments'*®*
on a new class of algorithms, based on the eigenvalues of
certain specialized Kikuchi matrices (introduced earlier*
for statistical inference and to simplify algorithms for ran-
dom k-SAT?* for even k), that yield optimal (modulo certain
hardness conjectures) algorithms for smoothed k-SAT. As a
result, these new algorithms succeed in refuting smoothed
k-SAT formulas with m > n*? logn clauses, that is, <« n*?,
in polynomial time and significantly beat brute-force
search if m 2 n'**. In fact, our guarantees for smoothed
k-SAT match the best-known (and conjectured optimal)
results for the significantly simpler and restricted setting
of randomk-SAT formulas, provide quantitative bounds on
the number of clauses that every truth assignment must
violate, and extend far beyond k-SAT to handle all logical
constraint satisfaction problems.
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1.2. Spectral methods for combinatorics.

While the theoretical advances in algorithms for k-SAT
haven’t yet influenced practical SAT-solving, they already
have some surprising applications to long open problems in
other areas of mathematics. These include resolving Feige’s
conjecture on small even covers (cycles) in hypergraphs,'®*’
making progress on the decades-long quest for optimal
bounds for locally decodable* and locally correctable®® error-
correcting codes, and problems’ in additive number theory
that generalize the famous Szemeredi’s theorem.

The principle behind such applications is analogous to
how SAT solvers helped resolve mathematical conjectures
by encoding the search for a proof into a SAT formula. Our
theoretical analog strongly exploits the newfound ability to
tackle k-SAT formulas with a worst-case clause structure. In
this article, we will discuss an application of this method
to proving Feige’s conjecture on small cycles in hypergraphs.
Surprisingly, proving this conjecture will let us go full circle
to show even better refutations for smoothed k-SAT.

Short cycles in graphs. Feige’s conjecture' is a gener-
alization of a basic result about short cycles in graphs. Re-
call that a graph (aka network), is simply a collection of
pairs, called edges (modeling pairwise associations), on
n nodes. A cycle in such a network is a sequence of nodes
v, > v,— ..~ v, — v, that starts and ends at the same
node such that every consecutive pair has an edge between
them. In his famous 1978 book,> mathematician Béla Bol-
lobds conjectured that every graph with n nodes where ev-
ery node, on average, has d > 2 edges (this quantity is called
the average degree), must have a cycle of length at most
~ log, ,n.Whend = 2, the network can be a single, giant cy-
cleonall nvertices that clearly hasno cycle oflength < n - 1.
For any d > 2, however, the conjecture implies that we can-
not even avoid a cycle of length O(logn)—an exponentially
smaller bound than n—and thus signals a phase transition
in the extremal length of the smallest cycle as the average
degree d crosses 2.

Bollobas’s conjecture is an example of a result in extre-
mal combinatorics. Such results uncover a truth that holds
for all (thus extremal) mathematical objects. Here, it says
that no matter how we might build a graph on n nodes, so
long as it has average degree d > 2, we cannot avoid intro-
ducing a short cycle. In their elegant 2002 paper,® mathema-
ticians Alon, Hoory, and Linial confirmed this conjecture.

Short cycles in hypergraphs. Feige’s conjecture asks a
similar question about short cycles in hypergraphs. A k-uni-
form hypergraph is a collection of subsets of size k on n
nodes, called hyperedges, that model associations between
a larger number of nodes (instead of 2 in graphs). A 2-uni-
form hypergraph is simply a graph. To pose Feige’s ques-
tion, we will identify a key property of cycles in graphs and
use it to motivate a generalized notion of cycles in hyper-
graphs. Observe that every vertex appears in either two or
zero edges in any cycle in a graph. In particular, a cycle is
an even subgraph—a subset of edges on which every vertex
appears an even integer number of times. Even subgraphs
naturally generalize to hypergraphs. We will define a hy-
pergraph cycle or even covers to be a collection C,C,,...,C,
of hyperedges such that every node of the hypergraph is in-



Figure 1. a) A length 4 cycle in a graph on 4 vertices.
b) A length 4 even cover in a 3-uniform hypergraph on 6 vertices.

(a) (b)

cluded in an even number of C/’s (that is, an even subhyper-
graph). (See Figure 1a and 1b.)

This definition may look odd (or perhaps a little too
even?), atfirst. A cycle in a graph has an appealing combina-
torial structure of a loop. Hypergraph cycles seem to lack a
combinatorial meaning. Why did Feige (and why should we)
care about it? Feige’s motivation for studying short cycles
actually stemmed from finding refutations for k-SAT for-
mulas (see next section). Here, we outline a different source
of motivations that comes from deep connections to the
theory of error-correcting codes because hypergraph cycles
naturally relate to solving systems of linear equations.

To see why, let’s associate a variable to every node of a
graph and let’s think of each edge as specifying a linear
equation modulo 2. Thus, the edge 1 ~ 2 between nodes
1 and 2 relates to the equation x +x,=5b mod 2 where
b € {0,1}. A cycle in the graph then naturally corresponds
to a subset of 2-sparse (that is, each equation has only two
non-zero coefficients) equations that is linearly dependent—
that is, if you want this subset of equations to be satisfied,
then the right-hand side b of at least one of the equations
is already fixed (that is, cannot be chosen independently)
once you fix the choice of the right-hand sides for all the
others. As a simple example, consider the graph on three
nodes with edges 1 ~ 2,2 ~ 3,and 3 ~ 1. Suppose you knew
that some x satisfies the two equations corresponding to
the first two edges x, + x, =0 mod 2 and x, + x, is 1 mod 2.
Then, adding the left-hand sides of the two equations gives
x,+2x,+x,=1 mod 2 which is equivalent to x +x,=1
mod 2 since 2x, =0 mod 2, regardless of the value of x,
. Thus, the right-hand side of the third equation is deter-
mined/dependent and cannot be chosen independently of
the first two equations. A cycle in a k-uniform hypergraph
similarly corresponds to a linearly dependent subset of k
-sparse (that is, each equation has k non-zero coefficients)
equations corresponding to each hyperedge.

The length of the smallest cycle thus equals the size of
the smallest linearly dependent subset of equations in a
given system. Understanding the size of such a set turns
out to have a whole gamut of applications, especially in
designing error-correcting codes. Error-correcting codes
(or just codes) are a systematic method of adding redun-
dancy to a message so that, when the message transmit-
ted across a noisy channel and incurs errors, one can still
decode it uniquely thanks to the redundancy. The system-

atic methods or codes naturally involve adding “parity
checks”, that is, right-hand sides of an appropriately cho-
sen set of linear equations evaluated at the message. In
such codes, the length of the smallest linearly dependent
subset of equations naturally corresponds to distance—
a crucial quantity that controls the number of errors that
can be corrected. The smallest linear dependencies in k
-sparse equations turns out to be equivalent to under-
standing the best possible distance (and thus, the largest
possible rate of errors that can be tolerated) by an impor-
tant class of codes called low-density parity-check codes in-
troduced by Gallager in the 1960s with numerous theoreti-
cal and practical applications.

Feige’s Conjecture and the resolution. As in the case of
graphs, we are interested in the extremal trade-off between
average degree (that is, average number of hyperedges con-
taining a node) and the length of the smallest hypergraph
cycle in a k-uniform hypergraph. Given the connection to
linear dependencies above and the basic fact that every
collection of m = n + 1 equations in 7 variables are linearly
dependent, whenever the average degree d = mk/n > k, then
the hypergraph must have a (rather long) cycle of length
n + 1. Making an analogy to graphs, one might expect that
if d > k, the hypergraph must have a O(logn)-length cycle,
but this turns out to be false! Mathematicians Assaf Naor
and Jacques Verstraete in 2006 showed* that one needs
(and this is enough) the average degree d > n**' in order
for every hypergraph to have a O( logn)-length cycle. For
k = 2, this matches a coarse version of the bound for graphs
but for k > 3 suggests a new regime between d =1 and
d = vn that has no analog for graphs. What happens when,
for example, d * n®**? Feige conjectured a precise behavior
for this regime:

CONJECTURE 1 (FEIGE™).
Every k-uniform hypergraph on n nodes with average
degree = (n/¢)¥*>* has an ¢ logn-length cycle.

Feige’s conjecture (up to some logn factors in d) was mo-
tivated by the hypothesis (and is, in fact, equivalent to it)
that there is no better construction of hypergraphs avoid-
ing short cycles than simply choosing a random hyper-
graph. It is thus analogous to the famous 1947 theorem of
Shannon (the birthplace of modern coding theory) that ran-
dom error-correcting codes are “best” in a precise sense.

Despite being a foundational statement about hyper-
graphs, the conjecture remained largely open with only
some partial progress for a special case by Alon and Feige
in 2009. Now, by invoking the new algorithms for solving
smoothed k-SAT, we can essentially completely resolve it—
up to one additional logn factor in the degree bound. This
was established first by the authors with additional logn fac-
tors, later'” trimmed down to a single logn factor.

THEOREM 2.
Every k-uniform hypergraph on n nodes with average
degree = (n/¢)¥** logn has an ¢ logn-length cycle.

As we will explain later in this article, the proof of this
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theorem makes a new connection between the success of
our spectral approach for smoothed k-SAT and existence of
short cycles in hypergraphs. It forms the first (of a growing
list of) application spectral refutations via Kikuchi matri-
ces in combinatorics.

2. ANEW SPECTRAL APPROACH

Our approach for finding refutations for smoothed k-SAT
formulas relies on continuous time algorithms based on
spectral methods—methods that use eigenvalues and eigen-
vectors of matrices built from the input. This is in contrast
to the largely discrete algorithmic toolkit (such as resolu-
tion refutations and their generalization) in modern practi-
cal SAT solvers. In fact, it has been known for more than 20
years that even random k-SAT formulas with <« n*! clauses
do not admit efficient resolution refutations—a natural for-
malization of combinatorial refutations.

The spectral approach for refuting k-SAT formulas was
conceived™ by Goerdt and Krivilevich back in 2001. A de-
cade and half of work led to spectral methods with con-
jectured-optimal guarantees for refuting random -SAT in
2017. These spectral methods, however, are rather brittle
and strongly rely on the randomness in the variables ap-
pearing in each clause. For smoothed k-SAT, such methods
provably fail since the variables appearing in the clauses
are completely arbitrary. In this article, we will present a
new class of spectral methods, based on Kikuchi matrices,
which, when combined with combinatorial pre-process-
ing, provide robust methods for refutation that signifi-
cantly simplify the results for random k-SAT and extend to
smoothed k-SAT with no loss in performance.

From k-SAT to degree k polynomials. To bring in spec-
tral methods, we will make a simple but conceptually im-
portant translation between refuting a k-SAT formula and
finding certificates of upper bounds on the maximum
value of a degree k polynomial. For this purpose, it will be
more convenient to view truth assignments as +1 (True)
and -1 (False). Given a k-SAT formula ¢ with m clauses, let
®:{-1,1}" > N map truth assignments x € { - 1,1}" to
the number of clauses satisfied by x. Then, ®(x) is clearly
the sum of m functions ® , one for each clause C in ¢ where
® (x) = 1ifand only if x satisfies clause C. Since ® ,depends
onlyon k{ + 1}-variables, itis a degree k polynomial. For ex-
ample, k=3andC = (x, VX, Vx,):

1

_7
@ (x) —§+§(x1 X, X, X X, XX, XX X x,x) (1)

To refute the k-SAT formula ¢, we will find an easily-
checkable certificate of the fact ®(x) = 3}  ® (x) < mforallx.
In fact, we will certify a stronger bound of ®(x) <0.99m,
that is, every x must violate not just 1 but in fact 1% of the
clauses.

Observe that @ is a sum of 8 (in general, 2*) monomi-
als, each of degree < 3 (k, more generally). A standard idea,
going back to early 2000s, is to certify bounds on 8 differ-
ent polynomials, obtained by taking one out of 8 terms
corresponding to each C. We can then obtain a bound on
@(x) by adding all the 8 quantities. For each such polyno-
mial obtained from a smoothed 3-SAT formula, with a little
more work that we omit here, we can also assume the coef-
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ficients of each monomial is an independent, uniform {+1}
. We thus focus on strong refutation of semirandom homoge-
neous polynomials ¥(x) of the form:

v =Y, b, []x, @)

CeH iec

where H, the instance hypergraph, is simply the collection
of m different sets C C [n] of size k (corresponding to each
original clause) and b, € {+1} are chosen uniformly and
independently for each C € H. Here, strong refutation in-
volves certifying that ¥(x) < em for a sufficiently tiny € > 0.

2.1. From quadratic polynomials to matrices.

Let us show how spectral methods show up by starting with
thesimplestsettingofk = 2. Then,eachC € Hisasetofsize2,
or simply a pair {i,j} C [n], and ¥(x) from (2) is a degree 2
polynomial in x. The idea is to view such a degree 2 polyno-
mial as a quadratic form.

For an n x n matrix 4, its quadratic form on a vector v
equals vTAv = (v,Av) = Zik” v,V A(i,j). This expression is
a homogeneous quadratic polynomial in v. Indeed, every
quadratic polynomial is a quadratic form of an associated
matrix and vice-versa. For our ¥, let the n x n matrix 4 be
defined by:

A(i)) = {b{m if C={ijteH
’ 0 otherwise .

Then, for any x € {-1,1}", xTAx = Zw'xiiju =2%(x).
A basic result in linear algebra allows upper-bounding

any quadratic form of 4 as:
viAv < || v 1214l

where |1vil, =4/} v? is the length of the vector v and II4l|, is
the “spectral norm” or the largest singular value of A. Since
x has {+1}-coordinates and thus length v7, we obtain that
Yoo < nllAll,

This bound on W(x) is easily verifiable. Given ¥ (obtained
easily from the k-SAT formula ¢), we form the matrix 4 and
use a linear time algorithm (called power iteration) to ob-
tain good estimates on the spectral norm [l4ll,.

To certify W(x) < em, we need to check that llAll, < em/n.
Ais an example of a random matrix since its entries b, are
uniformly and independently distributed in {+1}. There is
awell-developed theory for understanding the typical value
of ll4ll, for such random matrices that allows us to conclude
that llAll, S \/Amax logn where A is the maximum number
of non-zero entries in any row of the matrix A. If the pairs
C = {i,j} are “equidistributed” that is, any variable i partici-
pates in roughly the same number of pairs, then we would
expect A=A ~=m/nwhere A  is the average number
of non-zero entries in a row of A. Thus, ll4ll, $+/m logn/n
which is < em/nif m 2 nlogn.

What if the set of pairs H is not regular and some i is
“over-represented” in the set of pairs C? While we omit for-
mal details, one can use an elegant reweighting trick (dis-
covered in the work of Hsieh et al.'”) on the matrix A that
effectively allows us to assume regularity if A > 1.

2.2. Generalizing to quartic polynomials.
The case of odd k turns out to be technically challenging



so let us skip k = 3 and generalize the above approach when
W(x) is of degree k = 4 (that is, the case of 4-SAT). So, ¥(x) is
not quadratic in x. We will now view it as a quadratic form
in () variables each corresponding to quadratic monomi-
als x,x; in the original assignment x. Let us write x** for the
vector in R indexed by pairs {i,j} with entry at {i ,7,} giv-
enbyx, x,. Define the (1) x (7) matrix A:

.o .. b, . . ifc={i,i,j,jteH
A({ ll’ lz}’ {J1’J2}) = { S . { ' 2J1 JZ}
0 otherwise.

Then, as before, we can observe that:
@)TA(x?) = Y7 xxx.x,A({D,j} {k}) = 6%
{i/1Tke}
The factor 6 comes from the fact that there (1) = 6 different
ways that a set C of size 4 can be broken into pairs of pairs,
each of which arises as a term in the quadratic form above.
We can now write

P < llx2lI211A1L, = () 1AL,

And a similar appeal to results in random matrix theory
tells us that with high probability llAll, $y/A  log(?) <
VA, logn where A is the maximum number of non-
zero entries in any row of A. Equivalently, A is the maxi-
mum number of 4-clauses that a pair {i,j} participates
in. When all pairs behave roughly similarly, we will have
A=A, S & inwhich case

ma avg ~ (1)

m
o
with high probability if m > n? logn.

Early proofs of such facts used different tools from ran-
dom matrix theory and worked for random 4-SAT by utiliz-
ing that H is a random collection of 4-sets in that case. Our
approach here explicitly reveals that only an equi-distri-
bution (thatis, A, = A ) property of H is required for the
success of this approach. This allows us, via a similar re-
weighting trick (that succeeds if A, > 1) discussed above,
to obtain a result that works for arbitrary (worst-case) hy-
pergraphs.

Let’s finish this part by noting our quantitative bounds.
For k =2, our refutation succeeded when m 2 n logn. For
k =4, we instead needed m 2 n* logn. Indeed, for arbitrary
even k, a similar argumentyields a bound of m > n*? logn—
a significant improvement over the Q(n*) clauses required
for refuting an unsatisfiable k-SAT formula in the wors
case, showing us the power of the spectral approach.

Y < (1) ogn < em

2.3. Beyond basic spectral refutations.

A smoothed k-SAT formula is unsatisfiable with high prob-
ability whenever it has m > n clauses. But our spectral ref-
utations above require m > n*logn—a bound higher by a
factor = n (and n*> for arbitrary even k). This is because
our approach fails whenever the average number of entries
in a row of 4, that is, A, =m/(}), is < 1. The question of
whether there are non-trivial refutations for k-SAT formu-
las when m <« n*? (now called the spectral threshold) re-
mained open for more than a decade and half. In the same
time, researchers found evidence, in the form of restricted
lower bounds,?® that there may be no polynomial time refu-

tation algorithm for m <« n¥2. This, nevertheless, left open
the possibility of significantly beating brute-force search
below this threshold. This possibility was realized for ran-
dom k-SAT in 2017. We will now discuss a significantly sim-
pler (described essentially in full below) spectral approach
that succeeds even for smoothed k-SAT.

We will continue to work with k = 4. As before, we will
write W(x) as a quadratic form but instead of the natural
matrices we discussed above, we will use Kikuchi matrices
that we next introduce. First, though, a piece of notation:
For sets S,T C [n], we let S @ T = (S U T)\(S n T) denote the
symmetric difference of S and 7.

DEFINITION 3 (KIKUCHI MATRICES).
For any r € N, the level ~-Kikuchi matrix for ¥ is a (’;) X ('r’)

matrix with rows and columns indexed by sets S, 7 C [n]
of size r and entries given by:

b if S@T=CeH
0 otherwise .

A(S,T) = {

Observe that for r = 2, the above Kikuchi matrices spe-
cialize to the (”) x (7) matrixwe saw in the previous subsec-
tion. Let’s see why W(x) is a quadratic form of A.

For any assignment x € {+1}", denote by x the (”)-di-
mensional vector with coordinates indexed by sets S C [n]
of size r and S-th entry given by x =[], x. Then, for
D = (3)("1) we have:

(xNTA(x™) = ) x,x,AS,T)
ST

=20,

CeH

x,=DY(0.

S, T:S®T=C

Here, we used that since S @ T'=C, for any x € {+1}", x, -
X1 = XgmenrXenr = Xo @s X7 =1 for every i. The last equality
holds true because the number of pairs (S,7) such that S, T
arer-size setsand S @ T = CisexactlyD foranyset C of size 4.
Observe how our notational trick of switching to {+ 1}-val-
ued truth assignments paid off here.

Given this simple observation, we can now again con-
struct the spectralupper bound Y(x) < llx~lI2llAll, = (") lAll,.
Furthermore, it turns out that powerful tools of random
matrix theory still allow us to conclude as before that

lAall, SyA,. log(") =4/A,, . logn. (3)

The Kikuchi superpower: Density increment. Why might
this upper bound be better? The meat is in the density in-
crement. As r grows, the number of rows in A grows. But the
number of non-zero entries in A grows even faster, giving us
anetincreasein A_ .Indeed, let m = n* logn/¢ for some pa-
rameter Z € N. Then, since each C € H contributes D non-
zero entries, A, =mD/(}) = (n*logn/¢)(r*/n?) = r* logn/¢.
In particular, even when ¢ > logn (and thus we have
m = n?logn/¢ <« n*clauses) choosing rlarge enough still al-
lows us toobtaina A > 1.

Surprisingly, the rest of the proof idea is more or less
the same as before. Let us assume, as we did at first in both
the previous subsections, that all rows of 4 have roughly an
equal number of non-zero entries. Such a condition holds
true if His arandom collection of sets of size 4. Then, A <
A, = r*logn/¢. Plugging this back in (3) gives
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()

P < 4 Al S 574/, 7 logn < em
wg
if A, 24/A, rlogn/e or A _2"%'logn. Since A, =
vg av, avg

r?logn/¢, this condition holds if r > #/€>.

Furthermore, as in the previous two subsections, we can
use a variant of our reweighting trick to generalize this ar-
gument to arbitrary H without any further assumptions.
To verify this bound algorithmically (that is, to “check” our
refutation), we need to construct the matrix A and compute
its spectral norm. This requires a runtime proportional to
the dimension of the matrix, which scales as = n’". So, all in
all, we obtain a roughly n“* time algorithm to certify that
Y(x) < € m whenever m > n*/¢ for any £ € N. When m = n'*®
for some small § > 0, that is, even slightly superlinear, the
runtime of our algorithm is strictly sub-exponential (spe-
cifically = 2*"") and thus asymptotically beats brute-force
search.

Handling odd k. We described our approach so far for
even k. The case of odd k turns out to be a little more in-
volved. This has been true for spectral algorithms ever
since the earliest spectral algorithms for the problem. The
polynomial time case (for example, when m > n'> logn for
3-SAT analogous to m 2 n* logn for 4-SAT) were first found
in a work of Abascal, Guruswami, and Kothari in 2021. The
full trade-off required introducing the correct generaliza-
tions of the Kikuchi matrices that we have described above.
Analysis of the spectral norms of such matrices requires
more effort and some additional combinatorial ideas.

We will not formalize these ideas here but note the fol-
lowing eventual result we derive as a consequence:

THEOREM 4.

Forany k € Nand ¢ € N, given a semi-random homoge-
neous degree k polynomial W(x) with m > n(n/¢)¥>* logn
non-zero coefficients, there is a 2°'°¢"< time spectral al-
gorithm that certifies ¥(x) < € m. Consequently, for any £,
we can refute smoothed k-SAT formulas with m clauses
also in time 20¢log7/<"),

3. PROVING FEIGE'S CONJECTURE
Let us now see how our spectral algorithms for smoothed
k-SAT provide a resolution for Feige’s conjecture. Our ap-
proach can be thought of as a theoretical equivalent of en-
coding the search for a proof into (un)-satisfiability of a SAT
formula and then running a practical SAT solver. Given a
hypergraph H, we will build a SAT formula ¥ __ . that will
be satisfiable if H does not have a short cycle. We will then
prove that ¥ s in fact unsatisfiable to complete our
proof. Of course, instead of using the computer to find such
a refutation, we will “find” them (that is, argue their exis-
tence) analytically by appealing to our spectral algorithms.
Let us now describe this, our argument, in more de-
tail. We are given an arbitrary k-uniform hypergraph H on
n nodes and average degree d = (n/£)">* logn. Our goal is
to show that H must have an ¢ logn-length cycle. Starting
from H, we will define a family of homogeneous degree k
polynomials:
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‘Psat = Z beC'

Observe that ¥ _ is clearly satisfiable. Indeed, if x, = 1 for ev-
eryithen¥  (x) = |H|, the maximum possible value.

Our key claim below will argue, using the analysis of our
spectral algorithm from above, that if H has no short cycle
then ¥  mustin fact be unsatisfiable:

LEMMA 5
(KEY CLAIM).If H has no =

max ... Y (0 <elH|.

(¢ logn)/e*length cycle, then,

We thus immediately hit a contradiction unless H has
a = ¢ logn length cycle.

Let us now discuss why Lemma 5 must hold for even k.
Forr € N, we let 4 be the Kikuchi matrix for the polynomial
¥, thatwe built in the previous section:

1ifS®@TeH
0 otherwise .

4 (8,T) = {

Then, we have: ¥ (0 < (7)[|4,,]| -
We will now argue a rather (%dd-looking fact. Consider
the polynomial ¥ defined below for arbitrary b, € {+1}:

¥, = Zbcxc,

CeH
We also let ¥ . be the special case when b s are chosen
uniformly at random and independently. Notice that ¥,
has the same form as the polynomial ¥ we analyzed in the
previous section. Let A, be the Kikuchi matrix built from ¥ ;:

if S®@T=CeH
0 otherwise .

A(S,T) = {

We will argue that if H had no log(") = ¢ logn-length cycle,

then ||Ab|| ||A || no matter what thevalue of b ’s are. Now,
from the prev1ous sectlon we know that ( )||Ab|| < € |H| for
random b thus for every x:

< (DAL, < G4, <= 111

This claim can appear strange. How can it be that ||Ab||
does not depend on the b s at all? In a sense, our proof re’
veals how short cycles 1nHare “necessary” for ||Ab|| tobeas
small as it is in the previous section!

Trace moments and spectral norms.

To relate ||Asat|| and ||Amndom|| and to bring in the cycles in
H, we will use a classical connection between IIBIl, and the
so-called trace moments of a matrix B that, in turn are re-
lated to a certain combinatorial count of walks on B.

For any N x N symmetric matrix B, let lIBll, =6, >0, > -
G, >0 be its N singular values placed in descending order.
The trace tr(B) is simply the sum of the diagonal elements
of B. For any even 2¢ € N, a classical observation in linear
algebra says that the trace of the 2¢-th power of B equals the
sum of 2¢-th powers of its singular values:

tr(B*) = +02.

2t 2, ...
6 +o)+ N

This is helpful because we can now write:
n
IBIIZ = 0% < tr(B*) < Z 6% < No* = NIIBII*



That is, the 2¢-th power of lIBll, equals tr(B*) up to a factor
N. By taking 2¢ =logN and taking 1/2¢-th powers on both
sides and recalling that N'°s¥ — 1 ag N — < gives:

IBIl, < tr(B¥)" = NVes¥ | Bl = IIBII .

Thus, for 2¢ = logN, tr(B*)"* is a faithful approximation
to lIBIl,.

Relating |A_,|| and ||A, . .../ via trace moments.

. X 2 .
Using the above connection, we will now focus on argu-
ing that tr(A% ) =tr(A% ) for 2t =1ogN =log(") = rlogn.
This would give us ||4_ || * |4 andom]| .-

2 N . .

We now recall another classical observation from basic
linear algebra that relates trace moments of a matrix B to a
certain combinatorial count of “walks” on B. For 4 (stand-

ing forA_ orA,), we thus have:
tr(A) = ) SZS A(S,,8,)A(S,,S,)A(S,,S,). )

That s, tr(4%*)is the sum over all sequences of 2¢ row indices
(that is, subsets of [n] of size r) of product of the entries of 4
on consecutive elements of the sequence.

Every entry of A is either 0 or +1 and for each non-zero
entry A(Sl.,SM), S,® S, =C for some C € H. Thus, any 2¢-
sequence (S,,5,,...,S,,) that contributes a non-zero (and
thus exactly [T* b, in tr(A2)) value to the sum above must
correspond to a 2¢-tuple (C,,C,,...,C,,) of hyperedges from
H, one for each entry A(S,S,, ).

More is true about sucha (C,,C,, ...,C,,), as we next dem-
onstrate in the crucial observation below. Let 1, € {0,1}"
be the 0-1 indicator of the set C, C [n]. That is, 1_(j) = 1 if
and onlyifj e C. ‘

OBSERVATION 6.
Any (C,,C,,...,C,) corresponding to a non-zero term in
(4) satisfies ;" 1, = 0 mod 2.

This crucial observation is actually quite simple to
prove. We know that 1, + 1, =1, mod 2 for every i—since
S, @S, =C,. If we add up all the left-hand sides, we get a
sum over 1,’s where every 1, appears exactly twice (since S,
occurs in exactly two entriesA(S, ,S,) andA(S,S, ,)). Thus
the left hand side (and thus also the right hand side) must
add up to the 0 vector modulo 2.

Next, notice that the j-th entry >’ 1 _(j) = 0 mod 2 ifand
only if j occurs in an even number of C,’s. Thus, the above
observation says that the (multi)-set{C ,C,,...,C, } isa cycle
or an even cover. This appears exciting since we have a di-
rect relationship between tr(4% ) and cycles in H!

There is a crucial snag though—the same C could recur
multiple times in (C,,C,, "-’sz)' Indeed, if C, = C for every
i or more generally, every C, appeared in pairs, then, of
course every elementj € [n]will occur in an even number of
C;'s, for the trivial reason that the C /s themselves occur in
pairs. Let’s call such 2¢-tuples trivial cycles—that is, the C’s
occur in pairs and thus do not relate to cycles in H.

Now for our endgame. For every trivial cycle, since C/’s
appear in pairs, the quantity [[* b, has an even number
of copies of b, for every b_. Since b’ =1, this quantity must
equal 1 regardless of the C ’s. Thus, no matter what the b ’s,

all non-zero terms contribute exactly 1. In particular,
tr(AZ,) (where all b, ’s equal 1) must equal tr(A%) regardless
of b s.

This finishes our argument, but it’s perhaps helpful to
summarize it: We related llAll, (forbothA=4_ andA=4,)
to tr(4*). We then related tr(4*) to a sum over 2¢-tuples
(8,,8,-,8,,). The non-zero terms in this sum correspond
to [1* b, for (C,C,,...,C,,) for C,€ H such that 1, =0
mod 2—this step crucially uses the structure of the Kiku-
chi matrices. If H has no 2t = log(") length cycles, then in
every nonzero term in the sum the C/’s must occur in pairs,
in which case we observe that [[# b_ =1 and is thus inde-
pendent of what the b ’s themselves are.

4. EVEN SMALLER REFUTATIONS

Inthe final act of this article, we will come full circle to show
how the purely combinatorial Feige’s conjecture yields a
surprising corollary for refutations for k-SAT. We discussed
a spectral algorithm that finds refutations for smoothed
k-SAT whenever the number of clauses m 2 n"?logn. Im-
proving on this spectral threshold even for the substan-
tially specialized setting of random 3-SAT has been open
(with accumulating evidence that this may be impossible)
ever since the 2004 work® that obtained the first such result.

In a surprising twist from 2006, Feige, Kim, and Ofek
proved* that for random 3-SAT formulas with m > n'* claus-
es (significantly short of the spectral threshold of = n'?)
admit short, polynomial size refutations with high prob-
ability. That is, there exists a polynomial size certificate,
based on a clever combination of spectral and combinato-
rial ideas, which, if given, can easily help convince us of its
unsatisfiability. But despite around two decades of effort,
we do not know polynomial time algorithms to find such
a certificate. The FKO result forces us to grapple with the
possibility that there may be a marked difference between
existence of short certificates for NP-hard problems and ef-
ficient algorithms to find them. No such gap is known (or
expected) for worst-case k-SAT, making this a truly average-
case phenomenon. And, no such gap is known for any other
discrete optimization problem, even in the average case. In-
deed, ever since its discovery, FKO has been a one-of-a-kind
result with an aura of mystery around it.

Are the mysterious FKO certificates a quirk of the ran-
dom 3-SAT model? Or should we expect analogs in more
general instances? We will now sketch how our results from
the previous two sections allow us a surprising corollary:

COROLLARY 7.

With high probability, smoothed 3-SAT formulas with
m 2, n** logn clauses admit an easily checkable poly-
nomial size refutation. More generally, a similar result
holds for smoothed k-SAT formulas with n*2-3: clauses,
where 5, > 0 depends only on k.

That is, the FKO results extend without any quantitative
change to smoothed 3-SAT formulas. The existence of short
cycles in hypergraphs plays a major role in obtaining this
corollary. Indeed, this was also a principle motivation for
Feige’s conjecture back in 2008. At the time, since Conjec-

MARCH 2025 | VOL. 68 | NO.3 | COMMUNICATIONS OF THE AcM 89



research highlights

Figure 2. a) Runtime vs #clauses for worst-case k-SAT (best possible modulo standard conjectures). b) Runtime vs #clauses for smoothed

k-SAT via Kikuchi-based spectral algorithm.
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ture 1 was not known, FKO’s proof used a sophisticated ap-
plication of the second moment method from probability
theory with rather complicated calculations. Given Theo-
rem 2, our new certificate and its analysis will be simple.

The idea for constructing such refutations is quite sim-
ple. Our spectral refutation worked by splitting the polyno-
mial @ into eight different polynomials of degree < 3 and
then refuting each polynomial via our spectral algorithm.
As before, we will do the splitting and use the spectral al-
gorithm for all terms of degree < 2, that is, for all except
for the homogeneous degree 3 polynomial corresponding to
the last term in (1), for which we will use a “combinatorial”
method. Importantly, for the degree < 2 terms, our poly-
omial time spectral algorithm from Section 2.1 only needs
m 2 n/e*logn (instead of = n'®) to certify a bound < e.

The basic observation behind the combinatorial meth-
od is rather simple. Let H be the 3-uniform hypergraph of
monomials appearing in ¥. Let {C,C,,...,C,} be a cycle in
Handlet¥ =27, bc,xq be the “fragment” of ¥ that only
keeps the monomials corresponding to the cycle. Then, if

‘b, =-1 (which happens with probability 1/2 over the
choice of b C"s), then, we claim that lI‘Cyde(x) <t-1 for ev-
ery x. That is, every x must in fact be at least 1 short of the
maximum value of ¢ on such a fragment. Suppose not and
say for some x, ¥_ . (x)=t. Then, x, =b  forevery1<i<t
Thus, []*,x, =[], b, =-1. On the other hand, since
{€c,C,,...,C }is acycle, everyj occurs in an even number of
C;sandthus, [T¢, x, =11, x‘@e =1, Thisis a contradiction!

Here’s how this basic observation helps. Suppose H has
m = n'? logn/V¢ hyperedges.Then,weknowfromTheorem2
that H contains a * ¢ logn cycle. We can then remove the
hyperedges in this cycle and repeatedly find # logn length
cycles in the residual hypergraph. This process gives us a
“cycle partition” of 99% of hyperedges of H into cycles of
length = # logn. From our argument above, for about 1/2 of
such cycles, the product of the corresponding b ,’s will turn
out to be —1. Let’s call such cycles violated. Thus, can write:

Y= > Y0+
violated cycles in partition

For each violated cycle, every x must “lose” at least 1
on the maximum possible value of the polynomial. So, we
know that at any x, ¥ must be short of its maximum value

cycle remaining
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by at least the number of violated cycles in the partition. So,
Y(x) <m - O(#%) = (1 - O(73g))m. This is a significantly
weaker bound than that of our spectral algorithm (e m) but
is still non-trivial. It is also efficiently verifiable given a list
ofviolated cycles (of size at most O(n'*), so polynomial size).

The corollary follows by combining this combinatorial
certificate with the spectral bound on the degree < 2 parts
of ®. The precise parameters are obtained by optimizing ¢
above but we will omit it here.

5. CONCLUSION

In this article, we surveyed a new class of spectral algo-
rithms based on Kikuchi matrices to find refutations, that
is, easily verifiable proofs of unsatisfiability, for smoothed
k-SAT formulas. The guarantees we obtained were as strong
as the best-known (and conjectured optimal) ones for the
substantially simpler random k-SAT formulas and sub-
stantially surpass the best-possible (assuming standard
hardness conjectures) running times for worst-case k-SAT
formulas at every clause density. The approach generalizes
toyield similar results for all logical constraint satisfaction
problems. We also saw the resolution of the 2008 conjec-
ture of Feige on short cycles in hypergraphs as an example
application. And as a consequence, we saw how to extend
the one-of-a-kind Feige-Kim-Ofek result from random
k-SAT formulas to all smoothed k-SAT formulas. Taken to-
gether, the results show that, per the current state-of-the-
art, smoothed k-SAT is no harder than the substantially
simpler random k-SAT formulas for both refutation algo-
rithms and existence of short certificates.

The Kikuchi matrix method, the method of proving re-
sults by finding spectral refutations for a related proposi-
tional formula, coming out of this line of work appears to
be a promising new attack on problems in combinatorics
and coding theory. It is a pleasing theoretical analog of
the powerful approach for resolving mathematical prob-
lems via practical SAT solvers—a decidedly “computer sci-
ence” approach to solve problems in mathematics. A few
more applications, including making progress on some de-
cades-old problems in the theory of local error-correcting
codes,**® are now already around and we anticipate more
such results in the near future. (See Figure 2a and 2b.)
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Technical Perspective
Toward Building a
Differentially Private DBMS

By Graham Cormode

FROM THE DEMOGRAPHIC statistics
produced by national census bodies to
the complex predictive models built by
companies in “Big Tech” and finance,
data is the fuel that powers these ap-
plications. Most such use cases rely
on data derived from the properties
and actions of individual people. This
data is therefore considered sensitive
and in need of protections to prevent
inappropriate use or disclosure. Some
protections come from enforcing poli-
cies, access control, and contractual
agreements. But we also seek technical
interventions—definitions and algo-
rithms that can be applied by computer
systems to protect private information
while still enabling the intended use.

Although there is not universal
consensus, the model of differential
privacy (DP) has emerged as the pre-
vailing notion of privacy, with many
deployments in industry and govern-
ment, and thousands of research pa-
pers studying different aspects of the
definition. At its heart, DP places a re-
quirement on algorithms to introduce
uncertainty to their output via ran-
domization, so that the uncertainty is
sufficient to provide reasonable doubt
over whether the data of any particular
person was part of the algorithm’s in-
put. Contributing to its success is the
fact that differential privacy can be
achieved by following some simple rec-
ipes. A starting point is to compute the
true answer to a numerical query and
then add noise from a suitable random
distribution to obtain a “privatized”
output that can be shared. These reci-
pes can then be augmented with addi-
tional ingredients, such as sampling,
aggregation, and optimization, along
with combining and post-processing
the results of multiple queries to pro-
vide private algorithms for a range
of questions. Consequently, DP tech-
niques offering precise privacy guar-
antees have been presented for tasks
ranging from spectral graph analysis
to training neural networks.
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To achieve widespread adoption,
the privacy research community needs
to move beyond developing bespoke al-
gorithms for each particular question
at hand. Instead, we seek to build tools
and systems that can handle a broad
class of queries specified in a high-level
language, and thatautomatically intro-
duce the necessary randomness into
the output to provide a DP guarantee.
That is, we can aspire to a DP-DBMS:
a differentially private data manage-
ment system. The first attempts in this
direction were based on the simple
“evaluate and add noise” recipe above,
but they encountered difficulties when
the magnitude of the noise was found
to be so large that it overwhelmed the
true answer.

“R2T: Instance-optimal Truncation
for Differentially Private Query Evalu-
ation with Foreign Keys” by Dong et al.
tacklesanimportanttechnical question
when trying to apply DP in this system-
atic fashion: how to tame the amount of
privacy noise to answer database que-
ries. It starts from a simple observation:
The scale of noise required is directly
proportional to the amount that a query
answer can change when one individ-
ual’s data is changed. This grows large
in databases, where a single record per-
taining to one person can linkin turn to
many other records spread throughout
the data tables. But the impact can be

N
Automatically
ensuring privacy for
arbitrary computations
may be a long way

off, but this work is an
important step toward
that end.
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kept in check by “truncating” the query
output—clipping the contribution of a
user to a limited range so the user’s in-
fluence is de facto bounded. This sets
up a trade-off: Truncating user contri-
butions introduces bias to the query
results, but relaxing the bound leads to
higher variance from the privacy noise
addition.

The paper formalizes truncation
as an optimization problem and pres-
ents the R2T algorithm as an efficient,
iterative approach to solving it. It pro-
vides multiple other important con-
tributions. First, it identifies the class
of select-project-join-aggregate (SPJA)
queries as the Goldilocks template—
powerful enough to be highly expres-
sive for database queries while not too
complicated to prevent a generic solu-
tion. It handles the case of selfjoins, for
which simple approaches that assume
independence will fail. The optimiza-
tion requires only the solution of a lin-
ear program, which can be computed
readily. The findings are validated by
the proof-of-concept prototype system,
which is shown to outperform existing
state-of-the-art DP systems in evalua-
tions over a number of benchmarks.

The next steps for this line of work
are to consider other families of que-
ries for other canonical types of data.
We can seek to build analogous sys-
tems for other structured and unstruc-
tured forms of data—movement pat-
terns (trajectories), medical readings,
and written text, for instance. The
long-term goal may be to build systems
to handle increasingly higher-level
queries over data, which can guarantee
meaningful privacy protection while
still demonstrating acceptable utility
for the outputs. Automatically ensur-
ing privacy for arbitrary computations
may be a long way off, but this work is
an important step toward that end.

Graham Cormode is a professor at the University of
Warwick, U.K. and a research scientist at Meta.
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Optimal Truncation for
Differentially Private Query
Evaluation with Foreign Keys

By Wei Dong, Juanru Fang, Ke Yi, Yuchao Tao, and Ashwin Machanavajjhala

Abstract

Answering SPJA queries under differential privacy (DP),
including graph-pattern counting under node-DP as an
important special case, has received considerable atten-
tion in recent years. The dual challenge of foreign-key con-
straints and self-joins is particularly tricky to deal with,
and no existing DP mechanisms can correctly handle both.
For the special case of graph pattern counting under node-
DP, the existing mechanisms are correct (that is, satisfy
DP), but they do not offer nontrivial utility guarantees or
are very complicated and costly. In this paper, we propose
the first DP mechanism for answering arbitrary SPJA que-
ries in a database with foreign-key constraints. Meanwhile,
it achieves a fairly strong notion of optimality, which can
be considered as a small and natural relaxation of instance
optimality. Finally, our mechanism is simple enough that
it can be easily implemented on top of any RDBMS and an
LP solver. Experimental results show that it offers order-of-
magnitude improvements in terms of utility over existing
techniques, even those specifically designed for graph pat-
tern counting.

1. INTRODUCTION

Differential privacy (DP) has become the standard notion
for private data release, due to its strong protection of indi-
vidual information. Informally speaking, DP requires indis-
tinguishability of the query results whether any particular
individual’s data is in the database or not. The standard La-
place mechanism first finds G S ,, the global sensitivity, of the
query, that is, how much the query result may change if an
individual’s data is added/removed from the database. Then
it adds a Laplace noise calibrated accordingly to the query
result to mask this difference. However, this mechanism
runsintoissuesin arelational database, asillustrated in the
following example.

EXAMPLE 1.1.
Consider a simple join-counting query

Q:= |R1(£,...) MR, (x,%,,..)1.

Here, the underlined attribute x, is the primary key (PK),
while R, . x, is a foreign key (FK) referencing R .x,. For
instance, R, may store customer information where x,

is the customer ID and R, stores the orders the custom-

ers have placed. Then this query simply returns the total
number of orders; more meaningful queries could be
formed with some predicates: for example, all customers
from a certain region and/or orders in a certain category.
Furthermore, suppose the customers, namely, the tuples
inR , are the entities whose privacy we aim to protect.

What’s the G S , for this query? It is, unfortunately, .
This is because a customer, theoretically, could have an
unbounded number of orders, and adding such a cus-
tomer to the database can cause an unbounded change
in the query result. A simple fix is to assume a finite G S,
which can be justified in practice because we may never
have a customer with, say, more than a million orders.
However, as assuming such a GS  limits the allowable
database instances, one tends to be conservative and sets
alarge GS,. This allows the Laplace mechanism to work,
but adding noise of this scale clearly eliminates any util-
ity of the released query answer.

1.1. The truncation mechanism.

The issue above was first identified by Kotsogiannis et al.,*
who also formalized the DP policy for relational databases
with foreign key (FK) constraints. The essence of their model
(arigorous definition is given in Section 2) is that individuals
and their private data are stored in separate relations linked
by FKs. This is perhaps the most crucial feature of the rela-
tional model, yet it causes a major difficulty in designing DP
mechanisms as illustrated above. Their solution is the ¢trun-
cation mechanism, which simply deletes all customers with
more than t orders before applying the Laplace mechanism,
for some threshold 7. After truncation, the query has sensi-
tivity T, so adding a noise of scale t is sufficient.

Truncation is a special case of Lipshitz extensions and
has been studied extensively for graph pattern-counting
queries®® and machine learning (ML)." A well-known issue
for the truncation mechanism is the bias-variance trade-
off: In one extreme t = G S ; it degenerates into the naive La-
place mechanism with a large noise (that is, large variance).
In the other extreme t = 0, the truncation introduces a bias
as large as the query answer. The issue of how to choose a
near-optimal t has been extensively studied in the statis-

The original version of this paper was published in
Proceedings of SIGMOD ’22 (June 2022).
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tics and ML communities.>" In fact, the particular query in
Example 1.1 is equivalent to the 1-dimensional mean (sum)
estimation problem, which is important for many ML tasks.
A key challenge there is that the selection of T must also be
done in a DP manner.

1.2. The issue with self-joins.

While self-join-free queries are equivalent to mean (sum)
estimation (see Section 3 for a more formal statement),
selfjoins introduce another challenge unique to relational
queries. In particular, all techniques from the statistics and
machine-learning (ML) literature for choosing a 7 critically
rely on the fact that the individuals are independent, that
is, adding/removing one individual does not affect the data
associated with another, which is not true when the query
involves selfjoins. In fact, when there are self-joins, even
the truncation mechanism itself fails, as illustrated in the
example below.

EXAMPLE 1.2.
Suppose we extend the query from Example 1.1 to the fol-
lowing one with a self-join:

Q:= |R1(ﬁ,...,) MRI(&,...) MR, (X,),%,,.)1.

Note that the PK of R, has been renamed differently in
the two logical copies R , so that they join different at-
tributes of R,. For instance, R, may store the transactions
between pairs of customers, and this query would count
the total number of transactions. Again, predicates can
be added to make the query more meaningful.

Let G be an undirected t-regular graph (that is, every
vertex has degree t) with n vertices. We will construct an
instanceI = (I,1,) onwhich the truncation mechanism
fails. Let I, be the vertices of G and let I, be the edges
(each edge will appear twice as G is undirected). Thus, Q
simply returns the number of edges in the graph times 2.
LetI' be the neighboring instance corresponding to G',
to which we add a vertex v that connects to every existing
vertex. Note that in G, v has degree n while every other
vertex has degree t + 1. Now truncating by t fails DP: The
query answer on I is nt, and thaton I'is 0 (all vertices are
truncated). Adding noise of scale T cannot mask this gap,
violating the DP definition.

The reason why the truncation mechanism fails is that
the underlined claim above does not hold in the presence
of self-joins. More fundamentally, this is due to the correla-
tion among the individuals introduced by self-joins. In the
example above, we see that the addition of one node may
cause the degrees of many others to increase. For the prob-
lem of graph pattern counting under node-DP, which can be
formulated as a multi-way self-join counting query on the
special schema R = {Node(ID), Edge(src,dst)}, Kasiviswa-
nathan et al.* propose an LP-based truncation mechanism
(to differentiate, we will call the truncation mechanism
above naive truncation) to fix the issue, but they do not study
how to choose 1. As a result, while their mechanism satis-
fies DP, there is no optimality guarantee in terms of util-
ity. In fact, if T is chosen inappropriately, their error can be
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even larger than G§ , namely, worse than the naive Laplace
mechanism.

1.3. Our contributions.

In this paper, we start by studying how to choose a near-op-
timal T in a DP manner in the presence of self5joins. As with
all prior t-selection mechanisms over mean (sum) estima-
tion*'” and self-join-free queries,* we assume that the global
sensitivity of the given query Q is bounded by G § .. Since one
tends to set a large G S, as argued in Example 1.1, we must
try to minimize the dependencyon GS..

The first contribution of this paper (Section 4) is a simple
and general DP mechanism, called Race-to-the-Top (R2T),
which can be used to adaptively choose t in combination
with any valid DP truncation mechanism that satisfies cer-
tain properties. In fact, it does not choose t per se; instead, it
directly returns a privatized query answer with error at most
O( log(GSQ) loglog(GSQ) -DSQ(I)) for any instance I with
constant probability. While we defer the formal definition
of DS (D) to Section 3, what we can show is that it is a per-
instance lower bound, that is, any valid DP mechanism has
to incur error Q(DSQ(I)) onI (in a certain sense). Thus, the
error of R2T is instance-optimal up to logarithmic factors in
GS,. Furthermore, a logarithmic dependency on G S is also
unavoidable,' even for the mean estimation problem, that
is, the simple selfjoin-free query in Example 1.1. In practice,
these log factors are usually between 10 to 100, and our ex-
periments show that R2T has better utility than previous
methods in most cases.

However, as we see in Example 1.2, naive truncation is
not a valid DP mechanism in the presence of selfjoins. As
our second contribution (Section 5), we extend the LP-based
mechanism of Kasiviswanathan et al,>® which only works
for graph pattern-counting queries, to general queries on
an arbitrary relational schema that uses the four basic re-
lational operators: Selection (with arbitrary predicates),
Projection, Join (including selfjoin), and sum Aggregation.
When plugged into R2T, this yields the first DP mechanism
for answering arbitrary SPJA queries in a database with FK
constraints. For SJA queries, the utility is instance-optimal,
while the optimality guarantee for SPJA queries is slightly
weaker, but we argue that this is unavoidable.

Furthermore, the simplicity of our mechanism allows it
to be built on top of any RDMBS and an LP solver. To dem-
onstrate its practicality, we built a system prototype (Sec-
tion 7) using PostgreSQL and CPLEX. Experimental results
(Section 8) show it can provide order-of-magnitude improve-
ments in terms of utility over the state-of-the-art DP-SQL en-
gines. We obtain similar improvements even over node-DP
mechanisms specifically designed for graph pattern-count-
ing problems, which are just special SJA queries.

2. PRELIMINARIES

2.1. Database queries
Let R be a database schema. We start with a multi-way join:
J=R(x,) M MR (X)), @

where R ,...,R are relation names in R and each x, is a set



of arity(R,) variables. When considering selfjoins, there
can be repeats, that is, R, =R; in this case, we must have
X, #X, or one of the two atoms will be redundant. Let
var(J):=x, U -+ Ux .

Let I be a database instance over R. For any R € R, de-
note the corresponding relation instance in I as I(R). This
is a physical relation instance of R. We use I(R,x) to denote I
(R) after renaming its attributes to x, which is also called a
logical relation instance of R. When there are self-joins, one
physical relation instance may have multiple logical rela-
tion instances; they have the same rows but with different
column (variable) names.

AJA or an SJA query Q aggregates over the join results J(I).
More abstractly, let y:dom(var(J)) — N be a function that as-
signs non-negative integer weights to the join results, where
dom(var(J)) denotes the domain of var(J). The result of evalu-
ating QonIis

Q:= Y, w(g)- @)

q€/(1)

Note that the function y only depends on the query. For a
counting query, y( - ) = 1; for an aggregation query, for ex-
ample, SUM(4 * B), w(q) is the value of A*B for gq. And an SJA
query with an arbitrary predicate over var(J) can be easily in-
corporated into this formulation: If some g € J(I) does not
satisfy the predicate, we simply set y(g) = 0.

EXAMPLE 2.1.

Graph pattern-counting queries can be formulated as SJA
queries. Suppose we store a graph in a relational data-
base by the schema R = {Edge(src,dst), Node(ID)} where
src and dst are FKs referencing ID, then the number of
length-3 paths can be counted by first computing the join

Edge(A,B) I Edge(B, C) M Edge(C, D),

followed by a count aggregation. Note that this also
counts triangles and non-simple paths (for example,
x-y-x-z), which may or may not be considered as
length-3 paths depending on the application. If not,
they can be excluded by introducing a predicate (that
is, redefining y) A # C A A= D A B #D. If the graph is
undirected, then the query counts every path twice, so
we should divide the answer by 2. Alternatively, we may
introduce the predicate A <D to eliminate the double
counting.

2.2. DP in relational databases with FK constraints.

We adopt the DP policy in Kotsogiannis. et al,* which de-
fines neighboring instances by taking FK constraints into
consideration. We model all the FK relationships as a direct-
ed acyclic graph (DAG) over R by adding a directed edge from
R to R'if R has an FK referencing the PK of R'. There is a,* d
esignated primary private relation R ,, and any relation that
has a direct or indirect FK referencing R, is called a second-

a For most parts of the paper, we consider the case where there is only one
primary private relation in R; the case with multiple primary private rela-
tions can be transformed to a case with a single primary private relation
(see our full version paper for more details)

ary private relation. The referencing relationship over the
tuples is defined recursively as follows: (1) any tuple ¢, € I(
R,) said to reference itself; (2) for £, e I(R,), t € IR), ¢ € (R’
), if ¢’ references ¢, R has an FK referencing the PK of R, and
the FK of ¢ equals the PK of ¢, then we say that ¢ references z,..
Then two instances Iand I’ are considered neighbors if I'can
be obtained from I by deleting a set of tuples, all of which
reference the same tuple ¢, € I(R,), or vice versa. In particu-
lar, £, may also be deleted, in which case all tuples referenc-
ing ¢, must be deleted to preserve the FK constraints. Final-
ly, for a join result g € J(I), we say that g references ¢, € I( R
)if [t X q| =1.

We use the notation I ~ I' to denote two neighboring in-
stances and I~ T denotes that all tuples in the difference
between Iand I' reference the tuple ¢, € R,

P

EXAMPLE 2.2.
Consider the TPC-H schema:

R = {Nation(NK),Customer(CK,NK),
Order(0K,CK),Lineitem(0K)}.

If the customers are the individuals whose privacy we
wish to protect, then we designate Customer as the
primary private relation, which implies that Order
and Lineitemwill be secondary private relations,
while Nation will be public. Note that once Customer
is designated as a primary private relation, the infor-
mation in Order and Lineitem is also protected, since
the privacy induced by Customer is stronger than that
induced by Order and Lineitem. Alternatively, one
may designate Order as the primary private relation,
which implies that Lineitem will be a secondary
private relation, while Customer and Nation will be
public. This would result in weaker privacy protection
but offer higher utility.

Some queries, as given, may be incomplete, that is, it has a
variable that is an FK but its referenced PK does not appear
in the query Q. The query in Example 2.1 is such an example.
Following Kotsogiannis et al.,** we always make the query
complete by iteratively adding those relations whose PKs
are referenced to Q. The PKs will be given variable names
matching the FKs. For example, for the query in Example
2.1, we add Node(A), Node(B), Node(C), and Node(D).

The DP policy above incorporates both edge-DP and
node-DP, two commonly used DP policies for private graph
analysis, as special cases. In Example 2.1, by designating
Edge as the private relation (Node is thus public, and we may
even assume it contains all possible vertex IDs), we obtain
edge-DP; for node-DP, we add FK constraints from src and
dst to ID, and designate Node as the primary private rela-
tion, while Edge becomes a secondary private relation.

A mechanism M is e-DP if for any neighboring instance I,
I', and any output y, we have

Pr[M(D) = y] < e* PriM(T) = y].

Typical values of € used in practice range from 0.1 to 10,
where a smaller value corresponds to stronger privacy pro-
tection.
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3. INSTANCE OPTIMALITY OF DP

MECHANISMS WITH FK CONSTRAINTS

Global sensitivity and worst-case optimality. The standard
DP mechanism is the Laplace mechanism," which adds Lap
(G S Q) to the query answer. Here, Lap(b) denotes a random
variable drawn from the Laplace distribution with scale
b, and GS,=max, |QD - Q(I)|is the global sensitivity of
Q. However, either a join or a sum aggregation makes G S
unbounded. The issue with the former is illustrated in Ex-
ample 1.1, where a customer may have unbounded orders; a
sum aggregation with an unbounded y results in the same
situation. Thus, as with prior work,>'"** we restrict to a set of
instances .# such that

oM - QM) = ©)

where G S, is a parameter given in advance. For the query in
Example 1.1, this is equivalent to assuming that a customer
is allowed to have at most G S, orders in any instance.

For general queries, the situation is more complicated.
We first consider SJA queries. Given an instance I and an SJA
query Q, for a tuple t, € I(R,), its sensitivity is

Zw

where [( - ) is the 1ndlcat0r function. For SJA queries, (1) is
equivalent to

IEJIEJI T

(g references t,), @

max max S,(Lt,)

=GS,,.
For self-join-free SJA queries, it is clear that
QM= X8, (Lt,),
{,ER,

which turns the problem into a sum estimation problem.
However, when self-joins are present, this equality no lon-
ger holds, since one join result g references multiple ¢,’s.
This also implies that removing one tuple from I(R,) may
affect multiple S (I,¢,)’s, making the neighboring relation-
ship more complicated than in the sum estimation prob-
lem, where two neighboring instances differ by only one
datum.>"

What notion of optimality shall we use for DP mecha-
nisms over SJA queries? The traditional worst-case optimal-
ity is meaningless, since the naive Laplace mechanism that
adds noise of scale GS,, is already worst-case optimal, just
by the definition of GS . In fact, the basis of the entire line
of work on the truncation mechanism and smooth sensitiv-
ity is the observation that typical instances should be much
easier than the worst case, so these mechanisms all add in-
stance-specific noises, which are often much smaller than
the worst-case noise level GS .

Instance optimality. The standard notion of optimality
for measuring the performance of an algorithm on a per-
instance basis is instance optimality. More precisely, let ./#
be the class of DP mechanisms and let®

Z,(D:= minmin{&:Pr[[M'D - Q)] <

ins

g]>2/3}

be the lower bound any M’ € ./ can achieve (with probabil-
ity 2/3) on I, then the standard definition of instance opti-

b The probability constant 2/3 can be changed to any constant larger than
1/2 without affecting the asymptotics.
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mality requires us to design an M such that

Pr(|MMD - Q)| <c-Z, M| >2/3 (5)

ns

for every I, where ¢ is called the optimality ratio. Unfortu-
nately, for any I, one can design a trivial M'(-) = Q(I) that
has 0 error on I (but fails miserably on other instances), so
Sms( ) =0, which rules out instance-optimal DP mecha-
nisms by a standard argument.*®

To avoid such a trivial M’,*'> consider a relaxed version
of instance optimality where we compare M against any
M’ that is required to work well not just on I, but also on its

neighbors, that is, we raise the target error from <_ (I) to

ins

(D): = min max min{¢:

nbr Meal T:IA~T
Pr[|M'(T') - Q)| < €] > 2/3}.
Vadhan? observesthat ¥  (I) >LS (I)/Z, where

nbr

LS (I) = max |om -

A Q)]
is the local sensitivity of Q at I. This instance optimality has
been used for certain ML problems® and conjunctive queries
without FKs.'* However, it has an issue for SJA queries in a
database with FK constraints: For any I, we canadd a¢,to I
(R,) together with tuples in the secondary private relations
all referencing ¢, obtaining an I’ such that SQ(I’, t,) = GS,
that is, LSQ( )= GSQ. This means that this relaxed instance
optimality degenerates into worst-case optimality. This
is also why smooth sensitivity, including all its efficiently
computable versions,'*'>!%2 will not have better utility than
the naive Laplace mechanism on databases with FK con-
straints, since they are all no lower than the local sensitivity.

The reason why the above relaxation is “too much” is that
we require M’ to work well on any neighbor I of I. Under the
neighborhood definition with FK constraints, this means
thatI’' can be any instance obtained from I by adding a tuple
t, and arbitrary tuples referencing ¢, in the secondary pri-
vate relations. This is too high a requirement for M’, hence
too low an optimality notion for M.

To address the issue, Huang et al.'” restricts the neigh-
borhood in which M’ is required to work well, but their defi-
nition only works for the mean estimation problem. For SJA
queries under FK constraints, we revise & (+)to

Z 4D = min max min{g:

I:I~TLI'C
Pr[ |M’(Iﬁ - Q(IO| <&]>2/3},

namely, we require M’ to work well only on I' and its down-
neighbors, which can be obtained only by removing a tuple
t,already inI(R,) and all tuples referencing ¢,. Correspond-
ingly, an instance-optimal M (with regard to the down-
neighborhood) is one such that (1) holds where &, _is re-
placedby £, .

Clearly, the smaller the neighborhood, the stronger the
optimality notion. Our instance optimality notion is thus
stronger than those in.*'*'” Note that for such an instance-
optimal M (by our definition), there still exist I, M’ such that
M’ does better on I than M, but if this happens, M’ must do
worse on one of the down-neighbors of I, which is as typical
as Iitself.

Using the same argument from Vadhan,” we have
Z gD > DS (D/2, where

d-nbr



DS (D:= max|QD - Q)| = maxS ( I, P) (6)

T I~LICI
is the downward local sensitivity of 1. Thus, DS (D) is a per-
instance lower bound, which can be used to replace Z M

nc

in (5) in the definition of instance-optimal DP mechanisms.

4. R2T: INSTANCE-OPTIMAL TRUNCATION

Our instance-optimal truncation mechanism, Race-to-the-
Top (R2T), can be used in combination with any truncation
method Q(I,7), which is a function Q:.¥ x N - N with the
following properties:

(1) For any t, the global sensitivity of Q( - ,t) is at most .
(2) Forany t, Q(I,7) < Q(D.
(3) For anyI, there exists a non-negative integer

(D <GS, such that forany = > t'(D, Q(I,7) = Q(I).

We describe various choices for Q(I, t) depending on the
DP policy and whether the query contains self-joins and/or
projections in the subsequent sections. Intuitively, such a Q(
I,7)givesastable (property (1)) underestimate (property(2)) of
Q(I), while reaches Q(I) for a sufficiently large t (property (3)).
Note that Q(I,7) itself is not DP. To make it DP, we can add
Lap(t/e), which would turn it into an e-DP mechanism by
property (1). The issue, of course, is how to set t. The basic
idea of R2T is to try geometrically increasing values of T and
somehow pick the “winner” of the race.

Assuming such a Q(I, t), R2T works as follows. For a prob-
ability p,c we first compute?

Q(I,t"): = Q(I,7") + Lap(log(GSQ)%m)
7)
log(GS ) 0] (
-log(Gs,) In <TQ> =,
fortl)=2/j=1, ...,log(GSQ). Then R2T outputs
Q):= max{ max Q(1,79),Q(L,0) } ®

The privacy of R2T is straightforward: Since Q(I,t?) has
global sensitivity at most t¥, and the third term of (7) is inde-
pendent of I, each Q(I, t¥) satisfies . — s DP by the standard
Laplace mechanism. Collectively, al the Q(I,7")’s satisfy e
-DP by the basic composition theorem." Finally, returning
the maximum preserves DP by the post-processing property
of DP.

Utility analysis. For some intuition on why R2T offers
good utility, see Figure 1. By property (2) and (3), as we in-
crease T, Q(I,t) gradually approaches the true answer Q(I)
from below and reaches Q(I,t) = Q(I) when t > t'(I). Howev-
er, we cannot use Q(I,t) or t'(I) directly as this would violate
DP. Instead, we only get to see Q(I,t), which is masked with
the noise of scale proportional to t. We thus face a dilemma:
The closer we get to Q(I), the more uncertain we are about
the estimate Q(I, ). To get out of the dilemma, we shift Q(
I,7) down by an amount that equals the scale of the noise (if
ignoring the loglog factor). This penalty for Q(I,%), where % is
the smallest power of 2 above t'(I), will be on the same order
as t'(I), so it will not affect its error by more than a constant
factor, while taking the maximum ensures that the winner

¢ The probability § only concerns about the utility but not privacy.
d loghasbase 2 and In has base e.

Figure 1. An illustration of R2T.
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is at least as good as Q(I,%). Meanwhile, the extra loglog fac-
tor ensures that no Q(I,t) overshoots the target. Below, we
formalize the intuition.

THEOREM 1.
On any instance I, with probability at least 1 — 3, we have

1
QM - 4log(Gs,) In (@) ™M _ 31 < 0.

5. TRUNCATION FOR SJA QUERIES

In this section, we will design a Q(I,t) with "(I) = DSO(I) for
SJA queries. Plugged into Theorem 1 with =1/3 and the
definition of instance optimality, this turns R2T into an in-
stance-optimal DP mechanism with an optimality ratio of
O( log(GSQ) loglog(GSQ)/e).

For self-join-free SJA queries, each join result g € J(I) ref-
erences only one tuple in R,. Thus, the tuples in R, are in-
dependent, that is, removing one does not affect the sensi-
tivities of others. This means that naive truncation (that is,
removing all S (I,¢,) > T and then summing up the rest) is
avalid Q(I, ) that satisfies the three properties required by
R2T with t'(D) = DSQ(I).

When there are self-joins, naive truncation does not sat-
isfy property (1), as illustrated in Example 1.2, where all SQ(I,
t,)’s in two neighboring instances may differ. Below, we gen-
eralize the LP-based mechanism for graph pattern count-
ing® to arbitrary SJA queries, and show that it satisfies the
three properties witht'(I) =D S oM.

Given a SJA query Q and instance I, recall that Q(I) =
quj y(g), where J(I) is the join results. For k € [|[/(I)|], let g,
() be the kth join result. For eachj € [|I(R,)|],lett (D be the
Jthtuplein I(R,). We use CDto denote (the indices of) the
set of join results that reference ¢(D). More precisely,

C0:= {k:q, @ references (D }. ©)

For each k € [|/(I)|], introduce a variable u , which repre-
sents the weight assigned to the join result g,(I). We return
the optimal solution of the following LP as Q(I,t):

maximize Q1) = Z U,
kel
subject to Z u. <, JE [IU(R,)],
kEC/(U
0<u,<y(q,M), kellJDI]
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LEMMA 1.
For SJA queries, the Q(I, t) defined above satisfies the
three properties required by R2T with t'(I) =D S oM.

EXAMPLE 5.1.
We now give a step-by-step example to show how this

In addition, we have Q(I,0) = 0 and Q(I, t) = 9,992 for
T>32.

Then, let’s see how to run R2T with these Q(I, t)’s.
Lete =1,p =0.1,and GS = 2'°. Besides, for convenience,
assume Lap(1) returns -1 and 1 by turns. Plugging these
into (7), we have

truncation method works together with R2T. Consider

the problem of edge counting under node-DP, which cor- QL,2)= 7,222 +(-1)+ 20 - 92.1 = 7,110
responds to the SJA query Q,4)= 9,444 +1-40 - 184 =9,300
Q:= |0,p,.1p,(Node(ID1) X Node(ID2) b Edge(ID1, ID2))| Q1,8)= 9,888+ (~1) - 80 — 368 = 9,440
on the graph data schema introduced in Example 2.1. 8(1’ 16)= 9,976 +1-160 - 737 = 9,399
Note that in SQL, the query would be written as Q(,32)= 9,992 +(-1)- 320 - 1,474 = 8,198
O(1,64)= 9,992 + 1 - 640 — 2,947 = 7,685

SELECT count(*) FROM Node AS Nodel,
Node AS Node2, Edge
WHERE Edge.src =Nodel.ID AND Edge.dst =Node2.ID
AND Nodel.ID < Node2.ID

Finally, with (8), we have Q(I) = Q(I, 8) = 9,440.

6. TRUNCATION FOR SPJA QUERIES
A projection reduces the query answer, hence its sensi-
tivity, so it requires less noise. However, it makes achiev-
ing instance optimality harder: Even in the simple case
i, (R, (x,)XR,(x,x,))|,itisimpossible to achieve the error
f- DSQ(I) ateach instance I for any function f{I). To address
this issue, we propose a truncation for SPJA queries with er-
ror depending on another instance-specific notation. Please
read the full-version paper for more details.

Suppose we set G S, = 2° = 256. For this particular Q,
this means the maximum degree of any node in any
instancel € .¥ is 256. We set =0.1and e = 1.

Now, suppose we are given an I containing 8,103
nodes, which form 1,000 triangles, 1,000 4-cliques, 100
8-stars, 10 16-stars, and one 32-star as shown in Figure 2.
The true query result is

Q) =3 x 1,000 + 6 x 1,000 + 8 x 100 + 16 x 10 + 32 = 9,992.

We run R2T with ©0 = 2/ forj = 1,...,8. For each t = 1%,
we assign a weight u, € [0,1] to each join result (that is,
an edge) that satisfies the predicate ID1 < ID2. To calcu-
late Q(I, T), we can consider the LP on each clique/star
separately. For a triangle, the optimal LP solution always
assigns u, = 1 for each edge. For each 4-clique, it assigns
2/3 to each edge for T = 2 and 1 for t > 4. For each k-star,
the LP optimal solution is min{k,t}. Thus, the optimal
LP solutions are

7. SYSTEM IMPLEMENTATION

Based on the R2T algorithm, we have implemented a system
on top of PostgreSQL and CPLEX. The system structure is
shown in Figure 3. The input to our system is any SPJA query
written in SQL, together with a designated primary private
relation R, (interestingly, while R2T satisfies the DP policy
with FK constraints, the algorithm itself does not need to
know the PK-FK constraints).

I,2)= 1x3,000+% %6000 +2x100 e system supports an aggregation. Our
0(,2) , 2 The syst pports SUM and COUNT aggregation. O
12x10+2x1=7,222, SQL parser first unpacks the aggregation into a reporting
QI,4)= 13,000+ 1 x 6,000 +4 x 100 Figure 3. System structure.
+4x10+4x1=9,444,
Q(1,8)= 1x3,000+1 x 6,000+ 8 x 100 Tgﬁ\/ﬁzi’ﬁ;gﬁ;y Aggregation values of join results
+8x10+8x1=9,888, . antdbrulalatt|orlwsh|psdblet_ween "
ase table tuples and join resutts
0(1,16) = 1 x 3,000 + 1 x 6,000 + 8 x 100 pesand)

’—1

+16 x 10 + 16 x 1 =9,976.

v R2T Algorithm
Figure 2. Example of edge counting. GS, ‘ » LP Solver
4-complete graph 8-star v v v
‘ Q(I,7v) ‘ ‘ Q(1,7?) ‘ . ‘ Q(T, 7os(G5an) ‘
e v
—»‘ Noise addition and constant term reduction ‘
1600 50 |
v v v
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Figure 4. The foreign-key graph of TPC-H schema.
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query so as to find y(g,D) for each join result, as well as
C,), which stores the referencing relationships between
tuples in I(R,) and J(I).

EXAMPLE 7.1.

Suppose we use the TPC-H schema (shown in Figure 4),
where we designate Supplier and Customer as primary
private relations. Consider the following query:

SELECT SUM(price*(1 —discount))
FROM Supplier, Lineitem, Orders, Customer
WHERE Supplier.SK=Lineitem.SK

AND Lineitem.0K = Orders.0OK

AND Orders.CK = Customer.CK
AND Orders.orderdate >="2020 - 08 — 01’

We rewrite it as

SELECT Supplier.SK, Customer.CK, price*(1 - discount)
FROM Supplier, Lineitem, Orders, Customer
WHERE Supplier.SK=Lineitem.SK

AND Lineitem.(OK = Orders.0K

AND Orders.CK = Customer.CK
AND Orders.orderdate >="2020 - 08 - 01’

The price*(1 — discount) column in the query re-
sults gives all the y( g,(D)) values, while Supplier.SKand
Customer.CKyield the referencing relationships from
each supplier and customer to all the join results they
contribute to.

We execute the rewritten query in PostgreSQL, and ex-
port the query results to a file. Then, an external program
is invoked to construct the log(GS ) LPs from the query re-
sults, which are then solved by CPLEX. Finally, we use R2T
to compute a privatized output.

The computation bottleneck is the log(GSQ) LPs, each
of which contains [J(I)| variables and [J(D| + [I(R,)| con-
straints. This takes polynomial time, but can still be very ex-
pensive in practice. One immediate optimization is to solve
them in parallel, and we present another effective technique
to speed up the process in our full-version paper.

8. EXPERIMENTS
We conducted experiments on graph pattern-counting que-
ries under node-DP, an important special case of the SPJA

queries with FK constraints. Here, we compare R2T with
naive truncation with smooth sensitivity (NT),?° smooth
distance estimator (SDE),* recursive mechanism (RM),® and
the LP-based mechanism (LP).?* We also implement some
experiments on general SPJA queries to compare R2T with
the local sensitivity-based mechanism (LS).** The experi-
mental results show R2T achieves order-of-magnitude im-
provements over LS in terms of utility, with similar running
times. This section is covered in our full-version paper.

8.1. Setup

For graph pattern-counting queries, we used four queries:
edge counting Q, , length-2 path counting Q, , triangle count-
ing Q,, and rectangle counting Q_. We used five real-world
networks datasets: Deezer, Amazon1, Amazon2, RoadnetPA
and RoadnetCA. Deezer collects the friendships of users from
the music-streaming service Deezer. Amazon1 and Amazon2
are two Amazon co-purchasing networks. RoadnetPA and
RoadnetCA are road networks of Pennsylvania and Califor-
nia, respectively. All these datasets are obtained from SNAP.>*
Table 1 shows the basic statistics of these datasets.

Table 1. Graph datasets used in the experiments.

Dataset Deezer Amazonl Amazon2 RoadnetPA RoadnetCA
Nodes 144,000 262,000 335000 1,090,000 1,970,000
Edges 847,000 900,000 926,000 1,540,000 2,770,000
Maximum

degree 420 420 549 9 12
Degree

bound D 1,024 1,024 1,024 16 16

Most algorithms need to assume a G, in advance. Note
that the value of GS, should not depend on the instance,
but may use some background knowledge for a particular
class of instances. Thus, for the three social networks, we
setadegree upper bound of D = 1,024, while for the two road
networks, we set D = 16. Then we set GS_ as the maximum
number of graph patterns containing any node. This means
that GSQ, =D, GSQ, = GSQA =D?* and GSQD =D?.

The LP mechanism requires a truncation threshold t, but
Kasiviswanathan et al.*® does not discuss how this should
be set. Initially, we used a random threshold uniformly cho-
sen from [1,GS . This turned out to be very bad as with
constant probability, the picked threshold is Q(GSQ) ,which
makes these mechanisms as bad as the naive mechanism
that adds GS_noise. To achieve better results, as in R2T, we
consider {2,4,8, ...,GSQ} as the possible choices. Similarly,
NT and SDE need a truncation threshold 0 on the degree,
and we choose one from {2,4, 8, ...,D} randomly.

All experiments were conducted on a Linux server with a
24-core 2.2GHz Intel Xeon CPU and 256GB of memory. Each
program was allowed to use at most 10 threads and we set
a time limit of six hours for each run. Each experiment was
repeated 100 times and we report the average running time.
The errors are less stable due to the random noise, so we re-
move the best 20 and worst 20 runs, and report the average
error of the remaining 60 runs. The failure probability p in
R2Tis set to 0.1. The default DP parameterise =0.8.
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Table 2. Comparison between R2T, naive truncation with smooth sensitivity (NT), smooth distance estimator (SDE), LP-based mechanism

(LP), and recursive mechanism (RM) on graph pattern counting queries.

Dataset Deezer Amazonl Amazon2 Roadnet - PA Roadnet - CA

Result type Relative error(%) |Time(s) Relative error(%) | Time(s)  Relative error(%) | Time(s) Relative error(%) | Time(s)  Relative error(%) | Time(s)
Query result 847,000 1.28 900,000 1.52 926,000 1.62 1,540,000 151 2,770,000 2.64
R2T 0.535 12.3 0.557 15.6 0.432 16.2 0.0114 26.8 0.00635 48.7

qi- NT 59.1 181 101 29.3 125 40.4 1,370 219 1,410 39.7
SDE 548 9,870 363 4,570 286 1130 55.2 105 81.8 292
LP 14.3 16.9 5.72 14.7 6.75 14.4 3.6 28.3 3.02 54
Query result 21,800,000 13.8 9,120,000 11.8 9,750,000 13.8 3,390,000 6.39 6,000,000 6.06
R2T 6.64 356 12.2 170 9.06 196 0.0539 80.2 0.0352 145

Q- NT 116 21.0 398 28.4 390 41.0 6,160 23.2 6,530 44.2
SDE 8,900 9,870 5110 4,570 1,930 1130 211 104 228 296
LP 35.9 8,820 23.2 3,600 27.8 461 111 148 13.3 404
Query result 794,000 4.53 718,000 5.03 667,000 4.20 67,200 2.96 121,000 517
R2T 5.58 17.3 1.27 18.8 2.03 199 0.102 4.21 0.061 7.5

q NT 782 23.0 1,660 3.7 1,920 41.0 110,000 23.3 105,000 45.0

% SDE 67,300 9,880 26,000 4,570 9,600 1,130 4,150 106 3,830 297

LP 24.6 131 12.8 18.2 14.2 18.3 0.104 3.95 0.0625 7.06
RM Over time limit 0.0388 1,280 0.0193 2,550
Query result 11,900,000 74.3 2,480,000 216 3,130,000 15.6 158,000 4.50 262,000 10.1
R2T 16.9 289 6.29 70.5 10.5 86.8 0.0729 8.18 0.0638 16.2

q NT 3,750 57.6 30,700 35.8 26,100 50.6 319,000 24.8 368,000 45.0

Y SDE 6,970,000 9,930 11,400,000 4,580 202,000 1140 10,300 108 9,130 300

LP 92.6 2,530 94.8 70.4 77.8 81.2 0.223 7.83 0.165 14.2
RM Over time limit 0.0217 10,500 Over time limit

8.2. Experimental results

The errors and running times of all mechanisms over the
graph pattern counting queries are shown in Table 2. These
results indicate a clear superiority of R2T in terms of util-
ity, offering order-of-magnitude improvements over other
methods in many cases. What is more desirable is its robust-
ness: In all the 20 query-dataset combinations, R2T consis-
tently achieves an error below 20%, while the error is below
10% in all but three cases. We also notice that, given a query,
R2T performs better in road networks than social networks.
This is because the error of R2T is proportional to DS (I) by
our theoretical analysis. Thus the relative error is propor-
tionaltoD S Q(I)/ |Q()|. Therefore, larger and sparser graphs,
such as road networks, lead to smaller relative errors.

In terms of running time, all mechanisms are reasonable,
except for RM and SDE. RM can only complete within the six-
hour time limit on three cases, although it achieves very small
errors on these three cases. SDE is faster than RM but runs a
bit slower than others. It is also interesting to see that R2T
sometimes even runs faster than LP, despite the fact that R2T
needs to solve O( logG SQ) LPs. This is due to the early stop
optimization: The running time of R2T is determined by the
LP that corresponds to the near-optimal t, which often hap-
pens to be one of the LPs that can be solved fastest. We also
conducted experiments to see how the privacy parameter ¢
affects various mechanisms in our full version of paper. The
result shows R2T has a high utility even for a small e.

Selection of 7. In the next set of experiments, we dive
deeper and see how sensitive the utility is with respect to the
truncation threshold 7. We tested the queries on Amazon2
and measured the error of the LP-based mechanism* with
different 7. For each query, we tried various 7 from 2 to G S,
and compare their errors with R2T. The results are shown in
Table 3, where the optimal error is marked in gray. The re-
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sults indicate that the error is highly sensitive to t,and more
importantly, the optimal choice of t closely depends on the
query, and there is no fixed t that works for all cases. On the
other hand, the error of R2T is within a small constant fac-
tor (around 6) to the optimal choice of t, which is exactly the
value of instance-optimality.

9. MORE DISCUSSIONS

Following this work, there have been many efforts put into
query evaluation in relational databases under DP. For in-
stance, Dong and Yi'* and Dong et al.® improve the logarith-
mic factor in the error for self-join-free queries and self-join
queries, while Fang et al.® explores answering SPJA queries
with Max aggregation. In addition, Cai et al.> and Dong et
al.’? focus on answering multiple queries, while Dong et al.*
investigate SPJA queries over dynamic databases. For more
details, please refer to this recent survey.** Moreover, by inte-
grating this work with Dong et al.' and Fang et al.,'* we have
developed a DP SQL system? capable of answering a broad
class of queries that include selection, projection, aggrega-
tion, join, and group by operations.

Table 3. Error levels of R2T and LP-based mechanism (LP) with
different t.

Query Q- Q- Qa Qo
Query result 926,000 9,750,000 667,000 3,130,000
R2T 4,000 883,000 13,500 328,000

© =GSa 1,440 1,580,000 1,290,000 1,370,000,000

7= 0Sa/8 2,100 181,000 157,000 140,000,000

© = GSa/64 110,000 259,000 15,100 25,800,000
Lp = GSa/512 645,000 1,260,000 2,790 2,630,000

7= GSa/4,096 810,000 3,950,000 2,090 274,000

©=06S0/32,768 911,000 7,580,000 92,300 48,700

©=0S0/262,144 924,000 9,340,000 459,000 76,400

Average error 62,500 2,710,000 94,900 2,430,000
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[CONTINUED FROM P. 104] is in the
training set or close to something in
the training set, these systems work
pretty well. But if it’s far enough away
from the training set, they break down.

In philosophy, they make a distinc-
tion between intention and exten-
sion. The intention of something is
basically the abstract meaning, like
“even number.” The extension is a list
of all the even numbers. And neural
networks basically work at the exten-
sional level, but they don’t work at the
intentional level. They are not getting
the abstract meaning of anything.

You’ve called attention to one way this
distinction manifests in river-cross-
ing problems, where generative Al sys-
tems propose solutions that resemble
the right answer, but with absurdly
illogical twists or random elements
that were not present in the original
question.

These models don’t really have a
representation of what a man is, what a
woman is, or what a boat is; as a result,
they often make really boneheaded
mistakes. And there are other conse-
quences, like the fact that you can’t give
them an instruction and expect them to
reliably follow it. You can’t say, “Don’t
lie,” or “don’t hallucinate,” or “don’t use
copyrighted materials.” These systems
are trained on copyrighted materials—
they won’t be able to judge. You can’t do
basic fact-checking. You also can’t fol-
low principles like, “Don’t discriminate
on the basis of race or age or sex,” be-
cause if LLMs are trained on real-world
data, they tend to perpetuate past ste-
reotypes rather than following abstract
principles.

So you wind up with all of these
technical problems, many of which
spill over into the moral and ethical
domain.

You've argued that to fix the moral
and technical problems with AI, we
need a new approach, not just more
training data.

Generative AI only works for cer-
tain things. It works for pattern rec-
ognition, but it doesn’t work for the
type of formal reasoning you need in
chess. It doesn’t work for everyday for-
mal reasoning about the world, and it
doesn’t even reliably generate accu-
rate summaries.

If you think about it abstractly,
there’s a huge number of possible Al
models, and we’re stuck in one cor-
ner. So one of my proposals is that we
should consider integrating neural
networks with classical AIL. I make an
analogy in my book to Daniel Kahne-
man’s System One and System Two.
System One is fast, reflexive, and au-
tomatic—kind of like LLMs—while
System Two is more deliberative rea-
soning, like classical AI. Our human
mind combines both and gets results
that are not perfect, but that are much
better, in many dimensions, than
current Al, so I think exploring that
would be really a good idea. It won’t
be sufficient for developing systems
that can observe something and build
a structured set of representations
about how that thing works, but it
might get us part of the way there.

At the time of this interview, several
people in the field seem to agree that
we’re hitting a period of diminishing
returns with respect to LLMs.

That is a phrase that I coined in a
2022 essay called “Deep Learning is
Hitting a Wall,” which was about why
scaling wouldn’t get us to AGI (artifi-
cial general intelligence). And when
I coined it, everybody dismissed me
and said, “No, we’re not reaching di-
minishing returns. We have these
scaling laws. We’ll just get more
data.” But what people have observed
in the last couple of months is that
adding more data does not actually
solve the core underlying problems
on the technical side. The big com-
panies that are doing big training

last byte

runs are not getting the results they
expected.

Do you think that will be enough to
change the atmosphere and shift the
industry’s focus?

I hope that the atmosphere will
change. In fact, I know it will change,
I just don’t know when. A lot of this
is crowd psychology. DeepMind does
hybrid AI. AlphaFold is a neurosym-
bolic system, and it just won the Nobel
Prize. So there are some efforts, but
for the time being, venture capitalists
only want to invest in LLMs. There’s
no oxygen left for anything else.

That said, different things could
happen, maybe even by the time we
go to print. The market might crash.
If you can’t eliminate hallucinations,
it limits your commercial potential. I
think people are starting to see that,
and if enough of them do, then it’s just
a psychology thing. Maybe someone
will come up with a new and better
idea. At some point they will. It could
come tomorrow or it might take a de-
cade or more.

People have proposed a number of
different benchmarks for evaluating
progress in AI. What do you make of
them?

Here’s a benchmark I proposed in
2014 that I think is still beyond cur-
rent AL I call it the comprehension
challenge. The idea is that an AI sys-
tem should be able to watch a movie,
build a cognitive model of what is go-
ing on, and answer questions. Why
did the characters do this? Why is that
line funny? What’s the irony in this
scene?

Right now, LLMs might get it sort
of right some of the time, but nowhere
near as reliably as the average person.
If a character says at the end of the
movie, “I see dead people,” everybody
in the cinema has this “Oh, my god”
moment. Everybody in the cinema
has followed the world of the movie
and suddenly realized that a principle
they thought was true does not apply.
When we have AI that can do that with
new movies thatare notin the training
data, I'll be genuinely impressed.

Leah Hoffmann is a technology writer located in
Piermont, NY.
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Not on the Best Path

Gary Marcus discusses, among other things, why he thinks
large language models have entered a “period of diminishing returns.”

IN AN AGE of breathless predictions
and sky-high valuations, cognitive
scientist Gary Marcus has emerged
as one of the bestknown skeptics
of generative artificial intelligence
(AD). In fact, he recently wrote a book
about his concerns, Taming Silicon
Valley, in which he made the case
that “we are not on the best path right
now, either technically or morally.”
Marcus—who has spent his career
examining both natural and artifi-
cial intelligence—explained his rea-
soning in a recent conversation with
Leah Hoffmann.

You've written about neural net
works in everything from your 1992
monograph on language acquisition?
to, most recently, your book Taming
Silicon Valley.” Your thoughts about
how AI companies and policies fall
short have been well covered in your
U.S. Senate testimony (https://bit.
ly/3CcLjps) and other outlets (includ-
ing your own Substack). Let’s talk here
about your technical criticisms.

Technically speaking, neural net-
works, as they are usually used, are
function approximators, and large
language models (LLMs) are basically
approximating the function of how
humans use language. And they’re ex-
tremely good at that. But approximat-
ing a function is not the same thing as
learning a function.

In 1998, I pointed out several exam-
ples of what people now call the prob-
lem of distribution shift. For instance,

a https://bit.ly/4gqoUTP
b https://bit.ly/3CSutMO

I trained the one-hidden-layer neural
networks that were popular at the time
the identity function, f(x)=X, on even
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numbers represented as binary digits,
and I showed that these systems could
generalize to some new even numbers.
But if I tested them on odd numbers,
they would systematically fail. So I
made, roughly, a distinction between
interpolation and extrapolation, and I
concluded that these tools are good at
interpolating functions, but they’re not
very good at extrapolating functions.

And in your view, the multilayer neu-
ral networks we have now still do not
address that issue.

In fact, there was a paper published
in October® by six Apple researchers
basically showing the same thing.
If something [CONTINUED ON P. 103]

¢ https://bit.ly/40Rd9Qv
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