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Preface

In this, the third edition of The Functional Analysis of English, we aim to 
provide the reader with the tools for analyzing English using the techniques
of Systemic Functional Linguistics (SFL).

This model of linguistic study, sometimes known as ‘Hallidayan linguis-
tics’, has developed rapidly since its foundation in the 1960s with the inno-
vative work of Michael Halliday, who has continued to lead the field. Many
other linguists have been attracted by this approach, and major contributions
are now being made by a new generation of systemicists, some of whom you
will meet in this book. The subject is studied world-wide and used in many
applications from language teaching to machine translation.

One result of this expansion is that the field has become more complex as
years go by, and students who are new to linguistics increasingly feel the need
for a book that provides an accessible introduction. Therefore, we have tried
to retain a relatively straightforward approach, with explanations of basic
terminology and plenty of examples and exercises, while also incorporating 
some of the more recent developments.

A problem that we have found in preparing this new edition is that we 
needed to keep the book at a reasonable length for students to cope with on a
university course. In order to bring in new material, we have inevitably had
to leave some things out. In deciding what to change, we have been helped
by previous students, their teachers and reviewers. Some exercises have 

 been reduced, altered, or replaced. We have continued to focus on practical 
analysis rather than theory, and some aspects of the grammar are introduced 
only briefly. As usual we recommend readers to turn to Halliday’s own com-
prehensive introduction (An Introduction to Functional Grammar(( , Fourth 
EEdition (2013)) for more complex analysis and the theoretical ‘architecture’ 
of the model.

In spite of our efforts, some sections of the book may seem dense and dif-ff
ficult. We cannot pretend that this is an easy subject, and readers may also
welcome the new online website, which has background information, extra 
practice activities and discussion of alternative approaches.

rThomas Bloor 
rMeriel Bloor
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List of symbols

S Subject
F Finite
P Predicator
C Complement
Acir circumstantial Adjunct
Acon conjunctive Adjunct
Amod modal Adjunct
| group boundary
[   ] embedded group
<   > renclosed elements at clause rank: e.g. fused Finite/Predicator 

interrupting a discontinuous Subject
|| clause boundary
[[   ]] embedded clause
<<   >>  enclosed clause (i.e. a clause which interrupts another)
||| clause complex boundary
a, b, g, d, e, z alpha, beta, gamma, delta, epsilon, zeta

Greek alphabetic symbols used to represent dependency
b depends on a, g on g b, d on g and so ong

SFL capitalization conventions

Initial capital letters are used for function labels; e.g. Adjunct, Senser,
Participant, Mood. 
Small capitals are used for names of systems: e.g. mood, polarity.
Otherwise, lower case letters are used, for example, with:

● some of the above when referred to rather than labelled: e.g. participant, 
process

● general grammatical terms such as word classes, groups, etc.: e.g.
adverb, operator, projection, nominal group, relative clause, dependent 
clause

● modifiers of capitalized function labels: e.g. circumstantial Adjunct, 
verbal Process.



1
A meaningful approach

1.1 How to use this book

This book provides an introduction to the analysis of English. The aim is
f to provide the reader with the grammatical tools needed to take samples of
fEnglish apart and find out how the language works. It is by the process of 

analysis that linguists build up descriptions of the language and gradually
discover more about how people use language.

Readers who are new to this subject may find it useful to familiarize them-
selves with the way in which the book is organized and with the tools that 
are provided to assist the reader. Of the 12 chapters in this book, the first two 

fare introductory. Chapter 1 introduces some general concepts of the model of 
grammar and Chapter 2 deals with basic terms used in grammatical analysis.
These are followed by eight chapters each focusing on a different key aspect 
of linguistic analysis.

Towards the end of each chapter there is a brief summary of the ground
covered and a short Further study section, which suggests additional reading
and sometimes raises controversial issues. The Further study sections are
particularly suitable for advanced students or those who have a particular 
interest in the topic discussed. Chapters 1 to 10 end with short practice exer-

 cises. These can be done by individuals or by groups of students. Some are
‘open-ended’, having more than one possible answer, but most have correct 
answers, which can be found in the answer key at the end of the book.

After the answer key, there is a glossary, which provides brief explana-
tions of technical terminology. Most terms are introduced and explained as
they arise in this book. Even so, the large number of technical terms can
sometimes present difficulties, and the glossary is the place where readers can 
check the meaning of a term. The glossary does not offer precise definitions, 

fand the glosses are not intended to be accessible independently of the rest of 
the book.

The analytical approach taken in this book is, in the main, drawn from
the work of the linguist Michael Halliday, in particular the model of gram-
mar set out in some detail in An Introduction to Functional Grammar (1985, r
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1994) and later editions revised by Matthiessen (2004 and 2013), henceforth
referred to by the initials IFG. This branch of linguistics is known by the
name of Systemic Functional Linguistics and is usually referred to in this
book as SFL. The grammar that systemic functional linguists have developed
is known as Systemic Functional Grammar or SFG.

Other linguists working in a similar tradition also have a significant influ-
 ence on some sections of this book. Mention of the work of these linguists can

be found in the Further study sections and in the list of References  , at the end
of the book, just before the index.

Since readers are not expected to be familiar with Systemic Functional
Linguistics (SFL), there is some simplification of the more complex and com-
prehensive work and of the theoretical underpinnings of the grammar.

1.1.1 Using the website

As additional support, sections of this book are now supplemented with
work on the companion website. This website contains: (1) more exercises

 to help readers who feel they need extra practice of particular points; (2)
 open-ended activities where readers can try out sample research problems;
 and (3) supplementary readings to provide extra background or introduce 

controversial issues for discussion. The website address is: www.routledge.
com/CW/Bloor.

However, the work in this book is quite independent of the website. Readers
should not worry if they are unable to access the supplementary materials.

1.2 Grammar and meaning

There are certain theoretical and practical principles that must be introduced 
because they are crucial to the type of analysis that is presented in this book. 
In this chapter, therefore, as a first step, we outline the nature of these prin-

fciples. In Chapter 12, we explain how these principles can be seen as part of 
r a historical tradition in linguistics and indicate something of how they differ

from other theoretical approaches.
 For SFL, a language is a ‘system of meanings’. That is to say that, when

people use language, their language acts produce or, more technically, con-
struct meaning. From this point of view, grammar becomes a study of how t
meanings are built up through the choice of words and other grammatical
resources such as singular or plural, negative or positive, and other linguis-
tic forms such as tone and emphasis. This may seem fairly obvious to most 
people since it accords with a commonsense view of language, but not all
linguists have been concerned with meaning in such a direct way as Systemic
Functional grammarians.
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fLinguists have approached the study of English from different points of 
view. Some, for example, have tried to account for formal aspects of the
grammar of the language largely divorced from meanings. Others have started

 out by looking at words and sentences (language forms) and then asked how
t the forms of the language represent meanings. Here, we take the view that

the approach that is likely to be most successful will be one that recognizes 
meaning and use as central features of language and that tackles grammar 
from this point of view. It follows from this that the grammar is semantic
(concerned with meaning) and functional (concerned with how the language l
is used). Moreover, it is also a lexicogrammar, a term that embraces the idea
that vocabulary (lexis) is inextricably linked to grammatical choices.

1.3 Meaning potential

We have said that the theory of language followed in SFL involves the idea 
that a language consists of a set of systems, which offers the speaker (or 
writer) an unlimited choice of ways of creating meanings.

Thus, if I want to know the time, I might use one of the following expres-
sions (or any one of many more ways that the language offers us).

(1) What’s the time?
(2) Tell me the time, please.
(3) I’d like to know the time.

Although each of these examples includes the word ‘the time’, there is con-
siderable variation in the choice of other words. In addition, the first expres-
sion uses the interrogative mood, the second uses the imperative mood and
the third uses the declarative mood. (The mood r  system is discussed further
in Chapter 3.)

Linguistic choice is available to speakers not only with regard to interroga-
tives, imperatives and declaratives; it operates at every point in the production 
of speech. We may, for example, refer to a shop as ‘the supermarket’ or ‘the 

fstore’; we may address our father as ‘Dad’, ‘Daddy’, ‘Pop’ or by the use of 
 his personal name or some invented nickname. Options also permit use of full

r sentences or indicate meaning by the use of one or two words. Either (4a) or
(4b) might be an equally satisfactory answer to the question ‘What’s the time?’

(4a) Four-thirty.
(4b) It’s half-past four.

Some of the options available are different grammatical formulations of the
same idea, each of which would be appropriate in a different language envi-

tronment. The next three examples all carry similar meaning but with different 
grammatical formulations. This means that they would be likely to appear in
different linguistic contexts.
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● the prosecution disagreed with what had been decided by the judge
● the prosecution disagreed with the judge’s decision
● … the prosecution’s disagreement with the judge’s decision … 

 The first two could stand as sentences on their own, the third would have to
be part of a longer sentence. Structures of this type, which are semantically 
related but not identical, are said to be agnate.

Most of the linguistic choices we make are unconscious. We do not usu-
ally stop and think about whether to use a past tense or a present tense verb,
and the choice between active and passive sentences depends on the circum-

kstances of use, as we can see from the examples (5) and (6) taken from a book 
for parents1 on the subject of teaching children to fish.

(5) Last summer, my boys finally caught their first fish. <active>
(6) It is said that many more fish are caught in May or June than in any other t

months. <passive>

In (5) the writer is telling us something that his sons did the previous sum-
 mer. He refers to them as ‘my boys’ and uses the past tense, active voice,

of the verb ‘catch’ (caught) because the language makes this form available
for completed past actions. However, in (6) the same writer uses a differ-
ent form of the verb, the present tense, passive voice: are caught  . In (6) he
does not mention who is responsible for the action of catching the fish. The
Subject of the verb is many more fish, and the writer is simply making a

f general comment about the fish that are caught in May or June, regardless of
who is responsible for the catching. Moreover, here the writer is not writing
about a completed past action, but about something that happens regularly 
every year. The point is that English makes available a different verb form 

 for the two different situations, and speakers of English use the appropriate 
forms.

It is not that the author has necessarily made a conscious   choice among
the available language forms. He has created his meaning by drawing on the

 forms that are available to him as a speaker/writer, partly consciously (as a 
professional writer) and partly without reflection (as a speaker of English).
He has made use of what is known as the meaning potential of the languagel
by using forms that are appropriate in context.

In everyday speech we are constantly making unconscious context-rele-
vant choices, such as referring to a person as either ‘he’ or ‘she’ or to a place
as ‘here’ or ‘there’. In part, we select from what linguists term the paradigms
of the language, a paradigm being a system of choices made potentially avail-
able to us by the language we are using. Thus, there is a paradigmatic rela-
tionship between masculine, feminine and neuter, another between rsingular
and plural, another between active and passive and so on. These choices can
be represented as systems, which inter-relate with each other and can be rep-
resented in network diagrams.k
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a different rhetorical devices and a different tone of voice from a lecturer in a
university or an after-dinner speaker at a family wedding.

Situation also affects the form of written English. A business letter request-
ing payment of a debt is likely to be very different in format and style from a 
letter on a similar topic written to an old friend who owes the correspondent 
some money. The situation affects not only the choice of words but also the 
grammar that is used.

The situation can have such a constraining effect on language that society 
often develops clear conventions of use (like those associated with business
meetings or formal greetings) which have to be learned before newcomers to 
the circumstances can behave appropriately. The contexts in which language
is used (business companies, courts of law, research laboratories and so on) 
lead over time to the development of specific socially recognized forms 
known as genres (such as business letters, cross-examination and laboratory 
reports) and styles or registers (such as business English, legal English and
scientific English).

The number of situations to which most very young children are exposed
is relatively limited – usually the situations found in the home environment in
the company of family and friends – but, as children grow and move into the

 wider society of the school and community, the range of situations in which
tthey can use language appropriately expands. Children may come in contact 

with invitations, folk stories, comics, recipes and so on. Most of this language 
use is acquired without conscious attention, but some situations require such 
complex language production that training is necessary. Our education sys-

 tem accounts for some of this training; children are helped in school to write
rnarratives, essays and reports of scientific experiments, for example, and later 

they may practise debating or public speaking, where they need to communi-
cate orally with a larger audience than is found in one-to-one or small group 
interaction.

aOne result of this is that, faced with a fragment of written text, say, from a
love letter, a business letter or a newspaper report, adult English-speakers do 

r not usually find it difficult to recognize the situations in which the particular
instances of language were used. Often, a recording of a speaker (for example,
an announcement by a flight attendant on an aeroplane, a politician speaking 

 on the radio, or a doctor talking to a patient) can be easily recognized and
identified. (In Exercise 1.1 at the end of this chapter, you can try your hand 
at recognizing the situations in which some written texts were constructed.)

1.6 The study of texts

An important feature of a systemic functional approach to linguistic study is
 its insistence on studying actual instances of language that have been used
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(or are being used) by speakers or writers. That is not to say that we may
never take an interest in sentences that we, as speakers of the language, have
simply invented as examples, but that, on the whole, we are more likely
to arrive at interesting and useful descriptions of English if we investigate
authentic texts  . Of course, an example may be part of an authentic text when

rit is presented as an example and is understood as an example by the hearer 
or reader.

A text is any stretch of language, regardless of length, that is spoken or writt -
 ten for the purposes of communication by real people in actual circumstances. 

Both spoken and written texts are equally valid as objects for analysis. When
 linguists study or analyze a spoken text, they record the text, or part of the

text, either in writing or electronically. Electronic recordings can be tran-
scribed (written as accurately as possible, often using some system that cand
represent pronunciation and intonation). The fact that linguists study fixed
written forms of texts could suggest that language itself is somehow fixed or 

 static. This, of course, is not true. A spoken conversation, for example, moves
forward in time, and the basis on which speakers and listeners express and

 interpret meaning is constantly changing. Communication is an interactive
tprocess through which meaning is negotiated in real time. Writers attempt 

to communicate with their readers and expect them to respond emotionally
or intellectually to the text. Readers often mentally question what they read

rand have expectations about how a text will proceed. In a detective story, for 
t example, the facts of the case are introduced gradually by the author so that

the readers’ perceptions will change as they move through the book until they 
eventually grasp the secret of the plot. The linguistic context is dynamic and
using language is a dynamic process.

In order to explain how human language works, contemporary linguists are
often interested in this aspect of language (sometimes called discourse  ) and
functional linguists have been in the forefront of this type of work. The text 
is the data used as the object of study, but we have to remember that it was
originally produced as language within a communicative event.

It is via the analysis of texts that we are able to increase our understand-
 ing of the linguistic system and of how it enables speakers and writers to 

produce and process coherent meaning. The choice of words and the word
order of one sentence often depend on the meaning of a previous sentence.
For example, in Text 1A, the heading and the first sentence both refer the
reader to ‘beavers’, large rodents found in North America. Readers of the 
first paragraph understand that the subsequent uses of they and their  (printedr
in bold type in Text 1A) refer to the beavers. Similarly, readers of the sec-
ond paragraph can see that another type and a third variety are connected
to the expression one type of beaver house and understand that all three 
expressions refer to beavers’ dwellings. (Chapter 5 deals with this topic in 
greater detail.)
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own structure and follows a grammatical pattern. To show the clause con-
stituents (or how clauses are structured), SFL employs the notion of rank. In
brief, this simply states that

a clause consists of one or more groups;
a group consists of one or more words;
a word consists of one or more morphemes.

r Each of these ranks refers to a unit of meaning at the level of the clause or
below (the rank scale as it is called) and we explain this in more detail below.

It is, however, possible to link or bind one clause to another clause or even
to a number of other clauses. When this happens, the result is known as a
clause complex. This can be seen in the constructed examples (7a), (7b) and
the authentic example (7c).

(7a) In the lower layers of the sea there are fewer animals. (one clause)
(7b) In the lower layers of the sea there are fewer animals and they tend to eat 

each other. (two clauses = a clause complex)
(7c) In the lower layers of the sea, there are fewer animals and they tend to eat 

each other because there is no plant life. (three clauses = a clause complex)

Because these are all written examples, we can say that all three are sentences  .
t But, grammatically speaking, (7a) is a clause and (7b) and (7c) each consist

of more than one clause. We can see then that the term sentence in SFL does
not carry the same information as the term clause or clause complex, even
though it is often used to refer loosely to the same unit/s.

 Examples of clauses, groups, words and morphemes can be seen in Figure 
f1.3. Notice that this figure does not show a full analysis of the constituents of 

the clauses, but just provides random examples at each rank.

Rank Example

Clause ● in the lower layers of the sea, there are fewer animals
● (and) they tend to eat each other
● (because) there is no plant life

Group ● the lower layers of the sea
● fewer animals
● are
● each other

Word ● the ● and
● lower ● and
● layers ● fewer

Morpheme ● layer ● are
● -s ● few
● the ● -er

Fig. 1.3 Examples of each rank in the clause
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1.7.1 The clause and iits iconstituents

In SFG, then, the major unit of grammatical analysis is the clause. The clause 
 has a special place in expressing meaning because it is at this rank that we
 can begin to talk about how things exist, how things happen and how people

feel in the world around us. It is also at the rank of clause that we usually use
 language to interact with others. In other words, instead of simply uttering

sounds or single words, we can construct complex ideas and show how one
idea relates to another.

As we saw above, a sentence may consist of one or more clauses. As an
fillustration, the following sentence from Text 1A (Section 1.5) consists of 

three clauses, shown in Fig. 1.4.

They| build| complex houses of various designs| [and] also| erect| dams [so
that] marauders| cannot find| their dwellings.

We have said that a clause consists of one or more groups. Each group is said 
to be a constituent of the clause and, in the example, the groups are separated t
by vertical slashes. This is the conventional marker of a group’s boundaries.
Some groups consist of only one word, some of two, some of three and one
of five (complex houses of various designs). The words and also show the 
relationship (addition) between the ideas constructed by the first two clauses. 
The words so that show the relationship between the second and third clausest
(purpose).

Clause 1 they | build | complex houses of various designs|
Clause 2 [and] also | (they) erect | dams|
Clause 3 [so that] marauders | cannot find |their dwellings|

Fig. 1.4

In SFL, constituency is closely related to the rank scale. Hence, a group is
a constituent unit of a clause, and a word is a constituent unit of a group. Ad
morpheme is a constituent of a word.

A morpheme is any word or part of a word, regardless of length, that car-
ries meaning. Thus dam is a single morpheme but dams consists of two mor-
phemes: dam which carries the dictionary meaning and ‘s’ which carries the
meaning of plurality. Marauders consists of three morphemes: maraud +d
er+s, where er tells us that the word refers to whoever performs this action r
and the s tells us that there is more than one. Prefixes (like in-, un-, dis-) and 
suffixes (like -ing, -en, -ment) are morphemes in English.
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1.8 Functions and metafunctions

In Section 1.2 we said that the grammar described in this book is lfunctional
and we explained this as being concerned with language in use  . In fact, the

 notion of function in grammar is more complex than this. In this section, we 
discuss two different uses of the word function in linguistics and applied lin-
guistics and then we consider how the term metafunction is used.

1.8.1 Grammatical functions

The word function is often used for the way a word or a group operates in rela-
tion to other words or groups in the clause. Each element is said, therefore, to
have some function within the linguistic system. One type of language analy-

 sis depends on assigning grammatical functions to linguistic items. Hence 
we might say that in the clause || beavers perform extraordinary engineering
ffeats || (from Text 1A), beavers functions as Subject. Subject  is a functionalt
label and is given an initial capital letter ‘S’ in SFL. Other functions are intro-
duced in Chapters 3, 4, and 6.

1.8.2 The communicative function of utterances

In language teaching and applied linguistics nowadays, many people equate
the term function with situational use. In this sense we can say that each indi-
vidual utterance in a given context has a particular use r . For example, a speaker

 might say the words, ‘Good afternoon’ as a means of greeting a friend at an 
appropriate time of day. We can say that the communicative function of ‘Good
afternoon’ is greeting. In a different context the same words can have a dif-ff
ferent communicative function. For example, if a student is late for morning 
school and misses part of the first lesson, the teacher might sarcastically say,
‘Good afternoon’. The fact that the words are not spoken in the afternoon
indicates to the listeners that in this case the function is not a simple greeting,
but a reprimand or perhaps ad joke. In this way, the same words can have a

 different communicative function in a different situation. This way of looking 
at communication is based on what philosophers know as ‘speech act theory’.

In a similar way, different utterances can be used with the same commu-
fnicative function. So, for example, a woman might tell her child to take off 

his shoes in a direct way (Take your shoes offff Robin) or in a less direct way
(Would you take your shoes off please, Robin? t ) or in an extremely indirect
way (You haven’t taken your shoes offff Robin f). In each case the function of 
directing the child to take his shoes off is broadly similar even though the
wording and the tone convey different nuances.
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SFL takes this issue further by describing more precise ways in which
meaning and form are related, either grammatically or intonationally. IFG
(Section 4.6) makes the point that the relationship between the forms of utter-
ances and the types of meaning they can express is a complex one which is
based on the principle that what speakers say is closely related to the context 

 in which they are saying it. In addition, all adult language is organized around
a small number of ‘functional components’ which correspond to metafunc-
tions (or the purposes which underlie all language use) and these metafunc-
tions  have a systematic relationship with the lexicogrammar of the language.
We now turn to a discussion of metafunctions.

1.8.3 Metafunctions

The ways in which human beings use language are classified in SFL into
three broad categories known as metafunctions (see Fig. 1.5):

● f Language is used to organize, understand and represent our perceptions of
the world and of our own consciousness. This is known as the lideational
metafunction. The ideational metafunction is classified in IFG into two 
subfunctions: the experiential metafunction and the logical metafunction.
The experiential is largely concerned with content or ideas. The logical is 
concerned with the relationship between ideas.

● Language is used to enable us to participate in communicative acts with
other people, to take on roles and to express and understand feelings, atti-
tude and judgements; this metafunction is known as the linterpersonal
metafunction.

● Language is used to relate what is said (or written) to the rest of the text 
and to other linguistic events; this involves the use of language to organize 
the text itself and is known as the textual metafunction.

experiential

ideational metafunction

logical

interpersonal metafunction

textual metafunction

Fig. 1.5 The metafunctions

 Since the grammar of any language has developed through the ages to serve
people’s communicative needs, Halliday (1978: 22) argues that ‘It is the
demands posed by the service of these functions which have moulded the 
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The textual metafunction is realized through the word order of the sen-
tences, through which the writer sequences the message for the reader, and
also through the numerals, first, second, third and d fourth r , which the writer
uses to signal the salient points of his message.

It is the meshing of these metafunctions in the lexicogrammar of the clause
that realizes the meaning of the text as an act of communication between the
writer and his readers.

Summary

In this chapter we have introduced some key ideas, practical and theoretical,
that are important in the linguistic analysis of English. In Sections 1.2 and 
1.3 we explained the importance of meaning in a functional grammar and
introduced the terms paradigm and system. In Section 1.5 we introduced sys-
tem networks. Section 1.5 considered the importance of situation in the crea-
tion of language in use and of functional varieties (registers) and text types
(genres). This was followed, in Section 1.6, by an explanation of how the term
text   is used in SFL and a discussion of how grammar is utilized in stretchest
of language with an example of cohesive reference. Section 1.7 briefly intro-
duced the notion of rank, and finally, in Section 1.8, we looked at two dif-ff
ferent uses of the term function, grammatical function and communicative 
function, ending the chapter with an explanation of the three metafunctions:
ideational, interpersonal and textual.

Further study

Since our book focuses on the practical application of SFL to the analysis 
 of written English, the articulatory features and prosodic feature of spoken

English are barely discussed. For work on English intonation, see Tench 
f(1996), Greaves (2007) and Halliday and Greaves (2008). For the analysis of 

English conversation, see Eggins and Slade (2005), and for a range of articles 
on spoken discourse in general, see Coulthard (ed. 1992).

The concern with the way in which context and situation influence lan-
guage in use (Section 1.5) places SFL firmly in the tradition of Firth, a British
linguist of the first part of the twentieth century. Context has been classi-
fied into context of culture, context of situation and co-text (or the linguistic
environment of an utterance). For discussion of this and related issues, see
Firth (1957: 37–50), Halliday (1978, especially Chapters 1, 5, and 13) and
Hasan (1996: 37–50). An introduction to the social context of discourse can

 be found in Bloor and Bloor (2007: Ch. 2) and a more advanced, theoretical
overview in Hasan (2009).
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A fuller account of constituency and rank in systemic grammar is found in
Butler (2003a: 5.2.2). The rank scale, while widely used and well established
in SFL, has long been subjected to some criticism, for example, by Matthews 

 (1966).The objections were defended at the time by Halliday (reprinted in
tHalliday 2002a: 118–26). The on-going debate has continued (see Fawcett 

2000a: appendix C).
Numerous examples of system networks can be found in the most recent 

editions of IFG. For an introduction to the principles and construction con-
ventions of system networks, see Halliday (2009: 63–70, 84) and Fawcett 
(2008: 93–103).

EExercises

rMany of these exercises can be done effectively in discussion with a partner 
ror in a small group. See also extra exercises and activities for this and other 

sections in this book on the website: www.hodderplus.com/linguistics.

Exercise 1.1

Each of the following short texts is taken from a different published source.
They were all originally written to be read. Read them carefully and decide
on the possible origin of each text.

1. Aspirin belongs to a group of medicines called non-steroidal anti-
inflammatory drugs. Aspirin thins the blood, which helps reduce the
likelihood of heart attacks. These tablets have been especially coated to
help minimize stomach upset.

2. The hotel is within walking distance of a few shops and restaurants in
Playa de San Augustin. This peaceful attractive resort boasts a dark,
sandy beach where a wide variety of watersports are available.

3. Heat the oil in a saucepan, add the rice and stir until it becomes translu-
kcent. Add the coconut milk, bay leaf and salt. Bring to the boil and cook 

 until all the liquid is absorbed. Stir in chopped coriander leaves and
chopped green peppers. Fork through the rice and serve with mashed 
hard-boiled egg.

4. f Byzantium: Ancient city on the shores of the Bosphorus on the site of
present day Istanbul (Turkey). First established c. 650 bc  and destroyed
by Romans ad 196.

5. The successful candidate will have an adaptable friendly nature with
 a ‘can do’ attitude. Good oral and written communication skills 

essential.







2
Labels

2.1 Music, mathematics, medicine and motor-vehicle maintenance

All disciplines use technical terms. The field of music uses the labels chord,
note, semitone, octave, tonic, dominant, subdominant and many, many more.t
In mathematics books, we find terms such as angle, decimal, fraction, factor,
hypotenuse and ratio. Doctors talk about hypothermia, gastritis, lesions and
oedema. Motor-vehicle mechanics make use of terms such as spark plug,
gear, cambelt, and solenoid. The study of language also has its specialized 
vocabulary of technical terms.

2.2 A political parable

Suppose some mad dictator, believing that people who worked in garages
were using specialist language in order to bewilder and cheat their custom-
ers, decided to ban the use of technical terms for motor-vehicle maintenance. 
Under this lunatic regime, mechanics would be permitted to talk about the 
parts of an engine in ‘ordinary’ language but would not be allowed to use the 
specialist terms which they use today. For example, mechanics might refer 
to the brake as the thing that puts pressure on the wheels to stop them turn-
ing but they could not refer to it as a brake. (This assumes that wheel is not l
a technical term, which is a questionable assumption.) It does not require a 
great leap of the imagination to see that insuperable difficulties would arise,
particularly when they came to talking about items which are known in the 
repair shops of more tolerant societies as the power train control module or 
the reverse gear selector pivot pin. Almost certainly, this mad enterprise is
entirely impossible. But, even if it were possible, mechanics would fairly
soon be using shorthand terms for these descriptions: the thing that puts pres-
sure on the wheels to stop them turning might be called the wheelstopper or r
the squeezer. Would the dictator’s thought police feel that this was a breach
of the law? How long would it be before names like brake, power train con-
trol module and reverse gear selector pivot pin re-emerged?
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 Clearly, the whole scenario is ridiculous. Yet our hypothetical dictator’s
 position is not a million miles from the attitude taken by some people to the

use of technical terms in the study of language. These people seem to per-
ceive grammatical terminology as part of a conspiracy to baffle the general
public. Some think that we can make the discussion of language easier by
using descriptive statements rather than labels, or, if labels are used, they
prefer labels which sound less technical: for example, the label naming dword
instead of noun; doing word instead of d verb. There are a number of problems 
here which parallel those in our hypothetical dictatorship. Such terms have 

f very limited potential for application, and we would soon run out of them. If
an adjective (such as quick) is called a ‘describing word’, what are we to call
an adverb (such as quickly)? And how accurate is it to call a verb a ‘doing
word’? Are is a verb in the sentence Whales are mammals, but it cannot with 
any precision of meaning be called a ‘doing word’.

Some people argue that it is not necessary to use technical terms for lan-
guage because we can use language efficiently without describing it in this

r way. It is true that people may have an excellent command of their mother
t tongue and know little about the analysis and labelling of the language that

they speak; it is even possible to learn a foreign language without conscious
 recourse to such considerations. The fact remains, however, that if you wish

to talk about language, you must have a vocabulary for doing so. After all, it 
is not inconceivable (though it does not often happen) that people might man-
age to repair car engines, play musical instruments or even perform an appen-
dectomy without acquiring related technical terminology, but, in order to
systematically discuss these matters, they would have to acquire or invent the
appropriate language for such discussion. No one questions this obvious truth
in mathematics, medicine, music or motor-vehicle maintenance; it is only
in the field of language and, with rare exceptions, only in the Anglophone 
world, that this happens.

Language for talking about language is metalanguage, and it has come
into existence because there is a need for it. Linguists are not unique in

fusing metalanguage. All people talk about language with varying degrees of 
 metalinguistic detail. When a child says that a book has a lot of long words

in it, that is a metalinguistic comment. The term word itself is a technicald
 term used in discussing language; it just happens to be one that most people 

are very familiar with. The word greeting is a metalinguistic term of a dif-ff
ferent kind, identifying a speech act, as are question, answer, denial. Such 

rterms are accepted by the anti-terminology lobby because they are familiar 
and clearly useful. However, linguists need a very large technical vocabu-
lary for language just as mechanics need a large technical vocabulary for car 
engines. How familiar we need to be with linguistic descriptions will vary 

 in accordance with our professional concerns and our personal interests and 
motivation.
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One difference between labelling parts of an internal combustion engine 
and labelling language items is that the former are concrete physical phe-
nomena and the latter are not – or at least only partially so. Language form

r is essentially an abstraction although it is realized concretely as sounds or
written symbols. Moreover, by and large, motor-car parts have one function 
each so that we need only one label for any individual unit. A language is 
vastly more complex than a car engine, and linguistic items, being multifunc-
tional, can be looked at from more than one point of view, and hence given 

 more than one label on different occasions even within the same analytical
framework.

2.3 Word classes

One of the great contributions that the grammarians of ancient Greece and 
t Rome made to our understanding of language was the development of a set

of categories for classifying words. These categories came to be known in 
English as parts of speech f, and traditionally eight (or sometimes nine) of 
these are presented as if they were a full and true account of the possible
classes into which words fall. They are usually given as noun, verb, adjective,
adverb, pronoun, preposition, conjunction, article and/or interjection.

Nowadays, among linguists the term parts of speech is not often used, and 
categories of this kind are called word classes. Modern linguists have raised

 a number of objections to the traditional classification and particularly to the
criteria for assigning these labels to items, yet most of them still use all or 
most of these labels to indicate the word classes of lexical items. Although

 they serve a purpose, there is nothing sacrosanct about these labels; nor are
k they self-evident. Indeed, it took the ancient Greeks several centuries to work

their way from two identified word classes to the eight that they ended up
 with, and the categories were not always the same as the ones listed above.

Some of the eight are also subdivided into various subcategories.
Like traditional grammar, SFG also features eight word classes, but they

are not quite the same as the traditional ones. They are noun, adjective,
numeral, determiner, verb, preposition, adverb and conjunction. f One way of 
analysing a sentence is to label each word in it according to word class. The 
analysis of (1) given in Fig. 2.1 reveals samples of all eight of Halliday’s 
word classes.

(1) Soon a massive system was developed, consisting largely of numerous flood
barriers, two dams and several branch canals.

Unfortunately, questions of classification rarely have an obvious or conclu-
t sive answer, and so analysts may disagree on how to classify items without

anyone necessarily being wrong or, for that matter, entirely right. Hence you
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will find considerable variation in different publications on this as on many
of the issues discussed here.

2.3.1 Nouns

Some of these items can be subclassified, for example, noun  subdivides into
common noun, proper noun and pronoun  . These have qualities in common,
hence their overall classification as noun, but they are also grammatically dis-

 tinct from each other in some respects, and so there are distinguishing labels
ravailable, too. All the nouns in (1) are common nouns, but we can find other 

subclasses in further examples.

(2) Wedgwood experimented ceaselessly.

In (2), Wedgwood belongs to a subclass of nouns known asd proper nouns  ,
 which are traditionally described as the individual names of persons (such as

AAbdullah, Picasso, Shakespeare, Kurosawa), places (Japan, Sydney, Alberta,
South Island), ships, trains and aeroplanes (the Titanic, the Orient Express,
Concorde), institutions and organizations (such as Toyota, the dUnited
NNations), book and film titles (The Godfather) and similar categories. In

rEnglish a proper noun is normally written with a capital letter. Nouns (other 
than pronouns) which do not fall into this class are labelled common nouns
(for example, ant, cheese, concept, donkey, evidence, faith, grass). These 
words too have often been called ‘naming words’.

Some linguists prefer to identify word classes not in such conceptual terms 
but rather in terms of (i) their potential for interaction with other parts of the
linguistic system; and (ii) their morphology, that is, the ‘shapes’ they can
take, their ‘endings’, etc. Thus a noun might be described as: (i) a linguistic 

 item which can function as (among other things) Head of a nominal group
(see Section 2.5), the nominal group being a unit which can (among other 

noun system, flood, barriers, dams, branch, canals

adjective massive

numeral numerous, two, several

determiner a

verb was, developed, consisting

preposition of

adverb soon, largely

conjunction and

Fig. 2.1
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 things) realize the function of Subject or Complement in a clause (see Section
2.4 and Chapter 3); or (ii) an item which can take a possessive inflection (as 
in Shakespeare’s, donkey’s). A common noun might be described as an item 
that may be preceded by the.

a It is not entirely frivolous to suggest that one defining characteristic of a
noun is that it is not one of the other categories in the set: not a verb, adjec-
tive, adverb, preposition and so on, for it is only by contrast with (and by 
interaction with) the other items that a word class has significance.

Some readers may query the analysis of flood and d branch as nouns in 
Fig. 2.1 since they function as modifiers of other nouns: barriers and canals
respectively. We do not classify all modifiers of nouns as adjectives, how-
ever. See Chapter 7 for more details on this.

2.3.2 Pronouns

Why are pronouns included within the broad category of nouns in SFG? 
Consider the following example, written by the medieval Italian traveller,
Marco Polo, and translated into English:

(3) Let me add only that the Great Khan has no authority over them and they 
render no tribute or other acknowledgement.

Pronouns in this example are me, them and they. They are classed as a type 
of noun because they realize the same grammatical functions as common 
and proper nouns. In the example given, the pronoun me refers to the writer. 
If someone else told the story, me might be replaced by him or by Marco.
Them and they refer to some third party, an already identified group of people.
Out of context, it makes little grammatical difference whether we write ‘the

 Great Khan has no authority over them’ or ‘the Great Khan has no authority
over these people’; ‘they render no tribute’ or ‘these people render no trib-
ute’. Contrariwise, instead of using the expression the Great Khan r, the author 
could have written he. t These choices differ in the amount of information that

r is made explicit, and there may be good textual reasons for preferring one or
the other, but they perform similar grammatical functions. To some extent,
then, pronouns are like other items that are classed as nouns, and there is a
case for treating them as members of the same class.

r There are also, however, characteristics which set them apart from the other
 two types of noun, which is why we want to subclassify them, giving them

the distinguishing label of pronoun. Common and proper nouns are open sets; 
that is to say that the community that uses the language can go on adding
new members to the set with little difficulty. If, for instance, a new gadget is
invented, it may be given a new name, thereby extending the set of nouns in 
English (as occurred with the computer). In the seventeenth, eighteenth and 
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nineteenth centuries, English vocabulary expanded enormously to accommo-
date new scientific concepts, adding words like biology, botany, hydrogen  ,
and scientist. Later we acquired cybernetics, hyperspace, microchip and soft-
ware f. English readily takes in nouns from other languages; a large portion of 
English vocabulary was acquired by such borrowing. Obvious modern exam-
ples are sports terms such as judo and karate from Japanese, kung fu and tai
chi from Chinese and ski from Norwegian; or food terms such as biryani,
ppasta and sushi, from various sources.

 Pronouns, in contrast, are a closed set of items which cannot easily be 
added to or diminished, as witness the seeming impossibility of introduc-
ing a gender-neutral pronoun for human beings (he/she), for which there 
has been some demand. Also, unlike common nouns, but like most (not all)
proper nouns, pronouns are not normally preceded by words like this or a/an
(determiners).

There are various kinds of pronouns, including the personal pronouns 
in Fig. 2.2. The personal pronouns in the right-hand column can be distin-

fguished from those to their left by the fact that they occur as modifiers of 
other nouns (for example, my book, her prize) whereas the ones on the left 
can ‘stand alone’ (mine referring to my book, hers to her prize t, and so on, but 
without the common noun book or k prize being mentioned). Some traditional 
grammars call the ones on the right possessive adjectives, but we call them
possessive pronouns.

Another class of pronouns is the so-called wh-pronouns (who, whom,
whose, which, what) and that when it means t who/whom or which (for exam-
ple, the book that you gave me f ). This account does not exhaust the class of
pronouns, but it covers most of them.

Singular

First person I, me, mine my

Second person you, yours your

Third person he, him, his his

she, her, hers her

it its

Plural

First person we, us, ours our

Second person you, yours your

Third person they, them, theirs their

Fig. 2.2 Personal pronouns
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2.3.3 Verbs

f Verbs show the greatest degree of variation in form (morphology) of any of
the word classes. They can be subdivided in many different ways. IFG lists
three basic subclasses – lexical, auxiliary and finite – but there are many pos-
sible approaches.

Somewhat confusingly, the term verb has long been used to refer to such
items as write, writes, wrote, writing, written, and to is, was, were, has, and
also to was writing, were writing, has written and so on. That is to say that 
conventionally verb may refer to verbal groups as well as to the components
of those groups.

The structures writes, wrote, am writing, are writing, is writing, was writ-
ing, were writing, has written, have written, has been writing, have been
writing, had been writing, will write, may write (one could continue) can
bbe described as different forms of the verb write. Thus, write is the form 
bby which we may refer collectively to all or any of the forms in the list just 
given; it is the citation form. If we look for the word in a dictionary, we do
not look under the heading wrote, or was writing or any of the other forms 
bbut under this citation form write. (Some people tend to give the to-form for 
citation purposes: to write.)

The various forms of write in the incomplete list above (write, writes,
wrote, writing, written) are in some instances supported by other verbal ele-
ments (am, are, is, was, were, has, had and so on). We can refer to these items 
as finites, finite operators or simply as operators. Since write is a dictionary 
item in the way that none of the finite operators is, we can refer to it (or one 
of its variants) as a lexical verb. In will have been reading, will is the finite
operator andr have and been are (non-finite) auxiliaries.

The finites and auxiliaries are closed sets; lexical verbs are an open set: 
write, chase, conceal, dig, diversify, sweat, overcompensate; there is virtually
no limit. As with nouns, though perhaps not quite so freely, new concepts can
inspire new verbs; computer activity has given us such verbs as hack, down-
load andd interface, just as physics once gave us verbs like electrify and elec-
trocute. It is hard to imagine how we could add to the set of auxiliary verbs.
This is not to say that auxiliaries are inevitably and eternally impervious to 
change, but they are strikingly different from lexical verbs in their resistance 
to innovation.

A significant subset of finites is the set of modal operators (or modals):
can, could, may, might, must, shall, should, will, would. One distinctive char-
acteristic of these verbs is that they do not add -s for third person singular:
she can but not *she cans. (An asterisk before an item indicates an abnormal 
form.)

In all lexical verbs, the base form (dig, write, cut) doubles as (i) all persons
of the simple present tense except third person singular (I write, you write,
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we write and they write); and (ii) what is sometimes called the bare infinitive
(the form we referred to earlier as the citation form), which combines with 
modal auxiliaries to give may write, must write, can write, for example. The
form with to is known as the to-infinitive. Either of these can simply be called
the infinitive.

The richest variety in English verb forms is found in the verb be  , which
has eight forms: be, am, is, are, was, were, been, being  . Most English verbs
distinguish third person singular from the other persons in the present tense, 
but be is the only verb in English that does so for the past simple tense: /was/
were. Compared with most European languages and many others, the varia-

r tion in morphology of English verbs is extremely limited, but it is still greater
than for any other word class in English.

In addition to person (first, second, third), number (singular, plural) and
tense (present, past), an important system is voice (active, passive). When
passive voice is selected, some form of the auxiliary be   (or less frequently
get  ) is present, and the lexical verb is in the form of a past participle, as in (4) 
(italics added):

(4) Current from one input is channelled to two or more different gates.d

We return to these and other characteristics of verbs later in this chapter and
in Chapters 3 and 7.

2.3.4 Adjectives

AAdjectives  have two main functions: (i) as modifiers of nouns (for example, a
large deficit); (ii) standing alone (or modified, e.g. by very, rather, not very)
after a copular verb such as be, seem, become; for example, the deficit is large.
The typical morphological potential of an adjective is inflection for com-
parative and superlative forms: -(e)r andr -(e)st; for example: larger, largest.
Comparative and superlative may also be indicated by more or most   placedt
before the adjective. Also most adjectives can be modified by items like very,
ffairly, rather, quite, somewhat; hence very large, quite large and so on.

However, not all adjectives have this potential for comparative, superla-
tive or other grading; exceptions are known as nongradable adjectives  , and
include such items as male, female, left, right, single, married, total andl
unique. f Only when playing with words, as a sort of joke, do we speak of 
someone being very female or slightly married t, since one either is or is not 
female, married and so on, or so the language suggests. The fact that many
people describe things as rather unique or very unique probably says some-

f thing about their perception of the meaning of the word as a near-synonym of
rare rather than as meaning, in the words of the Shorter Oxford Dictionary,
‘of which there is only one; single, sole, solitary’.
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2.3.5 Determiners

The term determiner is a more comprehensive category thanr article. The arti-
cles in English are the (definite article) and a/an (indefinite article); but these

 two make up only a subclass of words that have a similar grammatical role,
or, to put it differently, that show up in the same positions. Others include the
words this, that, these, those; for example, the italicized words in (5) and (6). 
Like pronouns, determiners are a closed set.

(5) This microprocessor directs the car’s engine-control system.
(6) These two groups of figures are binary and decimal equivalents.

The words some and any are also determiners when in the modifying func-
tion, as in (7).

(7) He melted down some silver coins.

In some traditional grammars, determiners other than articles (and sometimes
articles, too) were classed as adjectives on the grounds that they modify 
nouns, but there are very good reasons for treating them as separate from
adjectives. Although it is true that they modify nouns, they do not do so in 
the same way as adjectives, and they differ on the question of grammatical
obligatoriness. Where both occur together, determiners precede adjectives as 
in (8) but not vice versa as in (8a).

(8) The greater danger is that of flooding.
(8a) *Greater the danger is that of flooding.

Sometimes a determiner before a noun is a grammatically obligatory require-
ment whereas an adjective never is: we say (9) or (9a) but not (9b) (except 
possibly in ‘telegraphic’ style, texting or note form).

(9) A microprocessor works by responding to electrical impulses.
(9a) This microprocessor works by responding to electrical impulses.
(9b) *Microprocessor works by responding to electrical impulses.

 Putting an adjective before the noun does not solve the problem, as we see
from (9c).

(9c) *New microprocessor works by responding to electrical impulses.

2.3.6 Numerals

 Numerals were also frequently classed as adjectives in traditional grammars,
 but again their grammatical role is sufficiently dissimilar to justify classing

them separately. In some instances – certainly not all – numerals are more 
like determiners than like adjectives. On other occasions (for example, in
abstract mathematical calculations such as five times ten equals fifty), they
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t seem rather to resemble nouns. In fact, numerals are a rather anomalous set
and are perhaps best treated as a class of their own.

2.3.7 Adverbs

The most unsatisfactory word class is that of adverb  , which is often described
by commentators as a ragbag or dustbin category; in other words, it is the

 category into which an amorphous collection of linguistic items goes when
they have not been fitted in anywhere else. Traditionally, the adverb category

t was even more comprehensive than it is now, but it has to be admitted that
in modern linguistics it still embraces a range of markedly dissimilar items.
Since adverbs vary so greatly, it is difficult – perhaps even impossible – to 
come up with any feature which they all share.

One type of adverb is characterized by the morphological feature -ly:
quickly, cleverly, silently, bravely aand so on. Obviously these items have a
regular correspondence to certain adjectives and are said to derive from  the
corresponding adjectival forms: quick, clever, silent, brave. Sometimes, the
-ly  suffix is missing and we have what appears to be the same word for both
adjective and adverb; for example, fast in (10) is adjective in the first instancet
and adverb in the second.

(10) He is a fast runner but he can’t swim very fast.

Another set of adverbs (depending on what criteria we use to group them, tra-
ditionally usually semantic criteria) includes now, then, later, earlier, and yet 
another set: here, there, everywhere, nowhere, anywhere k. Thus, we can speak 
of adverbs of manner (quickly), time (now) and place (here). Items like sel-
dom, never, often, frequently, always, invariably   are sometimes described as
adverbs of frequency. Upwards, downwards, sideways, left, right, forwards,
backwards   and so on are often called directional adverbs. Another set includes
such items as however, moreover, nevertheless, thus, consequently, finally,
and, closely related to this group, frankly, honestly, clearly, apparently; both
these types often occur at the beginning of a clause and they are sometimes
called sentence adverbs. (See the discussion of Adjuncts in Section 3.4.)

All these subgroups have a strong family resemblance at least, and one can
see why they end up with the same label. More questionable are items like
very, fairly, rather, quite, somewhat, whose function, as mentioned above, 
includes the modification of gradable adjectives. It also includes the modi-
fication of gradable adverbs (very quickly, very quietly). There is something

f very messy about putting these items in the same large class as adverbs of
time, manner and place, and some grammarians set them apart as intensifiers;
there is a lot to be said for this approach, but it is common to treat intensifiers
as a subclass of adverbs.
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The rules regarding the sequential position of adverbs in relation to other 
items in the clause are very complicated and vary according to the subclasses 
of adverb. We will not pursue this further here, but the invented example (11) 
gives some indication of a range of adverb types and their distribution in the
clause.

(11) Honestly, they are usually still working very energetically now, but tonight 
they are probably waiting outside or going home exceptionally early.

2.3.8 Prepositions

Confusion may arise with words like up, on, in, over, under, near, by, inside,
outside. These often occur in a role which indicates that they are adverbs.
Perhaps even more frequently they seem to be prepositions. Consider (12) 
from an introductory book on computers.

(12) For example, they can process sounds coming in through a microphone and 
reproduce them through speakers or onto special disks. They can monitor 
temperatures in laboratories or manipulate images on television.

The first occurrence of in (sounds coming in) is an adverb; the second occur-
rence of in (in laboratories) is a preposition. Other prepositions in this exam-
ple are through (through a microphone), onto (onto special disks) and on (on
television). Through can also be an adverb as in (13):

(13) I can’t get through.

Perhaps the easiest way to deal with this problem is to say that they are
homonymous pairs (looking and sounding alike but different in meaning):
that just as there is an adjective hard (e.g. a hard surface) and an adverb
hard (e.g. Work hard), there is also an adverb in and a preposition in, two 
different words belonging to different word classes but which happen to be
pronounced and written in the same way. The same applies to through, or any 

t of the others. Not all linguists would accept this position, however. It might
be more precise to say that they are polysemous, a term describing a single 
lexical item with more than one meaning.

By definition, prepositions occur in prepositional phrases with a nominal
group as Complement (see Section 2.5). A preposition does not vary in its form.

2.3.9 Conjunctions

Conjunctions are of two types: linking conjunctions or linkers (also known 
as co-ordinating conjunctions or co-ordinators) and binding conjunctions r or 
binders (also known as subordinating conjunctions or subordinators). The
linkers are a small set: and, but, or, for, so, and possibly then. Of course, in 
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some cases, what appear to be the same ‘words’ may be items of a different 
word class that happen to look and sound alike. For example, in (14) the item 
ffor is a conjunction; in (15)r for is a preposition.

(14) Such a picture neatly explains A.V. Hill’s observations, for clearly the
number of molecules of APT consumed will depend on the length of rope
hauled in.

(15) The Air Force surrounded him with medical orderlies specially cleared for 
security.

The binding conjunctions are a larger group and they include: because, since,
when, whenever, until, before, after, while, ifff unless, whether, although, even
though, in case, given that, so that and many more. A clause which beginst

awith a linking conjunction must follow the clause to which it is linked, but a
clause which begins with a binding conjunction may generally follow or pre-
cede the clause to which it is bound. Note that once again duplication occurs:
there are items here which are identical in pronunciation and spelling to items 
classed as prepositions or adverbs.

2.4 Subjects

rIt is undeniable that the proliferation of terminology presents problems for 
 the student of grammar. In part, the profusion of terms is arbitrary; simply 
 because of the fact that there is no systematic attempt by the profession to
 agree on one set of labels. A more significant reason is that different linguists

have different perceptions and different aims and so break language down 
differently. This is exacerbated by the fact that most categories in language
are not discrete, neatly separable classes but clines r , or gradations with clear
central examples and more peripheral ones shading into other classes. For 
example, and and or fare the most central – or most typical – examples of r
conjunction.

 However, one point that we want to make is that there are good reasons
why one linguistic realization (word, group of words and so on) may carry 
more than one label even within the same model of grammar.

A traditional term (not a word class) still widely used is Subject. In (2),
repeated here, Wedgwood is the Subject. It is also a noun.

(2) Wedgwood experimented ceaselessly.

To say out of context that Wedgwood   is a noun is quite viable. The qualityd
of being a noun is a feature of the word Wedgwood in virtually all circumd -
stances. We cannot say out of context that Wedgwood is a Subject, however,d
since being a Subject is not an intrinsic feature of the word Wedgwood t but
only a clause function which it can sometimes realize. Now consider (16).

(16) Money is the root of all evil.
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What we just said about Wedgwood is equally true of d money. It is always a
noun and in this example it is a Subject. It is not always a Subject, however.
For instance, in (17) and (18), money is a noun but it is not a Subject.

(17) They offered money.
(18) He is obsessed with money.

It is only in some specific instance of a clause that an item can be labelled
Subject. In SFG, money in (17) is said to be the Complement (see Chapter 3),
and the pronoun they is the Subject. In (18) he is the Subject and money is part 
of a prepositional phrase (with money).

Not all the personal pronouns in Fig. 2.2 can function alone as Subject in
Standard English clauses. I, you, he, she, it, we, they, from the left-hand col-
umn, and mine, yours, his, hers, its, ours, theirs may do so. For example, in
Standard English, we say They offered money but not *Them offered money. 
In fact, I, she, he, we, they nearly always realize the function of Subject (one
exception is intensive structures like It is I, which most native speakers avoid 
as pedantic). Me, her, us and them never realize Subject in Standard English
(though they do in some dialects).

How do we decide then whether some word or group of words is the 
fSubject? With pronouns, as we have just seen, the form of the word itself 

(its morphology) often reflects its function. I, he, she, we and they are all 
forms which realize the Subject function, and me, him, her, us and them
rrealize Complements. However, pronouns are untypical in this respect. In 
some languages, most words consistently vary according to their function, 
bbut in English most words do not. So what formal clues are there to help
in identifying the Subject? One is that it often determines the form of the
verb. Thus we say He is obsessed with money but They are obsessed with
money or I am obsessed with money. As we have already seen, the verb be
has more forms than other English verbs and so this agreement (or t concord) 
with the Subject is noticeably more frequently than with other verbs, where
evidence tends to be more restricted. Most verbs require an -s in the third 
person singular form, so that a third person singular Subject such as The
computer chip co-occurs with the verb form uses as in (19), but with a plu-
ral Subject as in (19a) there is no -s inflection on the verb. (It is a strange 
quirk of English morphology that -s is the suffix denoting singularity in
verbs and plurality in nouns.)

(19) The computer chip uses this battery of information […]
(19a) Computer chips use this battery of information […]

 However, once again, English does not always display even these limited
distinctions, and, as already mentioned, verbs like can, may and should (the 
modal operators) and most past tense main verbs do not vary according to 
Subject – or for any other reason.
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IFG (Section 4.2) proposes one diagnostic test (or probe  ) for Subject which
works fairly well. The Subject is the item in the clause which is picked up in
the pronoun in a mood tag (also known as a question tag). A tag question is a 
question which is made up of a clause with a short form interrogative tagged
on at the end; for example, (19b) or (19c). The mood tag is the bit at the end,
after the comma.

(19b) The computer chip uses this battery of information, doesn’t it?
(19c) Computer chips use this battery of information, don’t they?

IIt in the first example is the pronoun equivalent of the computer chip and they
in the second example picks up from computer chips. Hearing a sentence like
(20), we can deduce not only the Subject but also the gender of the person the
Subject refers to:

(20) The doctor prescribed these pills, didn’t she?

The choice of she is not intrinsically identified with the word doctor t , but
determined by an aspect of the situation, in this case the sex of the doctor in
question. If the doctor were a man, the pronoun would reflect the fact. This is
further evidence that grammar is intimately bound up with context of situa-
tion and not just relationships within the clause.

Even given a declarative clause without a tag, the analyst can easily imag-
ine a tag and thereby identify the Subject. We look at this issue again in
Chapter 3.

2.5 Groups

2.5.1 Nominal groups

Not all nouns can stand alone in the way that proper nouns and many per-
sonal pronouns usually do or as some common nouns may, for example,
money in (16). The nouns computer and r microchip, for example, when

a they occur in the singular form, are always modified in some way by a
word such as the or a (a determiner) or the numeral one  . (Such nouns are
labelled count nouns or countable nouns. Nouns like money are mass nouns
or uncountable nouns.)

Nouns can also, of course, occur with more extensive modification. A
medical writer can refer to a problem, a clinical problem, a common clinical
pproblem, or, more expansively, as in example (21), a common clinical prob-
lem for the general internist. Any of these constitutes a nominal group which
could realize Subject, and in a modern analysis, we say that the whole group
is the Subject and not just the Head noun: problem.
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(21) A common clinical problem for the general internist is clostridium difficile
infection.

It is not quite right therefore to say that a noun can realize the Subject. It 
is rather a nominal group that has this potential. Thus, in (21), a common
clinical problem for the general internist is a nominal group functioning as t

 Subject of the clause. In fact, in all the examples the Subject is realized by
a nominal group, regardless of the number of words involved. The tGreat
Khan, current from one input, this microprocessor, these two groups of fig-
ures, the greater danger, a microprocessor, such a picture, the number fof
molecules consumed, the Air Force, the doctor, a common clinical prob-
lem for the general internist are all nominal groups, but so aret Wedgwood,
money and he.

It may seem surprising that we should label a simple unmodified noun 
(Wedgwood, money or he) as a nominal group, but this is in keeping with the
hierarchical, paradigmatic structure of the grammar. According to the rank 
scale (introduced in Chapter 1), a group is made up of one or more words and 
a clause is made up of one or more groups.

The key grammatical item in the group is called the Head. The remaining
elements are Modifiers. Some of the nominal groups functioning as Subject 
that we have already considered are (with the Head in italics): current from t
one input, this microprocessor, these two groups of figures, the greater dan-
ger, a microprocessor, such a picture, the number of molecules consumed,r
the Air Force, the doctor, a common clinical problem for the general internist;
Wedgwood, money and he.

Surprisingly, Halliday’s grammar does not include an adjective group. A
group with an adjective as its Head is classed as a nominal group. In the 
clause The moon was new, there are two nominal groups, one with a noun 
(moon) as Head and one with an adjective (new) as Head.

An adjective functioning as Modifier of a Head does not in itself constitute 
ra group; it is simply a constituent of the nominal group along with any other 

elements such as determiner. So the words very helpful in That’s a very help-
fful suggestion are not a group buried inside another group, as it were. But in
the clause That suggestion could be very helpful, the same two words very
helpful do constitute a nominal group (with adjective as Head).l

To sum up, a nominal group is typically (not always) a group with a noun
as its Head, and that noun may be modified, but it does not have to be modi-
fied in order to constitute a group in this technical sense. To make an anal-
ogy with a non-linguistic situation: a boat has a crew, and one person is the 
captain of that boat, but a boat may have a crew of one, and that one is by 
definition the captain. We have also seen that one of the functions which a
nominal group can realize is that of Subject. We can now deal very briefly
with other groups.
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2.5.2 Verbal groups

Just as a nominal group may consist of a simple noun, a verbal group   may
consist of a simple verb; for example directs in (5), is in (8), works in (9).
A verbal group may also be more complex, as with was developed in (1); d is
obsessed in (18); must be based in (22) or d had been developing in (23).

(22) Price movements must be based on the beliefs of the investing public.
(23) They had been developing a similar process before this.

Finiteness is a quality which is not exclusive to the subclass of finite opera-
tors. Where the verbal group is a single word (e.g. directs, uses, prescribed,
works in the previous examples), it may be referred to as a simple finite
verb. That word is the Head of its group. Where the verb is more com-
plex, the Head is the finite: must int must be based in (22),d had ind had been
developing (23).

The verbal group may have been being written has five elements. The
breakdown here is as follows:

may: (modal operator)
have: auxiliary (bare infinitive)
been: auxiliary (past participle)
being: auxiliary (present participle)
written: lexical verb (past participle)

In fact, a more abstract analysis would cut across most of the words to give:

have plus the past participle morpheme (-en), which together indicate per-
fect aspect (completion)

be plus present participle morpheme (-ing), which together indicate con-
tinuous (i.e., progressive) aspect

be plus past participle morpheme (-en), which together indicate passive
voice.

So, on this analysis, this verbal group is modal perfect progressive passive. In 
(22) must be based is modal passive, and in (23)d had been developing is past 
perfect progressive. (See also Chapters 3 and 7.)

2.5.3 Other groups

AAdverbial groups tend to have less complex structure than nominal or verbal
groups. The adverbial group normally has an adverb as its Head. In (24), 
somewhat earlier is the adverbial group;r earlier is the Head, andr tsomewhat
the Modifier.

(24) Somewhat earlier the first application of glaze to pottery was made.
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A conjunction group usually consists of just the conjunction as Head, and is
rarely analysed as such. Conjunctions can have Modifiers, however: in the
clause just until you go, the conjunction until is modified by just; in even fif
he answers, if is the Head andf even is the Modifier. Linking conjunctions are
not modified.

A prepositional group has a preposition as Head and this is not often modi-
fied. Some prepositional groups do contain Modifiers, however; for instance:
jjust inside has inside as Head and just as Modifier. Other examples aret tright
on (as in right on target), slightly over (as inr slightly over the edge), rfar
beyond ind far beyond our expectations.

Except in elliptical structures, a prepositional group (with or without modi-
fication) always occurs with a nominal group to make up a prepositional
pphrase. For example, in the office is a prepositional phrase made up of a
preposition in (strictly speaking a prepositional group without a Modifier) 
and a nominal group the office. Slightly off the point is a prepositional phrase t
made up of a prepositional group slightly off (f off Head; slightly Modifier) and 
a nominal group the point.

Groups of the same type can be linked together to make up a group com-
plex. Jack and Jill is a nominal group complex, and so isl the truth, the whole
truth and nothing but the truth in Do you swear to tell the truth, the whole truth
and nothing but the truth? A verbal group complex can be formed similarly:
She speaks and thinks  like a lawyer. Also classed as verbal group complexes
are the italicized items in: She keeps wasting time; Things are beginning to
develop; They seem to thrive here. (See Chapters 3 and 7.)

2.6 Three ways of looking at a clause

We have said that any item of language may have more than one function. 
Any sample of language would serve to illustrate this. Take the following
sentence, for instance:

(25) Boole had already written an important paper on this subject.

We can examine this from various points of view. We can analyze the struc-
tural relations of the clause, commenting on its mood, which concerns the
fact that it is a declarative and not an interrogative. If the sentence were a
question, the interrogative form would require had to be placed before d Boole
to give (25a).

(25a) Had Boole already written an important paper on this subject?

rThis has something to do with the nature of the exchange between the speaker 
r (or writer) and the listener (or reader). The fact that the writer is asking rather

than telling leads to the choice of a particular ordering in the wording, a choice
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made from a number of possible options in the structure of clauses in English.
In order to examine this aspect more fully, we would need to consider such 
matters as which items take on the functions of Subject, Complement and so
on. In this case, Boole is the Subject. The remaining functions will be dis-
cussed in Chapter 3.

On the other hand, we might be more interested in considering what some
 people might think of as the ‘meaning’ of the clause, but what for Systemic

f Functional linguists is just one of several kinds of meaning. What kind of
 event or state of affairs is being represented here? Or, in the words of the
 limerick: Who does what, which way up, and to whom? Here, the analyst’s 

attention is directed to the question of whether the process is one involving
action, or thought/feeling, or speech, or whether it specifies some relationship
such as identity or similarity. In this case, we might label Boole as Actor  onr
the grounds that this is an action and that Boole is the one who performs it. 
So we see that we have now labelled Boole twice: once as Subject and once
as Actor. Each label says something different about the function of the item
BBoole in this clause.

There is yet another way in which we can look at it. We can concentrate
t attention on the choice the writer has made about which item to place first

in the clause. Once a declarative has been opted for, Boole  is the obvious
 choice for starting point, because in most declarative clauses in English the

t Subject comes first. However, the grammar of English would also permit
other choices, for example, one of the following:

(25b) Already, Boole had written an important paper on this subject.
(25c) On this subject, Boole had already written an important paper.
(25d) An important paper Boole had already written on this subject.

It is true that some of the choices seem less likely than others, but all are 
 possible. In all these alternatives, the function of Subject is realized by the 

nominal group Boole, and in all of them Boole  has the role of Actor; but in
r (25b), (25c) and (25d) the author has chosen to start off with something other
 than the Subject/Actor. The item with which we start a clause can usually be

labelled the Theme. In the original, authentic example, (25), Boole is Subject,
Actor and Theme. In the others, Boole is Subject and Actor, but not Theme.
The Themes in the other examples are as follows: Already, On this subject,
and An important paper  . Chapters 4 and 5 return to the question of Theme
and related issues. If (25d) seems a little odd out of context, compare (26)
from the same page of the same text.

(26) He also began to have some ideas of his own. These he wrote up […]

In the second clause here, we have the same sort of structure as (25d). The
author might have chosen to place the Subject/Actor he  first in the clause, as
in (26a), but for textual reasons opted for These, thereby pushing the Subject 
into second place.
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6(26a) He also began to have some ideas of his own. He wrote these up […]

 So, we have suggested three different ways of looking at the clause. The first,
involving such functions as Subject, is described in Halliday’s grammar as
the ‘clause as exchange’ and relates primarily to the interpersonal metafunc-
tion. The second, involving such functions as Actor, is the ‘clause as rep-
resentation’ and relates primarily to the ideational metafunction. The third,
which concerns the choice of starting point and the optional ordering of ele-
ments and which involves the function Theme, is the ‘clause as message’ and
relates primarily to the textual metafunction. Each of these will be discussed 
in subsequent chapters.

Summary

In this chapter we have argued that grammatical terminology, rather than
being a device intended to exclude the public from the deliberations of spe-
cialists, is valuable, even necessary, for talking about the way in which a
language works. Starting with the familiar notion of word classes (or parts

t of speech), we see that the criteria for classification may produce different
groupings of items, and we list Halliday’s eight word classes. Verbs are ana-
lyzed in a number of different ways and various subclassifications emerge. 
The functions Subject, Actor and Theme serve as an illustration of the fact 

 that the same samples of language can be usefully labelled in more than one
way, reflecting co-existing dimensions. Functions such as Subject are real-
ized not so much by nouns as by nominal groups. A group consists of a Head 
which may have Modifiers.

Further study

Different Systemic Functional linguists vary in the use of the term preposi-
tional group  . In some Systemic literature, the term applies to combinations
of a preposition and a nominal group: for example: on your bike, over the
rainbow  . Halliday, at least in later writings, calls this structure a prepositional

f phrase, and treats it, somewhat ambivalently, as outside the rank scale of
clause, group, word, morpheme. As explained in Section 2.5, he applies the 

fterm prepositional group to the preposition itself (as Head) plus Modifiers, if 
any.

 IFG discusses the verbal group in somewhat different terms from those
used here. The SFL treatment of tense and aspect in particular is strikingly 

fdifferent from that of most other linguists. More conventional treatments of 
verbs can be found in Palmer (1974, 1979, 1986).
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(c) r Identify the nouns and label them as: common noun, proper noun or
pronoun.

(d) Identify prepositional phrases and label the preposition and the
nominal group.

1. Robins had quoted a passage from Stevenson.
2. The government was willing to use that strategy.
3. Johnson must have smiled.
4. Eventually seventeen people were wiretapped by the FBI.
5. One more ingredient must be mentioned […]
6. He worked with Bronstein, who had been brought into the firm by 

Kaplan.
7. […] we did not know it at that time […]
8. Her future in corporate public relations must have looked rather dim at 

that moment.

Exercise 2.3

One of the eight parts of speech in the most widespread version of traditional 
grammar is interjection. This is exemplified by such expressions as Ouch!
Oh! Ah! Help! Try to think of reasons why many grammars exclude this 
category.

Exercise 2.4

From texts of your own choice, find examples of numerals functioning as (a)
Modifier of a Head noun (b) as Head.

Exercise 2.5

Think about the alternating pronouns in the following examples or discuss
them with a friend or colleague. You might consider questions of ‘correct-
ness’, common usage versus grammatical regularity, and so on.

1. (a) I don’t mind giving money to they who need it.
(b) I don’t mind giving money to them who need it.

2. (a) He first met my wife and I during our honeymoon.
(b) He first met my wife and me during our honeymoon.

3. (a) Me and Bill go back a long way.
(b) Bill and I go back a long way.
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4. (a) Unlike She Who Must Be Obeyed, he was kind enough to laugh.
(b) Unlike Her Who Must Be Obeyed, he was kind enough to laugh.

5. (a) Speaker 1: Who did this? Speaker 2: It was I.
(b) Speaker 1: Who did this? Speaker 2: It was me.

Exercise 2.6

Go to example (11) in Section 2.3.7 and pick out all the adverbs.

NNote

1. Martin, E., Larkin, S. and Bernbaum, L. (eds.) 1976: The Penguin Book of the
Natural World. Harmondsworth: Penguin.
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3.1.1 Apposition

The Subject of the first clause in Text 3A, example (4), is Otto Loewi, an
AAustrian physiologist, which is complicated slightly by the nominal group an
AAustrian physiologist, placed alongside the personal name. Such a group is
said to be in apposition; in this instance, an Austrian physiologist is in apposit -
tion to the nominal group Otto Loewi.

(4) The night before Easter Sunday, 1920, Otto Loewi, an Austrian physiologist,
awoke in the night with an idea which he jotted down on a tiny slip of paper.

 With some sacrifice of informational detail, the author could have chosen to
place either Otto Loewi or an Austrian physiologist alone as Subject to givet
(4a) or (4b):

(4a) Otto Loewi awoke in the night […]
(4b) an Austrian physiologist awoke in the night […]

Both expressions refer to the same individual. In (4a), the Subject function 
is realized by a proper noun, and in (4b) it is realized by a more complicated
nominal group with a common noun physiologist as its Head. In the event, thet
author combined the two by using the device of apposition. We shall regard 
Otto Loewi, an Austrian physiologist as at group complex realizing the funcx -
tion Subject.

3.1.2 Subject-Finite agreement probe

We mentioned in Chapter 2 that, although agreement with the finite element 
of the verb is one way to find the Subject, this is often – perhaps usually 
–– not a reliable guide, because English verbs rarely vary in form to reflect 
person and number except in the third person singular present tense, where 
they often add -s r . In such instances, it is easy to see that a change of number
or person in the Subject may coincide with a change of number in the verb. 

 (By ‘number’ we mean the choice of singular or plural and by ‘person’ we 
mean: first person – I andI we; second person – you; and third person – any-
one else.)

In Text 3A, the prevailing tense is past simple and so the feature of agree-
ment is not manifest. The verb awake, for example, is invariably awoke in
the past, regardless of how many people are involved or whether the person
doing the awaking is the speaker or the addressee or some third person.

Texts written predominantly in the present tense, therefore, obviously offer 
kmore examples of explicit subject–verb agreement. A geography textbook 

describing existing conditions or general truths is a case in point, offering 
such examples as (5), (6), (7) and (8), all with verbs in the present.

(5) Erosion depletes the grasslands.
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6(6) The failure of the rain brings disaster.
(7) All savanna lands experience a period of drought […]
(8) Rich pastures support more animals […]

In (5) the verb ends in -s, the third person singular morpheme. There are two 
nominal groups: erosion and grasslands. Erosion is singular and the grass-
lands is plural. Therefore the Subject is erosion. In (7) we also have two nom-
inal groups: all savanna lands and a period of drought. The verb is plural;
all savanna lands is plural whereas a period of drought   is singular. Thereforet
the Subject is all savanna lands. In these two cases the relation between the
Subject and the verb is very clear.

In (6) and (8) the probe (i.e. test or check) does not work quite so well. In
(6) the verb is singular but both nominal groups are singular and in (8) the
verb is plural and the nominal groups are both plural. But the probe can still
work if we ask ourselves what effect it would have to change the nominal
groups from singular to plural or vice versa. In (6) if we change disaster tor
disasters, it has no effect on the verb. But if we change the failure of the rain
to the failures (or some other plural group) we have to change the verb from 
brings to bring. Therefore, the failure of the rain is Subject, and not disaster.
The same sort of thing happens in reverse for (8).

This probe works for the past tense with the verb be only. Text 3A gives
us (9), where It is a third person singular pronoun referring tot the idea, men-
tioned in the previous sentence.

(9) It was a way of determining whether there is any chemical substance […]

If Loewi had had more than one idea the pronoun would have been they and 
the verb would have been were as in (9a).

(9a) They were ways/a way of determining whether there is any chemical sub-
stance.

3.1.3 Other probes

We mentioned in Chapter 2 another probe for Subject. This is based on the
fact that in a tag question, the Subject of the main clause is reflected in the

t tag. Thus, we can probe for the subject of a declarative clause by adding to it
a question tag (also known as a mood tag). Adapting our original example (4) 
from the source text, this gives (4c).

(4c) Otto Loewi awoke in the night with an idea, didn’t he?

The pronoun in the tag reflects Otto Loewi and so takes the form he r rather
than it, which it would have to do if it reflected the night or t an idea. In (3),
where the subject actually is the idea, the tag would have it, as in (3a).

(3a) The next night, at three a.m., the idea returned, didn’t it?
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The application of the tag probe on (5), (6), (7) and (8) works as a diag-
 nostic for Subject in a similar way to the Subject-agreement probe, that is,

more straightforwardly for (5) and (7) than for (6) and (8) (see (5a) to (8a)
below).

(5a) Erosion depletes the grasslands, doesn’t it?
(6a) The failure of the rain brings disaster, doesn’t it?
(7a) All savanna lands experience a period of drought, don’t they?
(8a) Rich pastures support more animals, don’t they?

An equally reliable probe (advocated by Fawcett, 1999) might be crudely para-
phrased as follows: reduce the clause to its simplest declarative form (if it is

t not in such a form already); then re-express it as a yes/no question. The Subject
is the nominal group which immediately follows the finite operator in the inter-
rogative. Thus, (5) can be re-expressed as (5b) and (6) as (6b) and so on:

(5b) Does erosion deplete the grasslands?
(6b) Does the failure of the rain bring disaster?

To signal the change of mood (from declarative to interrogative), erosion  and
the failure of the rain  ‘change places’ with the finite operators and are thus
identifiable as Subject.

3.1.4 Passive clauses

 In the first sentence of the second paragraph of the text about Loewi, we have
the clause given below as (10).

(10) The nerve impulse was known to be electrical in nature […]

This is a passive clause, a clause in which the verbal group includes some 
form of the auxiliary verb be and a past participle, in this instance, known  .
The probes convincingly suggest that the Subject is the nerve impulse.

Passive clauses are, in a sense, the inverted form of corresponding active
 clauses. To take an example from the source text but not included in the

above extract:

(11) Loewi was obsessed by the idea.

This has a hypothetical corresponding active clause (11a).

(11a) The idea obsessed Loewi.

In the first one, the passive clause, the hypothetical tag is wasn’t he?   and in
the second, the active, the tag is didn’t it? Thus, we can ascertain that the
Subject of (11) is Loewi but that of (11a) is the idea.

In passive clauses, there is sometimes a phrase made up of by plus a
tnominal group, as in (11). The by-phrase in the passive matches the Subject 
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of the corresponding active clause; that is, the nominal group following by
 in the passive clause has the same referent as the nominal group realizing the

Subject in the corresponding active clause (see Fig. 3.1).

Voice Subject

Active The idea obsessed Loewi

Passive Loewi was obsessed by the idea

Fig. 3.1

Much more frequently, however, we find passives without a by-phrase. This
brings us back to the first clause in the second paragraph of the source text, 
our example (10) above (The nerve impulse was known to be electrical in
nature  ), which is an instance of exactly this phenomenon. Presumably, there
is some hypothetical ‘knower’ assumed, but there is no mention of this person
and we cannot safely deduce who it might be; in fact, there is an implication 
that the precise identity of the knower is not significant.

3.1.5 ‘Dummy’ Subjects

We mentioned above the ‘empty’ Subject there which occurs in the first para-
graph of the source text. Such Subjects are also known as ‘dummy’ Subjects.

 In the second paragraph, we find another of these. This time the pronoun is
the first it in (12).

(12) […] it was a mystery why some nerves stimulate an organ and others depress 
it.

What is the function of the first it in this clause? Superficially, it resembles thet
it in the previous sentence of the text, our example (9), but there is a big dift -ff
ference. In (9) (It was a way of determining […]), the pronoun it refers to thet
same concept as the nominal group the idea in the sentence before that, but 
in (12) the Subject it is simply a sort of stand-in, holding the Subject position t
until the meat of the Subject comes along, namely: why some nerves stimulate
an organ and others depress it. In contrast, the second it in the same sentence,t
(12), is a fully referring pronoun (not a ‘dummy’) and is co-referential with 
an organ.

Where empty it temporarily stands in for more substantial matter (that t
is, as a dummy), we treat the postposed   structure (placed afterwards) as and
embedded clause (see Chapter 8). We analyse the dummy it and the embedt -
ded clause together as making up the Subject. Thus, the subject of (12) is: tit
[…] why some nerves stimulate an organ and others depress it. (We return to
this kind of structure in detail in Chapter 8.)



646 Clause structure

3.2 Finites and Predicators

Verbal groups realize the functions of Finite (F) and Predicator (P), and ther
two are often combined in a single word. If we take all the simple verbal
groups from the source text, we have: awoke, jotted (d down), went, remem-
bered, returned, stimulate, depress, slow (down) and increase, some occur-
ring more than once. Each of these is analysed as a simple verbal group 
realizing the functions of Finite and Predicator at the same time. In each
instance, the Finite and Predicator are said to be fused. Where the verbal 
group does not have an operator, the fused Finite/Predicator function is rep-
resented as F/P.

It can perhaps be more easily understood what this means if we look at the
instances of unfused Finites and Predicators. These can be found among the
remaining verbal groups: had written, could not decipher, was known and 
had struck. Each of these falls into two parts, the first part (the finite opera-
tor) being Finite and the second part (the lexical verb stem) Predicator. The 
Finite is that part of the verbal group which carries the agreement (person and
number) in so far as agreement shows up at all in English; the Predicator is
the remainder of the verbal group.

In this text, as it happens, we have no examples with more than two verbal 
elements, but non-complex verbal groups can contain up to five words, not 
counting the negative polarity element not or the particles (for example, t down
in had written down or slow down). An example of a five-part verbal group is
might have been being written as in It might have been being written during
that period  . Admittedly, such instances are not very common, but four-word
verbal groups (might have been written) are, and so are groups of three words
or two. In all such instances the first element (in our example, might) realizes
the Finite function whilst the rest of the verbal group (in our examples, have
been being written or have been writing) realizes the Predicator function (see
Fig. 3.2).

In other words, the Predicator is realized by the lexical verb, that part of the
verb which you might look up in a dictionary (awake,, jjot,, ggo,, remember andr

Finite Predicator

was writing

had written

was written

has been writing

might have been writing

might have been being written

Fig. 3.2
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so on), but it also incorporates all auxiliary elements other than the operator,
which carries the agreement function (though agreement is not always made
manifest in the substance of the language). So, in might have been writing, 
only might realizes the Finite function, whereas have been writing realizes the 
Predicator. In has been writing, has is Finite and been writing is Predicator. 
Fig. 3.2 offers a random selection of various verbal groups with write as the
lexical verb, analysed into the functions Finite and Predicator.

In any verbal group made up of more than one word in English, only the
Finite carries the agreement, and there is only one Finite to a group. When
they stand alone, finite forms of be (am, is, are, was, were f) and finite forms of 
have (has, have, had) are usually analysed as Finite and not as fused forms.

 Clauses featuring Finites of this kind have no Predicator, for example, the
first clause partially analysed in Fig. 3.3 (i). Compare this with the other two
clauses in Fig. 3.3: (ii) a fused Finite and Predicator and (iii) a separate Finite 
and Predicator.

(i) It
S

was
F

a way of determining

(ii) He
S

awoke
F/P

again about six

(iii) He
S

has
F

written
P

the letter

Fig. 3.3

3.2.1 Negatives and interrogatives

In English, the grammar of interrogatives and negatives (and certain related
structures) is much more complicated than in many other languages, such as
most other European languages. Where the positive declarative contains a 
separate Finite and Predicator, as in had written in our source text, the nega-
tive counterpart is identical except that not (or t n’t) is present immediately
after the Finite. Let us consider modified data to avoid some confusing prob-
lems irrelevant to our present concerns. Thus, illustrating the positive–nega-
tive polarity options, we have the pairing (13) and (13a).

(13) He has written the letter.
(13a) He has not written the letter.

Interrogatives likewise have a fairly straightforward systematic correspond-
ence with declaratives in that the Finite and the Subject are inverted; thus we 
have (13b).
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(13b) Has he written the letter?

So far, so good. Look at it from the point of view of the non-English speaker 
 (say, a German teenager) trying to master English usage. This corresponds

very nicely with what happens in her own language. In German, for example,
she might say (14) when forming a positive declarative, (14a) when forming
a negative and (14b) when forming an interrogative.

(14) Er hat den Brief geschrieben.
(lit. He has the letter written.)

(14a) Er hat den Brief nicht geschrieben.
(lit. He has the letter not written.)

(14b) Hat er den Brief geschrieben?
(lit. Has he the letter written?)

The order of the words is not quite the same, but the relationship between the
two is otherwise consistent with the English pattern.

So long as we stick to samples where the verbal group in the positive
declarative realizes distinct Finite and Predicator, all is well, but the unsus-

 pecting young German will get into linguistic trouble if she tries to do the
same thing with all verbs because, working on the same principles, she could 
come up with the paradigm (15).

(15) He awoke in the night.
*He awoke not in the night.
*Awoke he in the night?

 Centuries ago, such structures existed in English, but they are now archaic. 
In modern English, we have the paradigm (15a), analysed for S, F and P in
Fig. 3.4.

(15a) He awoke in the night.
He did not awake in the night.
Did he awake in the night?

He
S

awoke
F/P

in the night

He
S

did not
F

awake
P

in the night

Did
F

he
S

awake
P

in the night

Fig. 3.4

 This particular complication in English grammar has no parallel in German
 (or French, Spanish, Italian or most other languages). It requires that the 
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negative or interrogative counterparts of positive declaratives with a simple 
verb must feature a form of the verb do as Finite. Put another way, the rules
in English are as follows:

● To convert a positive declarative into a negative, add not f  after the Finite. Ift
there is no separate Finite, make do the Finite and add not.

● To convert a declarative into an interrogative, invert the order of Finite 
and Subject. If there is no separate Finite, make do the Finite and place it 
before the Subject.

The native English student learning German needs only the first part of each
rule (suitably translated), since the second part is unique to English.

Incidentally, do and other operators often occur in isolation in elliptical
structures such as short form answers to yes/no questions (Yes, I did; No, they
can’t); short form emphatic agreement (So they did! So they should!); and 

fmany other structures, including question tags. These are clear instances of 
Finite without a Predicator.

Of course, we are not obliged to explain the relationship between regularly
corresponding clause types as involving some kind of conversion process
from one to another. This is just one of the many metaphorical devices we

f may employ in talking about language. Another might present the whole of
the vocabulary and grammar of the language as a vast network of interre-
lated systems, through which the users thread their way each time they use 
the language, committing themselves to a series of options, some of which 
determine later choices to varying extents. This last metaphor is closer to the 
SFL perception.

3.2.2 Mood

f In Section 3.2.1, we looked at some of the grammatical characteristics of
declaratives and interrogatives. This leads us to a brief consideration of the 
treatment of Mood in SFG.

 SFG divides the clause into two parts: the Mood and the Residue. The
Mood is made up of the Subject and Finite; the Residue is the rest of the func-
tions in the clause (Predicator, Complements and Adjuncts).

Recall that we have mentioned the representation of the grammar as an 
intricate set of sets of choices. Each of these sets is called a system and the
systems link up with each other as networks. The realization of the Mood 
function in any clause involves making choices from the mood system net-
work (see Fig. 3.5).

Not all clauses have Mood. Examples of moodless clauses are (16), (17),
or the italicized section of (18) (see Chapter 8).
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6(16) Closed for lunch.
(17) Happy New Year!
(18) Subsequently released, he escaped to England.

In clauses which do have mood, an obligatory choice is made between indica-
tive and imperative. (We could call indicative ‘non-imperative’.) If indicative
is chosen, an obligatory choice is made between declarative and interrog-
ative. Each choice precludes the others; that is to say, you cannot have a 
clause which is simultaneously declarative and interrogative, or imperative
and declarative and so on. In the network, this mood  system links up with
the system of polarity   shown in Fig. 3.6. In addition to selecting one of the
three options from the mood system, we are required to choose between posi-
tive and negative.

POLARITY
positive

negative

Fig. 3.6

r In the second sentence in Text 3A, presented here as (19), there are four
clauses, listed separately below. Each of them realizes the choice declarative
from the mood system; the first three realize the choice of positive and the
last one realizes the choice of negative from the polarity system.

(19) When he awoke about six, he remembered that he had written down some-
thing of the greatest importance, but he could not decipher his own scrawl.
• When he awoke again about six: positive declarative
• he remembered: positive declarative
• that he had written down something of the greatest importance: positive

declarative
• but he could not decipher his own scrawl: negative declarative

Subject and Finite are the key exponents of the mood choices in that (i) the
sequencing of Subject and Finite is affected by the choice between declarative
and interrogative (already discussed above) and (ii) the choice of imperative 
permits us to leave out the Subject. Polarity has a bearing on mood because,
as we have pointed out, with verbs in the simple present tense and simple past 
tense, Finite and Predicator are fused in a single word in the positive option,

MOOD

indicative

imperative

declarative

interrogative

Fig. 3.5
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but in the negative option the separate auxiliary finite operator do must real-
ize the function of Finite.

To label the rest of the clause ‘Residue’ is not to suggest that it is of little 
importance. It is simply the Residue (what remains) after the Mood is taken 
out. It is possible to analyse a clause in terms of the functions SFPCA without 
discussing Mood and Residue, but they are part of the same package.

3.3 Complements

If you are familiar with traditional grammar, you may have already learned to
interpret the term complement in a more narrow sense than it has in SFG. (Int

 other grammars the term is used with various meanings.) The use of the term
in SFG is more comprehensive than in traditional grammar. In her seminal 
IIntroduction to Systemic Linguistics, Margaret Berry identifies it as follows:
‘A complement is the part of a sentence which answers the question “Who or 
what?” (or, if one wishes to be pedantic, “Whom or what?”) after the verb’r
(Berry, 1975, p. 64).

Berry refers to definitions of this type as ‘helpful but unscientific’ (Berry, 
1975, p. 84), and that is a fair comment. If we were to apply it to Text 3A, we 
would find it helpful in some cases, less helpful in others. Since our aim here 
is to elucidate rather than confuse, we will take the liberty of being selective 
in our application.

 If on reading the first sentence, shortened here as (20), we ask ‘Loewi
awoke who or what?’, there is no obvious candidate to fill the Who or what?
slot.

(20) Loewi awoke in the night.

Loewi awoke in the night, but in the night does not answer the questiont Who
or what? The sentence goes on to say that he awoke in the night with an idea, 
but this too fails to meet the Who or what? criterion. Therefore, there is no
Complement.

This is a correct deduction. In fact, many clauses have no Complements. It 
happens that, even though it does not have a Complement in this instance, the 
verb awoke could have one, though this is not true for all verbs. For example, 

tLoewi might have decided to tell his bright idea to his wife, assuming that 
he had one and that she was present. In this case, we might wish to say (21).

(21) He awoke his wife.

Now, if we were to ask Berry’s ‘who or what?’ question, we get the answer 
his wife. Thus the Complement is his wife. In (22), however, there is no pos-
sibility of a Complement.
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(22) Night fell.

Dipping into Text 3A at a later point, we get (23):

(23) […] he had written down something of the greatest importance […]

This time when we apply Berry’s question as He had written down who ror
what?, we get the answer: something of the greatest importance. We have
identified a Complement. This time, the presence of the Complement is oblig-
atory since had written down must take a Complement (see Fig. 3.7).

he had written down something of the greatest importance

S F P C

Fig. 3.7

A further dip into the text brings out example (3) again, repeated here:

(3) The next night, at three a.m., the idea returned.

The idea returned who or what? we ask. No answer. So again, no
Complement.

Try again with (9), also repeated:

(9) It was a way of determining whether there is any chemical substance in nerve
transmission.

Apply Berry’s question: It was who or what? Answer: a way of determin-
ing whether there is any chemical substance in nerve transmission. We have
identified another Complement, a long and complicated one this time, but 
there is nothing in the grammar that says that Complements cannot be long
and complicated.

One last dip. This time we take a dependent clause, (24) (see Chapter 8 for 
dependent clauses).

(24) […] while the accelerator nerves decrease it […]

Ask: While the accelerator nerves decrease who or what? Answer: it.
Therefore, the Complement is it. A complement does not have to be long and
complicated, then, or even very explicit out of context.

 Alas, this probe is no more rigorous or reliable than the probes for Subject.
The best that can be said for it is that it often works. If you try the rest of the 

 clauses in the extract, you may well get into difficulties at times. This is the
price of using authentic data rather than invented ‘The cat chased the mouse’

ftype of sentences that are designed to suit the needs of the moment. Some of 
the problems will be resolved in later chapters. Part of the source text is ana-
lyzed and labelled for SFPCA in Section 3.5.
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3.3.1 Whatever happened to objects?

In traditional grammar, what systemic linguists call Complements carry sev-
eral different labels. It might, therefore, seem at this stage that we have over-
looked some important distinctions. In traditional grammar and some other 
models, there is a broad distinction between items labelled as complement,
typified by the nominal group a physiologist in (25) and indirect object and 
direct object, typified respectively by him and 140 packets in (26).

(25) Loewi was a physiologist.
(26) Mendel promptly sent him 140 packets.

Example (27) demonstrates another structure with two Complements (the
baby and Amina), the second of which is less consistently identified in most 
traditional grammars and often not mentioned at all, but sometimes called 
intensive.

(27) They are going to call the baby Amina.

Some systemic accounts (including earlier editions of this book) have 
attempted to introduce the traditional distinctions direct, indirect and inten-
sive object into the analysis of Complements,t rbut there is a strong case for 
dealing with them elsewhere, which is what we do in this volume.

SFG does not need to subclassify Complements in this way because the
distinctions are dealt with elsewhere in the grammar. As far as what Halliday
calls ‘clause as exchange’ is concerned (i.e. the interpersonal metafunc-

 tion, including SFPCA), these distinctions are not significant. Where they
 do become important is in the ‘clause as representation’ (the ideational

metafunction: see Chapter 6). Traditional grammar attempts to combine these 
different ways of looking at a clause into a single monolithic account with the

 result that some issues become blurred. Thanks to the three metafunctions,
systemicists can deal more effectively with disputed areas of language.

3.4 Adjuncts

AAdjuncts, as their name suggests (etymologically: something ‘joined to’), are 
 slightly peripheral in the clause. The information they give may be just as

important as that of S, F, P or C items, but Adjuncts are for the most part 
grammatically optional in a way that the others are not.

The first sentence in Text 3A begins with an Adjunct: The night before
EEaster Sunday, 1920. Other Adjuncts in the same sentence are: in the night,
with an idea, on a tiny slip of paper andr then. In the following sentences in 
the same paragraph, we find: again, about six, the next night, at three a.m., 
and in nerve transmission.
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Like flowers, Adjuncts come in various kinds. In some contexts it might 
be enough to refer to a particular organism as a flower; in different circum-
stances, we may wish to be more specific and refer to it as a rose, jasmine, 

fmagnolia or bougainvillea. Some people might want to specify what kind of 
rose they are talking about, and so they classify it as a tea rose or a rambling
rose. Rose growers may go into even more refined classifications. In the same

 way, with many grammatical categories, we can opt for more or less delicate 
descriptions. Though less variegated than flowers, Adjuncts are no excep-

 tion to this tendency. For most purposes, we may be satisfied with the label 
Adjunct; sometimes we may wish to be more precise.

Adjuncts fall into three subtypes: circumstantial, conjunctive and modal,
corresponding more or less to the three metafunctions: ideational, textual and 
interpersonal.

3.4.1 Circumstantial Adjuncts

Most of the Adjuncts in the first paragraph concern information about time or 
place; in other words, they deal with the circumstances of the events or states
described in the text. For this reason, such Adjuncts are called lcircumstantial
AAdjuncts (Acir).

The realizations of Acir cited here are as follows:r

the night before Easter Sunday, 1920: nominal group
in the night: prepositional phrase
with an idea which he jotted down on a tiny slip o paperff : prepositional phrase
on a tiny slip of paper: prepositional phrase
about six: prepositional phrase
the next night: nominal group
at three a.m.: prepositional phrase
in nerve transmission: prepositional phrase.

As you can see, Adjuncts have considerable flexibility with regard to the
items which realize them. Most typically, though, they are realized by prep-
ositional phrases or adverbs. Nominal groups which express points of time

t and to that extent resemble adverbs are not rare either, but in this extract
prepositional phrases dominate.

Circumstantial Adjuncts express information about the circumstances of a
process: they convey information about such matters as place, time, manner,

t the associated participants (with whom? with what?); they are, therefore, part
 of the ideational (experiential) meaning of the clause. Grammatically, they

are part of the Residue though they may sometimes be placed separately.
Example (26) in the previous section can be paraphrased as (26a) lMendel

sent 140 packets to him.  Although in the original wording the nominal group
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him is analysed as a Complement, in the paraphrase its semantic counterpart,
(to him), is an Adjunct, or, more delicately, a circumstantial Adjunct. The
analysis of Example (26) and (26a) is given in Fig. 3.8.

Mendel
S

promptly
A

sent
F/P

him
C

140 packets
C

Mendel
S

promptly
A

sent
F/P

140 packets
C

to him
A

Fig. 3.8

The relationship between these two clauses is one of agnation. Thus, the 
two clauses can be classed as agnates. Agnation can be glossed as semantic 
relatedness involving a systematic relationship of two different grammatical 
patterns. This is not precisely a relation of synonymy. In any case, no two 
differently worded constructions are likely to be entirely synonymous. There

r will be a difference in at least one of the metafunctions: ideational, textual or
interpersonal. (26) and (26a) are similar in terms of the ideational (experien-
tial) metafunction, but differ interpersonally in SFPCA choices and textually
in given/new choices (see Chapter 4).

The by-phrase in passive clauses is also a circumstantial Adjunct. Example
(11) is analysed as in Fig. 3.9.

Loewi
S

was
F

obsessed
P

by the idea
A

Fig. 3.9

3.4.2 Conjunctive Adjuncts

t You may have noticed that in the previous section we omitted from the list
of realizations the adverbs then and again, although we originally identified
them as Adjuncts. This is because then and again have subtly different func-
tions from the items in the list, and are therefore discussed in this section. But 
before we continue with the adverb then, let us consider the second paragraph

 of the extract, where we find an Adjunct that is clearly of a different kind
from the circumstantial Adjuncts listed.

(28) For instance, the vagus nerves slow down the rate of heartbeat, while the
accelerator nerves increase it.
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3.4.3 Modal Adjuncts

The remaining Adjuncts in Text 3B can be split up into two sets. On the 
one hand, we have the circumstantial Adjuncts: in Ringer’s solution, into
the solution, in the solution, out of bed andd to his lab  . On the other hand, we
have: normally, for a while and repeatedly. These three fall into a subclass
of Adjuncts not yet mentioned, to which we give the label modal Adjuncts
(Amod). The function of Amod is to indicate some aspect of the speaker/writer’s
attitude to the message or her comment on its relevance, reliability, interest 
and so on. Sometimes, it may be difficult to distinguish a modal Adjunct from 
a circumstantial Adjunct, or even from a conjunctive Adjunct.

Clearer examples of modal Adjuncts are (29) to (32) from an earlier page
of the same book.

(29) […] the sodium ions which enter are somehow pumped out again.
(30) […] it was probably the same substance […]
(31) […] one nerve cell does not quite touch another.
(32) These proved big enough for the voltage actually observed.

The adverb probably can be taken as the prototypical item realizing the
function of Amod. It represents the degree to which the speaker/writer is com-

r mitted to the proposition being made. For this chapter, we are using as our
main source a popular textbook, a history of biology. In texts of this type,
there is a tendency to present propositions in a relatively unmodified way 
as scientific truths. We say ‘relatively’ because, as the samples just given

 demonstrate, such ‘hedging’ is certainly not absent. However, in articles 
rwritten by scientists reporting their own research, there tends to be a greater 
famount of hedging, that is, signals of a degree of caution in the making of 

claims. This can show up in the use of various modifiers such as approxi-
mately, about, around, usually as part of a nominal group, and also in the
use of modal operators like may, might andt could, realizing the Finite in the 
verbal group. In addition, more significantly for our present discussion, the
hedging can take the form of modal Adjuncts realized by modal adverbs like
pprobably.

 Modal Adjuncts have something in common then with modal operators, 
hence their shared part of the label. On a scale of commitment to a proposi-
tion, we might have certainly at the positive end and certainly not at thet
negative end, with such items as probably, possibly, conceivably at various
points along the line, along with expressions like perhaps, maybe, indisput-
ably, without doubt, imaginably, surely.

t Less obvious examples, perhaps, are the items which we identified in Text
3B: normally, for a while and repeatedly. These tell us about the frequency, 
duration or regularity of the process. At the positive end of this scale we 
might have always or invariably and at the negative end never, not once or 
at no time.
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Discourse analysts and scholars who are interested in how scientists write 
about their work have paid considerable attention to modality in text, and one
thing that has emerged is that reports of scientific research in newspapers and 
popular magazines feature less hedging than do the reports in specialist sci-

 entific journals. In contrast, school textbooks, histories and biographies tend
to resemble newspapers rather than specialist texts, in this respect if not in 

 others. One good reason, perhaps, why there are fewer hedging expressions 
in our source text than in original research reports is that what is recounted
here is seen with hindsight to be reliable information. Moreover, politeness 
factors (modesty and lack of encroachment on other people’s space) that are 
significantly present when scientists report their own work do not apply when 
a historian reports it retrospectively. This is discussed further in Chapter 11.

Examples of other modal Adjuncts that serve a similar purpose are in rour
view, in my opinion, according to our calculations, on present evidence. A 
similar expression found later in the same book is (33) (italics added).

(33) Diluted by a lot of Ringer’s solution, it would, one would expect, be much
too weak to exert any effect.

 This expresses the author’s caution with regard to the likelihood of the 
proposition even though it exploits the impersonal pronoun one f to do so. If
we remove the italicized words, we have a more strongly committed claim. 
Although this hedging device is a clause, it is something like a fixed expres-
sion functioning as a simple Adjunct. (See Chapters 9 and 10 for a discussion
of clause complexes.)

All these modal Adjuncts have a similar function, namely that of hedging 
or modulating the proposition. As we have said, they have much in common 
in this respect with modal verbs (may, might and so on), which function ast

 Finites within the Mood of the clause. Thus, they can with greater delicacy be 
labelled mood Adjuncts to distinguish them from the other subclass of modal
Adjuncts which we call comment Adjuncts f . On our analogy of subclasses of
flowers, this is at about the rambling rose level of delicacy. For most pur-
poses, however, it is not necessary to make such subtle distinctions.

Comment Adjuncts are typically realized by such adverbs as frankly, fortu-
nately, obviously and regrettably t . These offer the speaker/writer’s comment

 on the proposition, but that comment does not say anything about probability,
frequency or generality. An example from later in our source text is (34) (ital-
ics added):

(34) Oddly enough, a case where the transmission actually was electrical was
discovered soon after.

The modal (comment) Adjunct that begins it (Oddly enough) serves to indi-
 cate to the reader something of the author’s surprise at the fact which he is

reporting. Incidentally, (34) also includes another modal Adjunct, this time 
the mood Adjunct: actually, and a conjunctive Adjunct: soon after.
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3.4.4 Adjuncts and conjunctions

As we have said, Adjuncts are normally realized by prepositional phrases, 
adverbial groups, and sometimes even nominal groups, but they are not real-

r ized by conjunctions. This is deducible from the statement made in Chapter
f2 that conjunctions which link or bind clauses are not part of the structure of 

the clause. Although the word then can be a conjunction, in this text it is not 
a conjunction but an adverb, as are now and afterwards. All function here as 
Adjunct.

As their name suggests, conjunctive Adjuncts have a function similar to
f that carried out by conjunctions; they signal the rhetorical organization of

the text, which places them as part of the textual metafunction. The distinc-
tion between conjunctions and conjunctive Adjuncts can be a source of some
confusion.

Conjunctions are a word class within the same system as noun, verb, adjec-
tive, adverb, determiner, preposition and numeral (see Chapter 2) whereas l

 Adjunct is a function in the clause and is realized by such word classes as
adverbs and nominals as well as by prepositional phrases. In our analysis,
conjunctions fall outside the clause structure SFPCA. Although conjunctive
Adjuncts often seem to convey a similar meaning to that conveyed by con-
jjunctions, they differ from them grammatically. For instance, the conjunction 
always occurs at the beginning of the clause which it links or binds, whereas
conjunctive Adjuncts can occur at various points within the clause that they
affect. Consider (35).

(35) He remembered that he had written down something of the greatest impor-
tance, but he could not decipher his own scrawl.

There are three clauses here: He remembered || that he had written down
something of the greatest importance || but he could not decipher his own
scrawl. The first two go together and we will ignore that relationship here and 
focus on the link signalled by but. The conjunction but indicates to the reader t
that there is an adversative relation between the two parts of the sentence, or 
rather, that the second is in an adverse relation to the first. Now, suppose we
reword this as (35a).

(35a) He remembered that he had written down something of the greatest 
importance. However, he could not decipher his own scrawl.

The adverb however here carries something akin to the force of but in the
actual sentence, but, in addition to the change of lexical item, there is a gram-
matical change. Instead of a two-part sentence linked by a linking conjunc-
tion, we have two separate sentences with an adverb as Acon in the second. 
That this is not just an arbitrary labelling distinction is clear if we try to move 

r the words in question. We can say in the same linguistic context (35b) or
(35c).
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5b(35b) He remembered that he had written down something of the greatest 
importance. He could not, however, decipher his own scrawl.

(35c) He remembered that he had written down something of the greatest 
importance. He could not decipher his own scrawl, however.

But there is no other position for the conjunction but f without a change of t
meaning. We do not, in modern Standard English, say or write (35d) or (35e) 
(though archaically (35d) could occur with a different meaning and (35e)
might still be heard in parts of Scotland).

(35d) *He remembered that he had written down something of the greatest 
importance, he could not but decipher his own scrawl.

(35e) *He remembered that he had written down something of the greatest 
importance, he could not decipher his own scrawl but.

Plainly, however andr but t behave grammatically in very different ways. That
is why we classify them differently, assigning them different labels as word
classes (adverb versus conjunction) and functionally (since however is anr
Adjunct and no comparable function can be assigned to but  ). Also, that is
why orthographic conventions prescribe a full stop (or a semi-colon) between
the two clauses with however and permit a comma withr but. The same can be
said, with appropriate changes, of the other items in Fig. 3.10.

Conjunctive Adjunct (adverb) conjunction

moreover, furthermore, also and

however, nevertheless, but, yet

alternatively or, whereas

meanwhile, simultaneously when, while

thus, therefore, consequently so that

Fig. 3.10

Note that yet can be a conjunction, similar in meaning to but, or it can be a
temporal adverb and hence function as Adjunct (He has not spoken yet).

 When analysing clauses into SFPCA, conjunctions are omitted from the
analysis, but conjunctive Adjuncts are included though they are technically
outside the Mood and Residue.

3.5 Sample analysis

 The first three sentences of Text 3A are analysed in terms of SFPCA in Fig. 
f3.11. The first two sentences are clause complexes, that is, they consist of 

more than one clause (see Chapter 9), but this does not present any problems
for analysis here. The first sentence also contains another clause (which he
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jjotted down on a tiny slip of paper), but this is left unanalyzed. The fourth 
sentence in the paragraph contains multiple embedding of clauses, which
does make for some difficulty in analysis, and so the sentence is omitted here, 
but similar structures are dealt with in Chapters 8 and 9. In future chapters, 
the subclassification will normally be left out of such analyses because the
label A is usually sufficient without further detail.

The night before Easter Sunday 1920
Acir

Otto Loewi, an Austrian physiologist,
S

awoke
F/P

in the night
Acir

with an idea which he jotted down on a tiny slip of paper
Acir

and then
Acon

went 
F/P

back to sleep.
Acir

When he
S

awoke
F/P

again
Acon

about six,
Acir

he
S

remembered
F/P

that he
S

had
F

written down
P

something of the greatest importance,
C

but he
S

could not
F

decipher
P

his own scrawl.
C

The next night
Acir

at three a.m.
Acir

the idea
S

returned.
F/P

Fig. 3.11

Summary

In this chapter, we deal with the five clause functions: Subject (S), Finite (F), 
a Predicator (P), Complement (C) and Adjunct (A). A nominal group with a

nominal group in apposition is treated as a group complex. Three probes for 
Subject (Subject-Finite agreement; question tag formation; mood change) are
followed through in detail. The pronoun it can be a personal pronoun referringt
to some entity or it can be a dummy, empty of content and filling only a gram-
matical role. When dummy-it occurs with a postposed clause, we analyze the
whole as a discontinuous Subject. Subject interacts with Finite in Mood, and
mood system choices are realized in the sequence of S and F. Adjuncts sub-
classify as circumstantial (Acir), conjunctive (Acon) and modal (Amod). Modal
adjuncts subclassify as mood Adjuncts and comment Adjuncts. Finally, we 
stress the difference between conjunctive Adjuncts and conjunctions.

Further study

The last probe for Subject mentioned in Section 3.1.3 is adapted from a more
technically precise formulation by Fawcett (1999). His article is a close exam-

at o o t e ot o o Subject: ow to test o t a d w at ts ea g s.ination of the notion of Subject: how to test for it and what its meaning is.
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t Readers who have an interest in spoken interaction may like to read about
the analysis of Mood in speech. Using data from recordings of spoken inter-
action, Eggins (2004) introduces SFPCA, explaining the probes used in the

fanalysis. Eggins and Slade (2005) describe Mood from the point of view of 
both grammatical constituents and speech roles.

SFPCA is referred to in IFG under the title Clause as Exchange.  This is
because Halliday models this part of the grammar in terms of the interper-
sonal metafunction. He notes that Subject and Finite Operator have ‘a spe-
cial significance’ in English clause structure partly because they realize the
indicative function within the system of mood. The word order S-F realizes
declarative, and the word order F-S realizes the yes/no interrogative  . This

 and other interpersonal features of the language combine to construct clauses 
as interactive events between speaker and listener. For more detailed analysis
and diagrams of the mood system, see IFG.

We have said that Finite and Predicator function as parts of the lverbal
group, but not all SFL linguists recognize the verbal group as a valid cat-
egory. Fawcett, for example, argues that the verb is a category within the
clause t . His detailed arguments are complex (Fawcett 2000b and 2000c), but
are outlined in Fawcett (2008): especially footnote 27, pages 49–50.

 In this book, we do not discuss the tense system of English in any detail.
The formal system is presented in IFG.

EExercises

Exercise 3.1

Analyse the following examples, labelling them for SFPCA. If you wish, you
may try subclassifying Adjuncts.

1. They cannot choose.
2. The nature of the city around us changed.
3. This required positive effort.
4. All over the city the divisions increased.
5. The locations filled beyond capacity.
6. The Ninomaru Palace itself is a national treasure.
7. Industrialization brought a flood of people to the city.
8. Telephones are reserved for trivialities.
9. Now we too were singing songs in the bath.

10. In Japan, the word ‘duty’ has special meaning.
11. Every appointment must be kept.
12. He handed me the document.
13. The papers declared the strike a failure.
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NNote

1. Taylor, G.R. 1967: The Science of Life. London: Thames & Hudson (Panther 
Books).



4
Information structure and thematic

structure

4.1 Organizing ideas

An extremely important aspect of a functional grammar is the way infor-
mation is structured in communication. If we are explaining something to
another person, whether in speech or writing, we instinctively try to organize
what we say in a way that will make it easier for the hearer or reader to under-
stand (unless, of course, we are deliberately trying to confuse).

f Most of us are aware of the way in which we structure large chunks of
information in writing because this is something that is usually taught in 
school, especially for particular genres like essays or business letters, where
we are encouraged to plan what we are going to write about, paragraph by
paragraph. Genres with which we are very familiar from childhood, like sto-
ries, come more naturally to us, and most children can tell a joke or even write
a reasonably well-organized story without too much thought by the time they
are eleven or twelve years old.

Spoken language too is sometimes carefully planned and sometimes
ktotally spontaneous. The context makes a big difference to how we talk 

and how far we think in advance about what we are going to say. We can 
make a distinction between prepared speech and unprepared speech.
Prepared speech, as, for example, in an after-dinner speech or a formal 
lecture, is similar to the letter or the essay in that a lot of planning can go

 into the organization of ideas and the structure of the text. A speaker may
write down the ideas in note form before the spoken event takes place, and
politicians and other official speech-makers may have their whole speech
typed out in full, sometimes even prepared by a professional speech-

t writer. With an ordinary conversation, however, we rarely even think about
t what we are going to say, let alone how we are going to structure it; it

jjust ‘comes naturally’. Yet, when we study language, we can see that we 
fdo subconsciously impose a structure on our speech as part of the act of 

communication.
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This structure is something which is built into the grammar of the language
f and happens at the level of the clause (although it affects longer stretches of
 text as well). All clauses have information structure and we make use of this

in spoken as well as written language.
In SFG, we recognize two parallel and interrelated systems of analysis that 

 concern the structure of the clause with regard to organizing the message. The 
first of these is called information structure and involves constituents that are
labelled Given and New. The second is called thematic structure   and involves
constituents that are labelled Theme and Rheme.

 We do not use the term ‘information structure’ to refer only to clauses
 that state facts or give ‘information’ in the strict sense of this word. Any 

type of clause can be analyzed for its information structure, including,
for example, clauses which offer opinions, give instructions, or express
emotions. Similarly, any type of clause can be analyzed for its thematic
structure.

 Information structure and thematic structure are introduced in Sections 4.2 
and 4.3 respectively.

4.2 Information structure: Given and New information

 An independent clause is a clause that can stand alone. Given and New 
information is found in both dependent and independent clauses and in com-
binations of the two, but for the sake of simplicity we will consider only
independent clauses at this stage.

In order for a person to understand what someone says, he or she must be
rable to understand what the speaker is talking about This means that in order 

to communicate effectively, the speaker must bring to the hearer’s attention
some element of shared or ‘mutual’ knowledge. This shared information is 

 usually found at the beginning of a clause and is labelled Given information.
Most clauses also include information that is the focus of the speaker’s mes-
sage, information that is considered New. The two elements together make
up an information unit.

The study of information structure is primarily concerned with patterns
of spoken t English since it is signalled by intonation. Most often, the unit
of information (called tone unit or tone group) matches a clause in length,

aalthough there are exceptions to this normal pattern. Each tone group has a
t distinctive pitch movement or flow that moves towards the point of greatest

tonic prominence, and this is usually indicated with a stressed syllable (in 
bold type in printed examples). The point of tonic prominence is variously
known as the nucleus or the Tonic  , and the preceding words in the group
are known as the Pretonic  . There are a number of tones associated with
the Tonic, the most frequent being a falling or a rising tone. A rising tone 
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 may indicate that the utterance is not finished or that a response is expected.
However, the details of intonation structure are complex and variable (see 
Further Study section).

Except in cases of contrastive stress f, the Tonic is towards the end of 
the  tone group, as in examples in (1), taken from a play by Tennessee 
Williams:

(1) A: Where are you going?
B: I’m going to the movies.
A: I don’t believe that lie!
B: I’m going to opium dens! Dens of vice. … I’m a hired assassin!

In (2), there is a clear example of contrastive stress on ‘her’.

(2) C: Tom, speak to mother this morning. Make up with her and apologize!
B: She won’t speak to me. It’s her that started not speaking.

fIn unmarked cases, the length of the tone group corresponds to the length of 
fthe clause, and the Given (shared) information appears at the beginning of 

the clause. New information appears in the second part of the clause with the
major focus being equivalent to the place of tonic prominence. This is some-
times referred to as the end-focus or end-weighting of a clause.

Unless one is aware of the full context or situation of an utterance, it may
not be possible to identify the precise point in a clause at which the Given
ends and the New begins. It is often convenient to mark the beginning of the
New as following the Subject or operator in a declarative clause while recog-
nizing that the most salient point of the new information comes later.

4.2.1 Given and New in written English

Text 4A is an extract from a computer manual. The text begins with the head-
 ing in the form of a question (‘What is an Operating System?’). The function

of a question is often to ask for information and here the writer of the man-
 ual uses a question that he imagines (quite reasonably) is in the mind of the

reader who has opened this book. This is a common device in textbook writ-
ing and is used to establish the area of mutual knowledge. Having posed the
question, the writer can then begin the first paragraph with the words ‘operat-
ing system’ presented as Given and the rest of the sentence, the explanation 
of what an operating system does, is New. In fact, every sentence in this text 

 begins with a reference to this shared concept of operating systems (although
the third sentence also includes the shared reference to a computer), so the 
text is a clear example of the principle that the New information is regularly
presented in the second part of the clause.
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the level of the clause. All full clauses have thematic structure, but we do not 
find it in expressions like ‘Good morning’ or ‘Hi’ or nominal groups such as
we might find in book titles (Great Expectations; David Copperfield; A Tale
of Two Cities), captions (desert locust; red kangaroo)  or newspaper headlines
(Faulty brakes on death crash wagon; Hepatitis link to pigs).

In some ways, thematic structure is similar to information structure and
in many clauses there is a parallel equivalence between Theme and Given
on the one hand and between Rheme and New on the other. Nevertheless,
in SFL, they are treated as separate tools of analysis for good reasons, and
by the end of this chapter the difference between them should have become 
clear.

A simple explanation of Theme in English is to think of it as the idea rep-
resented by the constituent at the starting point of the clause. This has been
expressed by Halliday as ‘the point of departure of the message’, where he

a is thinking of the ‘message’ carried by one clause. In simple terms, then, a
clause begins with a realization of the Theme. This is followed by the realiza-
tion of the Rheme, which can be explained as being the rest of the message.

dIn the following straightforward example, Michelangelo is the Theme and
the rest of the sentence is Rheme:

Michelangelo was born in 1475 at Castel Caprese, a small town near Florence

Theme Rheme

Fig. 4.1

Another way of explaining this idea informally is to say that the Theme tells
the listener or reader what the clause is about, but this explanation can some-

r times be misleading. It is important to distinguish between the subject matter
of a text (or what the language user is speaking or writing about, a non-
linguistic issue) and Theme, the starting point of the message, realized in the
clause, which is a linguistic category.

All clauses in English incorporate what is known as a topical Theme (and l
sometimes other types of Theme as well, as we see in Section 4.3.4). The 
term topical Theme does not imply that this Theme always represents the
topic of the discourse in the popular sense of the term ‘topic’. The topical
Theme is always realized by one of the following: Subject (S), Predicator 
(P), Complement (C), or circumstantial Adjunct (A) and is always the first 
of these constituents in the clause. In terms of the three metafunctions (dis-
cussed in Chapter 1), it is ideational (experiential).

 In text 4G, each of the Themes is in initial position in the clause and
t is Subject of the clause. The Themes are presented in bold type to assist

recognition.
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say, the first clause in a paragraph about the city. Example (5), which might 
be the response to the question ‘Where is Kuala Lumpur?’ shows how a pro-
noun might be chosen as Theme in certain contexts.

In the following examples, we see a contrast between a clause with a verb 
in the active voice and one with a verb in the passive voice (see Fig. 4.4).

(6) Ziggy played guitar.
(7) Guitar was played by Ziggy.

Example (6), the opening line from the David Bowie song Ziggy Stardust,
begins with the Theme as topic (Ziggy), which is followed by the Rheme 
(played(( guitar) which provides the first essential information about the char-
acter described in the song. Consider the change of focus in (7). Whereas
(6), the original line, describes Ziggy’s professional talent or general ability,
the clause Guitar was played by Ziggy, with guitar in Theme position could r
appear in a situation where a speaker or writer was describing the line-up in
a band, as in Piano was played by John, drums by Ali and guitar by Ziggy.
Thus, we can see that although there may be a semantic relationship between

fa clause with an active voice verb and its passive inversion, the selection of 
a different thematic structure changes the focus of the clause in significant 
functional ways.

Ziggy played guitar

Guitar was played by Ziggy

Theme Rheme

Fig. 4.4

In the examples above, the Themes are relatively short and straightforward, 
but sometimes they can be more difficult to identify. In (8), for instance, the
Theme (in italics) of the clause has six words and two nominal groups joined 
with and. In (9) the Theme (in italics) has five words making up the film title. 
In each case the Theme is also Subject of the clause.

(8) Incorrect eating habits and insufficient exercise disturb or alter the fat metab-
olism of the organism.

(9) The Man who Fell to Earth was directed by Nicolas Roeg.

In fact, the Theme may be quite long or have a complicated structure, but we
will not consider too many complexities at this stage.

4.3.2 Interrogatives, imperatives and exclamations

In Chapter 3, we discussed the structure of declarative and interrogative
clauses in English, in terms of SFPCA. To recapitulate, we showed that while 
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the declarative mood followed the S,F order of constituents, the interrogative
mood reversed the order of the Finite and the Subject as in examples (10) and
(11) where did is the Finite and d he is the Subject (see Section 3.2.2).

(10) What did he write down?
(11) Did he write down anything of importance?

In interrogatives, the unmarked Theme is not the same as in declarative 
clauses. In (10) the first element in the clause is What. t This is the Complement
of the clause. (Compare the declarative counterpart: He wrote something
down.) r But wh-words are normally placed at the front of the clause whether
they realize S, C or A. Therefore, although it is Complement, what  is an
unmarked topical Theme. Arguably, it is because the question word is the
natural Theme that the wh-word is always fronted.

In (11), where the interrogative begins with a Finite operator,  the Theme
 has two parts. The Finite and the Subject together make up the Theme. This

is explained further in Section 4.3.4.
The imperative mood also realizes Theme in a typical way. In this case the

a Theme is normally realized by Predicator as in (12) or by two Themes – a
negative Finite and the Predicator – as in (13).

(12) Write it down, please.
(13) Don’t write it down now.

The exclamative mood is slightly more complicated as the Theme is the 
exclamative word (what or how) followed by f the Complement or Adjunct of
the clause, so in (14) the Theme is how sweetly and in (15) the Theme is twhat
neat writing and (16) is how dirty.

(14) How sweetly she sings! (how + adverbial: Adjunct)
(15) What neat writing he has! (what + nominal: Complement)t
(16) How dirty your shoes are! (how + adjectival: Complement)

We can say that each Mood has a typical unmarked thematic pattern, which
is summarized in Fig. 4.5.

MOOD THEME

declarative Subject

interrogative (yes/no) Finite + Subject

interrogative (wh-) Question word (wh- word)

imperative Predicator/ finite (neg) + Predicator

exclamative Wh- word + Complement
Wh- word + Adjunct

Fig. 4.5
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4.3.3 Marked Theme iin ideclarative clauses

We said above that, in a declarative clause, the Theme is said to be unmarked
where the Subject is the starting point of the clause. However, other elements

 are frequently found in Theme position in English clauses, and in these cases
the Theme is marked. The most common element to appear as marked Theme 
is the circumstantial Adjunct, as in the following examples from Russell’s
HHistory of Western Philosophy6 a (p. 116). Each example is the beginning of a
consecutive paragraph.

(17) After the war, the Spartans erected a memorial on the battlefield of 
Thermopylae […]

(18) For a long time, the Spartans proved themselves invincible on land […]
(19) Apart from war, the reality of Sparta was never quite the same as the theory 

[…]

In these clauses the Theme is realized by the prepositional phrases which
are acting as circumstantial Adjuncts (see Section 3.4.1): After the war; rFor
a long time; Apart from war f . Russell could have, had he wished, put each of
these Adjuncts at a later position in the clause (as in, The Spartans erected a
memorial on the battlefield at Thermopylae after the war r), but the grammar 

t allowed him to select the initial position. This flexibility of position makes it 
easier for a writer to present a Given element in Theme position, which can
assist in making a text coherent.

A more unusual, but interesting, case of marked Theme occurs where the
first constituent in the clause is the Complement. Complements more usu-
ally follow the verb in declarative sentences (see Section 3.3), but occasion-
ally, for special effect, we find them as Themes. This phenomenon occurs in

 conversation, often in response to questions concerning Complements, and
also in English poetry, as in the following well-known example, where the 
Thematic Complement is in italics.

(20) I strove with none; for none was worth my strife.
Nature I loved, and, next to nature, Art;
I warmed both hands before the fire of life;
It sinks, and I am ready to depart.

 (Walter Savage Landor, 1775–1864)

In (20), the more usual prose order would have been I loved Nature.
In (21) a lecturer is talking to a student about an assignment that he has 

jjust marked.

(21) Oh yes, I dropped one of your pages, so some of the comments I’ve scrubbed
out. They’re all rubbish. Ignore them.

It can be seen that in the second clause the Complement is in Theme position. 
The unmarked form of this clause would have been I’ve scrubbed out some
of the comments.
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section of text and are frequently used as textual Themes in spoken and writ-
ten English.

An interpersonal Theme is one which draws attention to the relationship 
between the interactants (speaker-hearer or reader-writer) in the discourse, or 
one which expresses the attitude or commitment of the speaker. The first type
occurs when a speaker or writer addresses the hearer/s or reader/s directly 
by name or title (John, Mother, Doctor) or by some other term, such as one
showing status or affection (my dear, ladies, sir), when that nominal group 

 comes at the beginning of the clause before the topical Theme. A classic
example (Fig. 4.6) comes from the novel Jane Eyre:

Reader, I married him

interpersonal Theme topical Theme Rheme

Fig. 4.6 (Brontë, Jane Eyre)8

Another type of interpersonal Theme occurs when we begin a clause with
an adjunct that comments on the substance of our proposition. With a word
like happily, unfortunately, tragically, we can display our attitude or feeling, 
and, by using a word like honestly, probably or undeniably t , we can commit
ourselves to the truth or correctness, certainty or strength of the proposition.

In the example in Fig. 4.7, the speaker (a lecturer in biochemistry) uses an 
interpersonal Theme to address the students, but here the topical Theme is a
marked circumstantial Adjunct: last time. The speaker uses the phrase tlast
time in order to get the students to recall the previous lecture. The Rheme is 
the New information that the lecturer wants the students to focus on.

Ladies and gentlemen, last time I was talking about the concept of theory.

interpersonal Theme topical Theme 
(marked)

Rheme

Fig. 4.7

In (21), discussed in the last section, we see two examples of multiple Theme, 
analyzed in Fig 4.8. The first clause begins with a textual Theme (Oh yes,
meaning something like ‘There’s something I must tell you’) followed by
topical Theme (I). The second clause is particularly interesting. Here, we
have a textual Theme (so  ), followed, as we explained above, by a marked
topical Theme. This special ordering of the constituents, which is unusual
but perfectly possible in English, allows the speaker to save the unexpected
(New) information (in this case the fact that he has crossed out some com-

 ments he made on the student’s work) until the end of the clause in Rheme
position. The marked SFPCA structure is indicated in brackets.
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Oh yes, I (S) dropped (F/P) one of your pages (C)

textual Theme topical Theme Rheme

So some of the comments (C) I (S) ’ve (F) scrubbed (P) out

textual Theme topical Theme (marked) Rheme

Fig. 4.8

 Before leaving this introduction to Theme and Rheme, we will return to the 
way the grammar handles Theme in interrogatives. There are two main types
of interrogative: one popularly known as the yes/no interrogative because it 
invites a negative or positive reply and the other a wh-interrogative because it 
normally begins with who, which, what, why, how, when, where, or a related 
word like whoever or whatever. This latter type enquires about information 
carried in one of the SPCA constituents in the clause, so Who stole the money?
asks about Subject, and How quickly did he run? asks about a manner Adjunct. 
In interrogatives like this the wh-word is simply designated topical Theme:

Where (A) were (F) you? (S)

topical Theme Rheme

Fig. 4.9 (Brontë, Jane Eyre)8

fIn the yes/no interrogative, the Finite operator comes before the Subject of 
r the clause and so is inevitably Theme, but since it does not refer directly or

indirectly to a Subject, Complement, Predicator or Adjunct, it cannot be topi-
cal Theme. In fact, its function is to indicate the mood of the clause, realizing
the interpersonal metafunction. It is therefore another type of interpersonal
Theme and is sometimes known as mood-marking. The Subject of the clause

 follows the Finite operator in the interrogative mood and so is designated the
topical Theme, as in Fig 4.10.

Jane, will (F) you (S) marry (P) me? (C)

interpersonal topical
Rheme

Theme

Fig. 4.10  (Brontë, Jane Eyre)8

4.4 The interaction of information structure and thematic structure

r As we have seen in this chapter, it is possible to analyze clauses for both their
Given–New structure and for their Theme–Rheme structure. We have seen
that it is usually the case that the Given element is the same as the Theme, but 
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this is not always so. In imperative clauses, for example, we draw a distinc-
tion between Theme and Given (see Figs. 4.11 and 4.12).

(You) Have some bread and butter.

Theme Rheme

Given (implied) New

Fig. 4.11

(You) Please don’t touch the cucumber sandwiches.

interpersonal Theme topical Theme Rheme

Given New

Fig. 4.12

 The fact that we have both Thematic structure and Information structure in
 the language makes it possible for a writer or speaker to put New information

in Theme position and Given information in Rheme position.
In spoken English, we can use special emphasis and intonation to indicate

that we are presenting New information in Theme position instead of the
more normal Rheme position.

In written English prose, however, it is more difficult to vary the relation-
ship of Theme and Rheme to Given and New respectively. In the vast major-
ity of English written sentences, Theme is realized by the same constituent as

 Given, and the Rheme and the New information are realized by the rest of the
clause. However, there are certain expressions in English which signal spe-
cial cases. Where the substance of a clause is all New information, we often 
find it or there in Theme position as in (22) and (23).

(22) There are twenty-four tables in the classroom.
(23) It’s very wet today.

Since there and it  are relatively empty from the point of view of meaning,
they can hardly be said to represent Given information.

Not only x but also y is an expression that enables a writer to signal a
double Theme (or a double Rheme) where the first nominal group represents
Given and the second represents New. So in an essay on curriculum planning
we find (24), where Ministry of Education is Given, having been mentioned
previously, and specialist linguists  is New, even though the nominal group
appears as part of the Rheme.

(24) It was not only the Ministry of Education but also specialist linguists who
were involved in producing the first national syllabus for English.

AAs well as has the opposite function allowing a speaker or writer to put New
information in Theme position as in the (constructed) example (25).
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5(25) Specialist linguists as well as the Ministry of Education were involved in
producing the first national syllabus for English.

In Section 4.2 we discussed the role of Given and New in a letter written by
 D.H. Lawrence (Text 4D), and we observed that, after the initial clause, the 

first paragraph was largely New information. Since Lawrence is not using 
full clauses, it is difficult to assign a Theme–Rheme structure to the frag-
ments of information that we find here. As we said above, Thematic structure
does not apply to minor clauses. However, it is arguable that Here realizes
the function of (marked) Theme in relation to all the minor clauses up to tea
in old cups, and that we then have the new Theme poor D.H.L. In looking at 
the interaction of Theme and Rheme, it is important to take into account not 
only the particular clause that we are analyzing but also the context in which 
that clause is set.

r The context may involve issues like prior knowledge of speaker and hearer
aor the prior knowledge that a writer expects his or her readers to have on a
fparticular topic. It may also involve the co-text (the rest of the text) since, if 

a writer or speaker has previously introduced a topic of discussion, that topic
may later appear as Given information in Theme position in the clause.

Summary

 This chapter begins with a discussion of the way we organize information
in discourse, but most of the chapter is concerned with the way informa-

ftion is ordered in the clause. In Section 4.2 we explained the principles of 
 Information structure, first in written and then in spoken English, and looked

at the ways in which speakers and writers usually present Given (or shared)
 information first in the clause and save New information until later in the
 clause, where it has the most communicative dynamism. In Section 4.3 we 

discussed how Theme and Rheme combine to make up the Thematic structure 
 of the clause and examined different ways in which the Theme of a clause

is realized, including the difference between marked and unmarked Themes.
We then examined the difference between textual, interpersonal and topical

t Themes and looked at clauses with multiple Theme. Finally, Section 4.4 dealt
with the interaction of information structure and thematic structure.

Further study

 We do not have space in this book for a proper introduction to the prosodic
systems of stress, rhythm and intonation, which are so important in spoken
English. A good basic introduction can be found in Quirk et al., Appendix II,
but this differs slightly in one or two respects from Halliday’s own account 

 in IFG. For more advanced study see Halliday and Greaves (2008). Tench 
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5.1 Text and texture

In the last chapter we looked at the ways in which the grammar of English
allows speakers and writers to structure information within the clause by mak-
ing use of the two independent patterns: (a) Theme + Rheme structure and (b)
Given + New structure. In this chapter, we consider how this type of pattern-
ing works in longer stretches of discourse and how the thematic choices made
by a language user can help to make a text coherent. In addition, this chapter 
seeks to explain how other elements of the language – cohesive devices – are 
combined with structural elements to give a sense of continuity to discourse.

In Section 1.7.3, we explained that one of the three metafunctions of lan-
guage is the textual, which organizes the text itself. When we use language to
talk about the language we are using and when we use language to link other 
pieces of language or help our ideas ‘hang together’, we are exercising the
textual function.

 A stretch of language which is coherent and ‘makes sense’ is said to have
texture (originally discussed in Halliday and Hasan, 1976, pp. 2–3). Texture

fis simply the quality of being a text, rather than a set of unconnected bits of 
 language such as one might find in a collection of independent sentences used

as exercises in a language textbook.
f This is illustrated in the two samples of language in Texts 5A and 5B. Of

these, only Text 5B has complete texture, even though the individual sen-
tences in Text 5A ‘make sense’ as separate items. In Text 5A, the sentences 

 are not linked together in a textual way. Although we have called it a ‘text’ 
for ease of reference, in fact Text 5A, which is an extract from a transla-
tion exercise in an Italian language course book, consists of four unrelated 

a sentences. It is not really ‘text’ in the true sense at all, since, by definition, a
r text has texture. We could say that this sample of language consists of four

separate short texts, numbered 1 to 4.





88 Grammar and text

Structural component
1. Given and New: information structure and focus
2. Theme and Rheme: the thematic structure

Cohesive component
1. reference
2. ellipsis and substitution
3. conjunction
4. lexical cohesion

 Text 5B provides a straightforward example of the textual component in
operation. This text comes at the end of a book, which includes some extracts 
from a play by Soyinka, so the readers of the text already have some famili-

r arity with the dramatist’s name. The author is able to assume that the reader
has already heard of Soyinka and takes Wole Soyinka, dramatist and rscholar

 (a nominal group complex involving apposition) as Theme of the first clause, 
presented as Given information. The subsequent clauses, with the exception 
of Clause 3 (discussed below) take up the same Given information either by

freferring to the dramatist as the Theme of each clause or as a crucial part of 
the Theme. We will look at this example in some detail because a similar use
of Theme often occurs in encyclopedias and dictionaries, where it is assumed 
that the readers will have ‘looked up’ a person, place or thing that they have 
previously heard of.

The analysis of Text 5B is shown clause by clause below with the Theme
given in italics:

Clause 1. Wole Soyinka, dramatist and scholar, is a Nigerian.
Clause 2. He was born in 1934.
Clause 3. [he] has devoted his life to drama for the theatre, both as a

 dramatist and as a university teacher of drama and English in
his own country.

Clause 4. He is also an accomplished writer of novels, stories and poetry.
Clause 5. His background and his professional life have made him

uniquely able to write plays, etc.

In clause 5, the novelist is referred to in the possessive pronouns his and his,
each standing in place of Soyinka’s.

We can express the Theme + Rheme structure of a text diagrammatically
to show the thematic progression  in the text. In diagrams of this type, the
letters (A, B, C and so on) represent the person, thing, idea, or whatever is
referred to by the wording. Thus any Theme or Rheme referring to the same
entity will have this indicated by the same letter. Fig. 5.1 represents the the-
matic structure of Text 5B. The first Theme (labelled Theme A, referring to 
Soyinka by name or pronoun) is reiterated in each clause, with additional

 elements in clause 5 (labelled B and C, ‘background’ and ‘professional life’).
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(squirrels, porcupines, rats), then what we might call paragraph themes, and,
at the clause level, the grammatical Theme.

We now leave discussion of thematic progression and return to the cohe-
sive features of text outlined in Section 5.2.

5.4 Cohesive ties

As we mentioned above, cohesive ties can be classified into four main types: 
reference, ellipsis and substitution, conjunction, and lexical cohesion. In
Section 5.2, in Text 5B, we saw all four in operation simultaneously, working 
together with the thematic and information structure of the text, and this is

 how they are normally used by speakers and writers. Now, however, we deal
briefly with each type of cohesive tie in turn.

5.4.1 Reference

As we have seen in the text examples above, reference can be cohesive when
 two or more expressions in the text refer to the same person, thing or idea.

Thus, in Text 5B Wole Soyinka, he, his and him all refer to the same person,
and in Text 5C saw-scaled viper, its and it all refer to the same creature.t

t A characteristic of cohesive reference is that, on second and subsequent
mention, instead of being named, the person or thing referred to may be indi-
cated by means of a pronoun, demonstrative (this, these, etc.) or a compara-
tive. As we have seen in the sections on thematic progression, the repetition 
of nominals may also have a cohesive function, but there is a special char-

 acteristic that is produced by the use of unnamed reference. When readers
or listeners come across a pronoun or a determiner, say, they are forced to
mentally identify the linked nominal in order to make sense of the text. This
has a very strong cohesive force.

The term reference, as used by Halliday and Hasan (1976), is an exten-
sion of the term as used in philosophy and some types of semantics to mean

Rodents
Squirrels
Porcupines
Rat-like rodents:

the black rat
voles
water voles or water rats
the house mouse
the field mouse

Fig. 5.4 An example of derived Themes
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t an act of referring to entities outside the discourse (‘in the real world’ as it
 were, although we need to remember that ‘real world’ can include imaginary

worlds, such as we find in fiction or myth). Reference in this sense is not nec-
essarily textually cohesive. For example, when out walking, a person might 
point to a bird in a tree and say to a companion, ‘Look at that.’ In this case,
that refers to an entity which is identifiable in the situation of utterance. The 
word that here is an example of non-cohesive t exophoric reference or refer-
ence outside the text.

If, on the other hand, the speaker says, ‘Look at that bird’ and the compan-
ion replies, ‘I can’t see it’ or ‘Where is it?’, with it referring to the previouslyt
mentioned bird, co-referentiality is established between the pronoun it   andt
the bird, and cohesion is established. The latter is known as endophoric refer-
ence or reference to something within the text  (in this case the short exchanget
about the bird).

Strictly speaking, of course, it is speakers or writers who refer   to entities,r
k using expressions for the purpose, but as a shorthand device we often talk

about words or expressions referring to each other   and say that endophoricr
reference occurs when two or more expressions refer to the same entity.

Endophoric reference is classified into cataphoric and anaphoric refer-
ence. Cataphoric is ‘forward pointing’, in the sense that in a text the unnamed

 expression, usually a pronoun or demonstrative, appears first and the named
 expression appears second, as in example (1) from a computer manual, where

the cohesive tie is indicated in bold type.

(1) To see how it works, type VER and press ENTER. You will see this on your 
screen:
MS-DOS Version 6.00

This forms a cohesive tie with the message MS-DOS Version 6.00  . In this
f case of cataphoric reference, the reader does not fully understand the sense of

this until he or she has read on to the next line in the text.
The second type of endophoric reference, and by far the most common, is 

called anaphoric reference. This type is ‘backward looking’ in the sense that 
the named item appears first and the pronoun appears second. It is, therefore,
similar to all the examples discussed in Text 5B above.

In terms of grammatical realization, there are three main types of cohe-
sive reference: personal reference, demonstrative reference and compara-
tive reference. What is known as personal reference t (although it does not
always involve people) is dependent on the use of personal pronouns (mas-
culine, feminine and neuter). As we saw in Chapter 2, pronouns can be used

 anywhere in the clause that a nominal group can be found. Possessives are
also commonly referential and can be used as Modifier or Head in a nominal
group. Demonstrative reference is dependent on the use of determiners (this,
these, that and t those) and adverbs (here, now, then, there), and comparative
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reference uses adjectives like same, other, identical, better, more r or their
adverbial counterparts identically, similarly, less and so on, to forge links
with previously mentioned entities.

We end this section on reference with one example of each type of referen-
 tial tie. In each of our examples, the tie operates across adjoining sentences,

but referential ties can stretch over a number of sentences in a text and often 
do so both in conversation and in written texts.

(2) Personal reference
West African dwarf sheep are found roaming about the towns and villages
in many southern parts of West Africa in small flocks. They thrive and breed
successfully in areas of trypanosomiasis risk. Their coat colour is either 
predominantly white with irregular black patches, or black marked with
white patches.

(3) Demonstrative reference
Be careful of wasps, bees and hornets. These are dangerous pests.

(4) Comparative reference
Beecher Stowe gives a moving account of the horrors of slavery. Clemens’
treatment of the issue in the classic novel Huckleberry Finn is lighter but 
more subtle.

5.4.2 Substitution and ellipsis

 Substitution is used where a speaker or writer wishes to avoid the repetition
of a lexical item and is able to draw on the grammatical resources of the lan-
guage to replace the item. In English, there is a set of words available for this
purpose.

The main difference between reference and substitution is that, as we have 
r explained, in the case of referential cohesion, the tie exists between two or

more references to the same concept. With substitution we do not have co-
referentiality, but rather a substitute for a word or d group of words. The differ-
ence should be clear from (5) and (6).

(5) Reference
Would you like this cake? I bought it this morning.

(6) Substitution
Would you like this cake? Or do you prefer the other one?

In the case of reference in (5), this cake and it refer to the same object. Int
(6), however, one does not refer to the same object as the word cake in the
question. One t refers to a different cake. It replaces the word ‘cake’ so that
the group ‘the other one’ means ‘the other cake’. Nevertheless, in spite of the
non-identity of referents, the receiver of the message can only interpret one in 
terms of the previous mention of cake, and this forms a cohesive tie.

There are three types of substitution in English: nominal, verbal and l clausal
substitution, and each type has its own set of substitute words.
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In nominal substitutes, one, ones and same can stand in place of nominal 
groups and Head nouns (not necessarily the whole of a nominal group), as in
(7), (8) and (9).

(7) ‘Would you like some sandwiches?’
‘Please pass the ones with cucumber in.’

(8) ‘I’m having chicken and rice.’
‘I’ll have the same.’

(9) In an experiment, some children were given six cardboard discs each in a dif-ff
ferent colour. They were then asked to choose the colour they liked best. The
majority chose the blue one.

The words one and to a lesser extent same  resemble pronouns, but there are
 certain crucial differences between substitutes and other pronouns. First, 

one has a plural form in ones but only a third person form, unlike personal
pronouns. Second, it can be used with Deictics (articles and determiners for 
example) and Numeratives (numerals):

this one, a red one, the blue one, some old ones, five new ones

while ordinary pronouns cannot:

*this it, *the red it, *some old they

In verbal substitutes, a form of the verb do (plus, sometimes, additional words
like it or t that), can stand in place of the lexical verb in a verbal group.

(10) ‘We met in Brazil. Do you remember?’
‘Yes, we must have done.’

DDone here stands in place of met in Brazil.
The third type, clausal substitution, is extremely common both in speech

and in written prose. Here, the words so and not   can stand in place of ant
entire clause or part of a clause, and the reader or listener can only inter-

 pret the meaning of the substitute in terms of what has previously been
expressed in full. In (11), a conversation between two people from the play 
The Importance of Being Earnest, there are two examples of so   substitution,
one in each response.

(11) ‘I do mean something else.’
‘I thought so.’
‘And I would like to take advantage of Lady Bracknell’s temporary
absence [… ]’
‘I would certainly advise you to do so.’

The equivalent negative expression to so is illustrated in (12).

(12) ‘Well, I don’t intend to get killed if I can help it.’
‘I suppose not.’

An interesting point about substitution is the grammatical distinction between
the use of the substitute not following a verb liket think, suppose, guess  and
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the ordinary negative form of the verb, as in I don’t suppose f . Students of
English as a second or foreign language can be easily confused by the distinc-
tion between I think not andt I don’t think r , sometimes interpreting the former
as an ordinary negative form.

In the same cohesive class as substitution, we find ellipsis, or the omission
of words, groups or clauses (referred to in IFG as ‘substitution by zero’). 

 Ellipsis takes place in similar grammatical environments to substitution.
Thus, we have nominal, verbal and l clausal ellipsis.

The grammar of nominal ellipsis permits the omission of Head nouns in a
nominal group as in (13) where two in the final clause means two rcucumber
sandwiches  . The Classifier and the Head noun are not realized, leaving the
Numerative as Head of the nominal group. The place of the omitted word/s
is indicated with [E].

(13) ‘Have you got the cucumber sandwiches cut for Lady Bracknell?’
‘Yes, sir.’
(Algernon(( inspects them and takes two [E])

Verbal ellipsis is common in all short form answers and responses as is exem-
plified in (14) where there are two examples of verbal ellipsis in responses 
(indicated with [E]). In both cases the tie is with save you in the first sentence
of the verbal exchange. In these instances, it is the lexical verb that is omitted.

(14) ‘I’ll help you. I’ll save you.’
‘You can’t [E].’
‘I can [E].’

In (14) the finite in the verbal group is realized both negatively and positively.
It is also possible to omit the finite and retain the lexical verb as in (15).

(15) The boys were filling the bags, the men [E] moving them to the dikes.

Example (13) also illustrates clausal ellipsis; where we understand the first 
response ‘Yes’ to mean ‘I have got cucumber sandwiches cut for Lady
Bracknell.’ In (16) the clause open the door is omitted in the second sentence.r

(16) Get up quick and open the door. If you don’t [E], they will break it down.

5.4.3 Conjunction

Conjunction is the term used to describe the cohesive tie between clauses or 
sections of text in such a way as to demonstrate a meaningful relationship 

f between them. It is also possible to perceive this process as the linking of
ideas, events or other phenomena. This ‘linking’ or ‘joining’ is achieved by
the use of conjunctive Adjuncts, which are sometimes called cohesive con-
jjunctives (for example, then, for this reason, on the other hand). These are



100 Grammar and text

words or expressions that have two textual functions: they indicate conjunc-
tion and, at the same time usually indicate the type of relationship that oper-
ates between the elements being joined (for example, relationships of time  ,
reason, cause, result, concession).

In Chapter 3, we discussed the difference between conjunctive Adjuncts
and conjunctions (linkers and binders  ), pointing out that, although they
have a lot in common semantically, they have different grammatical char-
acteristics. We can see this illustrated in (17), where a linking conjunc-
tion (but) points out a contrastive relationship between two propositions
within one sentence, and (17a) (constructed) where a similar relationship

t is expressed in separate sentences with the use of a conjunctive Adjunct
(however).

(17) Over the last twenty years more than a third of a million compounds have
been screened by pharmaceutical companies for their anti-cancer proper-
ties, but only twenty or thirty have shown any real promise.

(17a) Over the last twenty years more than a third of a million compounds have
been screened by pharmaceutical companies for their anti-cancer proper-
ties. However, only twenty or thirty have shown any real promise.

The nature of the relationships that can be expressed by the use of conjunc-
t tive Adjuncts are many, and lack of space prevents a full account here, but

four classes of cohesive conjunction, each of these with numerous sub-
classes, were identified by Halliday and Hasan (1976), who provide a 
fuller account:

● additive
● adversative
● causal
● temporal

Some common types are illustrated in (18) and (19). In (18), an extract from
an academic paper on management, there are two examples, the first additive-
exemplification and the second adversative-contrastive.

(18) It is easy to identify theoretical conflicts in management accounting. For
example, contingency theorists argue that the type of management account-
ing system which is appropriate to an organization is dependent on a number 
of organization-specific variables. By contrast, the emphasis in much of 
the management accounting research published between the late 1950s and
the mid-1970s was on the development of specific normative models which 
were allegedly suitable for use in a wide variety of organizations without 
any context-specific adaptation.

In (19), there is an example of a causal-result relationship as well as a cohe-
sive reference in this and also an internal additive-sequential relationship.
The conjunctive Adjuncts are indicated in bold type.
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(19) There is a severe shortage of mathematics teachers in Britain and America.
As a consequence of this, far too many people leave school without any
interest in pursuing the study of subjects like engineering that rely on math-
ematical concepts. Two possible solutions are available. Firstly, it should be
a priority to train more teachers; secondly, teachers’ salaries should be made
competitive with other jobs in order to attract young people to the profession.

The causal-result relationship is indicated in as a consequence; the addi-
tive-sequential relationship in Firstly and Secondly. The latter is said to be 

 ‘internal’ in this case because it is ideas within the text that are ordered in
sequence. In contrast, in another text, an external temporal-sequential rela-
tionship might be signalled by the use of firstly, secondly, etc. to introduce the
time sequence of specific events referred to.

It can be seen from (18) and (19) that conjunctive Adjuncts provide a use-
ful guide to the rhetorical paths that a writer is following. They have been
compared to signals or signposts that indicate the direction of argument.

5.4.4 Lexical cohesion

LLexical cohesion refers to the cohesive effect of the use of lexical items in 
discourse where the choice of an item relates to the choices that have gone
before.

We have already seen in the analysis of Text 5B (Section 5.2) that words 
that are associated in meaning can form cohesive chains and, moreover, a 
text may well have more than one cohesive chain running through it. We now
look in a little more detail at the types of associative meaning that are possible 
between lexical items.

tOne important type of lexical cohesion, probably the one with the strongest 
cohesive force, is repetition (or reiteration) of the same item. Thus, if a per-
son’s name is mentioned more than once (as is the name Hogarth in Text 5F), 
the reader will recognize the link in a chain of information connected with
that person. Synonyms and near synonyms can have the same effect as can 
other words which refer to the same person. In other parts of the book from
which Text 5F was taken, for example, Hogarth is referred to as the boy and
the farmer’s son. Where the cohesive chain has the same referent, it is termed
an identity chain. This type of chain is arguably the strongest type of lexical
cohesion and it has much in common with reference.

Nevertheless, for cohesion to occur, it is not necessary for each word in a
chain to refer to the same entity or even to belong to the same word class. All
the words related to the root pollen play a part in the cohesion of (20).

(20) A flower cannot produce seeds until it is pollinated and its ovule fertilized. 
Pollination is the transfer of pollen from the male parts (stamens) to the 
female parts (stigmas) of a flower. If pollen is carried to the stigma of the 
same flower, it is called self-pollination.
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Example (20) also includes examples of reiteration of flowerf and r stigma r . Later
in the same text, we find further use of the word seeds   and also reference to
pplants, a word which stands in a superordinate relationship with flower  , and
then to grasses, a word in a subordinate relationship to plants.

Near-synonyms can sometimes be quite difficult to pin down in a text. 
However, a good example of how they are used came in a newspaper report 
of floods in France and Holland, which reported the fact that many families 

 had been forced to leave their homes. This short piece contained the words 
left, exodus, abandoned, deserted, evacuated, moved, all of which entail the 
core meaning of leave.

As well as synonyms, words from mutually exclusive categories (such as
male and female or hot and t cold  ) or words with opposite and contrastive
meanings (antonyms) can have a cohesive effect.

Another type of lexical relationship which is often cohesive is termed col-
location. Collocation   covers two or more words which can be said to ‘go

 together’ in the sense of frequency of occurrence. If words commonly occur in
 the same text and we are frequently exposed to their co-occurrence, we come

to expect them together. Traditionally, for example, children’s stories with a 
princess in them usually ended up with a prince in them as well, although the 
pprince and princess collocation is an example of an association that may well 
be changing with more egalitarian approaches to children’s literature.

One aspect of collocation that we need to remember is that words collocate
differently in different registers. The word cone  , for example, collocates with
angle, cross-section, base and circle in a geometry textbook, but with ice
cream in the context of a children’s holiday. Similarly, the word data would
collocate with bank, processing, and storage in the field of computer applica-
tions, but spoken and written in applied linguistics.

f One of the most important types of lexical cohesion concerns the use of
general nouns. These are nouns that have very general all-embracing mean-
ings; they form a class of high level superordinates. Some extreme examples 
of words that can be used as general nouns (although they are not always
used in this way) are the words thing, person, people, place, plant and idea.
With words such as these, a speaker or writer can create a cohesive link with
almost any previously mentioned entity, as for example in (21) where ideas
acts as an all-embracing word that coheres with much of the substance of the
previous text.

(21) The ideas outlined above should provide the basis for the practical analysis 
of texts.

A special class of general nouns called anaphoric nouns (A-nouns((  ) are words
that are used to talk about on-going discourse and sum up or refer back to sec-
tions in a text. Individual anaphoric nouns include such words as accusation,
criticism, account, analysis  , but there are many such words in English. These
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nouns are extremely important in academic writing where they can be used as 
 a device to connect a previously discussed topic with either New information

or a new topic in an argument, as we can see from the examples in (22).

(22a) This explanation has been challenged by […]
(22b) The controversy outlined in the first section is […]
(22c) However, serious questions have been raised about even the few proposals

in the first chapter.

Nouns like these, which are used to refer to other sections of the current dis-
course (metadiscoursally), are often used together with pre-modifying ana-
phoric devices like Deictics (the, this, these) or post-modifying expressions 
which refer the reader to the text (such as outlined above, in the previous
chapter, given earlier in the next chapter, explained below). Nominal groups 
can also be used cataphorically to refer to chunks of text that appear later as 
in (23):

(23) Think of the following list as a set of tools you can use to test competing 
theories.

In (23) the following list refers to a list of suggestions that comes immediately t
after the sentence.

In short, lexical cohesion involves meaningful connections in text that are
created through the use of lexical items.

Summary

fThis chapter has tried to make the case that texts have texture as a result of 
 a complex interaction of linguistic resources which are used by writers and

speakers to signal coherence. These resources include the information struc-
 ture (organization of Given and New information) and the thematic structure

(Theme and Rheme) at clause level and also the way in which thematic pat-
terns (thematic progression) are built up from clause to clause through a text.

fThe thematic structure of the text is supported by the cohesive component of 
the grammar, which consists of reference, ellipsis and substitution, conjunc-
tion and lexical cohesion. Although we may analyse each of these elements
separately, there is likely to be a blending of many cohesive elements in any 
stretch of genuine discourse except in very short or abbreviated texts.

Further Study

Cohesion in English (Halliday and Hasan, 1976) still provides the fullest 
account of cohesive ties in English. It is sometimes forgotten, however, that 
textuality is dependent on more than cohesion. Work on information structure
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has received less attention overall in spite of the fact that Halliday and Hasan
r (p. 299) wrote, ‘Cohesion is a necessary though not a sufficient condition for

the creation of text. … The organization of each segment of a discourse in 
t terms of its information structure, thematic patterns and the like is also part

of texture.’
k The analysis of text in terms of thematic progression originated in the work

of Prague School linguists (for example, Daneš 1970 and Firbas 1972), and
the three types of thematic progression discussed in this chapter are usually 
attributed to Daneš (1974). However, their account of Theme and Rheme 
was substantially different from that in current SFL since they saw Theme as
essentially Given and used only the one level of analysis.

Research on Theme and other aspects of the textual metafunction is
reported in a volume edited by Forey and Thompson (2009).

Francis (1986) reported on insightful research into lexical cohesion, and
Francis and Kramer-Dahl (1991, 2004) report on the textual metafunction in 
two medical case histories, looking in particular at Theme. The terms macro-
theme and hyper-theme were introduced by Martin (1992) for two levels in

f the hierarchy above Theme. Nesi and Gardner (2012) investigated the use of
hyper-themes (spelt by them ‘hyperThemes’) to indicate macrostructure in
successful writing of critiques and essays by students in higher education. 
Among other interesting results, they report on the use of sub-headings to
indicate hyper-theme.

The analysis of text, as introduced in this chapter, blends inevitably into 
the study of discourse. Although discourse study is largely outside the scope

 of this book, much of what is discussed here is of use in applying SFL to
 social problems (see Chapter 11). In a short article on discourse, Martin
 (2009) offers a broad overview of related approaches to text and introduces

his own work on discourse structure (1992a) involving semantic systems.
Young and Harrison (2004) is a collection of articles on SFL discourse mat-
ters, and Bloor and Bloor (2007) draw on Halliday’s theories and analytical
methods in their approach to critical discourse analysis.

In this chapter we discussed an exercise from a language course book (Text 
5A). We pointed out that each example sentence was separate and uncon-
nected. Hoey (2000), in his lively book Textual Interaction, calls such texts
colony texts. This term covers any non-linear, non-narrative texts, like shop-
ping lists, phone books, classified advertisements in newspapers; it could also 
embrace dynamic web-pages, which can incorporate multi-authored, multi-

 media, short, clearly defined contributions. Hoey’s earlier work (1991 and
elsewhere) discussed cohesive chains and repetition, relating cohesion to rhe-
torical patterns in discourse.

Hewings’ (1999) work on sentence initial structures in students’ geogra-
phy essays is relevant to work on Theme, and McCabe (1999) compared the-

 matic structures in Spanish and English history texts. Gledhill’s (2000) study 
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the world. Or perhaps, more precisely, a means of representing ‘worlds’, per-
ceived or imagined. Language encodes our experience, and thereby plays 
a crucial role in our involvement with other people, animal life in general,
inanimate matter and, indeed, in Douglas Adams’ memorable phrase, ‘Life,
the Universe and Everything’.

The extent to which language determines, rather than simply represents,
t experience is one of the major questions in philosophy and in linguistics, but
f we do not propose to go into it here. Suffice it to say that when we speak of
t language as ‘representing’ real-world events, or imaginary ones, we are not

ruling out the probability that language itself has a central formative role in
 human experience, nor are we challenging the indisputable fact that it is also

part of the reality which it is said to represent. (See the discussion of Whorf in 
Chapter 12.) It is purely for ease of discussion that we take the practical line
of saying that we have, on the one hand, experience and, on the other hand,
language, which symbolically represents it.

There is more than one kind of meaning present in language. The expres-
sion ‘What does it mean?’ can be a different question on different occasions.
When we say that Sint sa’at new? means What time is it?, we are substituting
one encoding for another, English for Amharic. We are, in effect, matching
up the two and judging them to be in some sense equivalent. Something simi-
lar is going on when we say that (1) (below), from Text 6A, means the same
as (1a): we are claiming that one is a paraphrase of the other, though in this
case instead of matching two expressions from different languages we are 
matching two grammatically distinct expressions from the same language, 
English. We are talking about their ideational function and ignoring textual 
and interpersonal considerations.

(1) [We] were beckoned through another gate by a big man in brown […]
(1a) A big man in brown beckoned us through another gate.

The difference between (1) and (1a) is that the first expression in the pair is
in the passive voice and the second is in the active. We have touched on this 
relationship already in our discussion of Subject in Chapter 3. Let us look at 
it again in the context of this new example.

Some people have difficulty with the claim that two sentences like (1) and
(1a) mean t the same thing. They say that there is a difference; they are not
precisely interchangeable. They are right. As we have seen in the discussion
of Theme and Rheme (Chapter 4), with regard to the way that the text is being
packaged, there is a big difference in the writer’s actual choice of the passive
version (1) and the grammatically possible choice which he did not take up

 (1a). In the actual text, the clause corresponding to (1) is elliptical. It occurs in
a series of clauses with the same Subject (we), and so the Subject is omitted, 
as it is for all the clauses in the series except the first. We can say that we is 
‘understood’ to be the Subject of each of the clauses in the series (2).
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(2) We crossed an alley,
[we] were beckoned through another gate by a big man in brown,
[we] passed through a house, out into the next street,
and [we] climbed into a black automobile that stood at the kerb.

 Out of context, it might seem that the choice between the active and passive
clauses is virtually unconstrained, but in context there is not the same free-
dom. The author could not have used the active voice here without making
a number of other changes. To some extent, then, the choice is, as it were,
determined for the author by his other choices; it is a consequence of his deci-

r sion to present a series of closely linked, consecutive events in this particular
form. It is tied up with his decision to make the group of which the narrator is
a part the focus of the narrative at this point. In short, it is in large part a ques-
tion of the textual metafunction and thematic choice (see Chapter 5).

It might be as well to stress here again that when we talk about ‘choice’
or the writer’s ‘decision’ or ‘opting’ for something, we are not suggesting 
that this must be a conscious procedure. In the case of a professional writer,
there is no doubt a great deal of explicit awareness of the merits of alterna-

rtive forms of expression, frequently involving hesitation over a particular 
f choice or the rewriting of a word, a phrase, a sentence or large chunks of

text. To some extent, self-consciousness about language probably operates
in all human beings in certain circumstances but for much of the time we
speak without reflecting on questions of form, vocabulary and so on. Our use 
of terms like ‘choice’ is neutral with regard to whether the language user is
conscious of choosing or not.

So the kind of meaning we are concerned with in this chapter is the kind
in which active and passive are seen as in some sense substitutable for each

a other. That is a very approximate way of putting it. It is rather that there is a
 systematic relationship between the active form and its passive counterpart,

and part of that relationship is to do with the representation of ‘real world’ rela-
tionships mentioned above. This is the experiential metafunction, the l clause
as representation as Halliday puts it. Active–passive relations are far from 
being the whole picture; they simply provide a convenient jumping-off point.
(To use another current term, we describe such related forms as agnates, a
term which we mentioned earlier and to which we will shortly return.)

fIn order to discuss these issues, it is necessary to bring into play a set of 
mtechnical terms distinct from the categories, SFPCA. Hence we have the term

Actor (briefly mentioned in Chapter 2) and several more, which will be intro-
duced in this chapter. The general term for this area of language is transitivity.

6.2 Processes

 Text 6A is the end of a chapter recounting a shoot-out between corrupt police
 and a group of gangsters in whose predicament the narrator has become
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embroiled. In this extract, the police are then bribed to let the gang escape.
 In this short text, we have a linguistic representation of numerous human

actions, including speaking, and a few other phenomena that are not exactly
actions. As befits a thriller, there is a great deal going on, plenty of action.

Looking more closely at the linguistic representation of these imaginary 
t events and the people and things involved, analyzing them in terms of what

is represented, we shall use the terms process and participant. The process
tcentres on that part of the clause that is realized by the verbal group, but it 

can also be regarded as what ‘goings-on’ are represented in the whole clause.
The participants are the entities involved in the process. In the case of this
text, they are mostly humans; they happen to be male, adult and American, 
but gender, age and nationality are less important for the particular processes 
involved than the fact that they are human, or at least animate. They include:
JJerry, you, he, Thaler, we, more men, us, ten of us, I, fifty of you, fifty of us,
that crummy force, a uniformed copper, nobody else, a big man in brown, one
of the blond boys, the driver, who, the gambler, and (repeatedly) I. Of course, 
in many instances the same individuals are referred to by different forms; for 
example, Jerry and he; and in some cases the same item refers to different 
individuals; for example, in the second sentence, he refers to Jerry, but in the
sentence He knew what speed was, he refers to the blond boy.

However, not all the participants are human or even animate. In the first 
clause in (3) below, there are two participants something and door, both
inanimate.

(3) Presently something hit the door.

Also, in other clauses we find inanimate participants: the money, a hat, some
of the bills, the office, the back gate, an alley, that (referring to a black autot -
mobile), the car, it, its police department licence plate and even the abstract 
entities any attention and speed.

The term ‘process’ as a technical term in SFG has a slightly different mean-
ing from its everyday meaning. As we have said, it is used in two senses: (i) 

t to refer to what is going on in the whole clause, and (ii) to refer to that part
of the proposition encoded in the verbal group. This is a little confusing per-
haps, but that is how the terms are used. Processes can be subdivided into
different types, and it is here that the difference between the technical and
non-technical senses of the term is highlighted. For instance, not only is (4) 
described as a process but so are (5) and (6).

(4) Jerry opened the door.
(5) It was almost full daylight.
(6) There were ten of us in the party.

 In order to discuss this aspect of language satisfactorily, it is necessary to
distinguish between these two types of process and several others and to label
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them accordingly. Different types of participant, too, have to be distinguished
 from each other with different labels. And different types of process mostly

involve different types of participant.
In Chapter 2, we discussed the misleading practice of describing verbs as

‘doing-words’. In the days when grammar was widely taught, teachers would
use this term and illustrate it with examples like (4) above.

It is quite reasonable to describe opened in (4) as a ‘doing-word’, but tod
 focus exclusively on such verbs leaves out of account many structures where 

the term could not reasonably be applied: for example was and were  in (5)
and (6). It is also potentially misleading to apply the term ‘doing-word’ to
saw or was in the last sentence in the text, repeated here as (7).

(7) The last I saw of it was its police department licence plate vanishing around a
corner.

One implication of this too-narrow labelling is that all clauses represent phys-
ical actions, which is plainly false. It is evident that it is not the case, even
in our text, which is selected from a genre in which action is highly prized.
Clearly, although What did Jerry do? is a question which might trigger the
response Jerry opened the door (or, more probably,r He opened the door),
there is no similar question involving do that could be the trigger for It was
nearly daylight; There were ten of us in the party; I saw the last of it; or He
knew what speed was. SFG distinguishes carefully between these different 
processes.

6.3 Material process

The prototypical action-type clause beloved of traditional school grammars is 
classified in our grammar as a material process clause (labelled as Process:
material). Most material processes could reasonably be said to involve
‘doing-words’. In an action-oriented narrative such as the one from which
this text fragment is taken, such processes tend to occur frequently, though
they are by no means the only type.

The first sentence in the text consists of three clauses, (8), (9), (10), with
ellipsis of the Subject (Jerry or he) in the second and third clause. There are 
three processes and all three are material.

(8) Jerry took the money,
(9) [Jerry] picked up a hat from the table

(10) and [Jerry] strolled out.
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6.3.1 Actor and GGoal

In (8) Jerry  is explicitly the performer of an action represented by the
Process (took). We therefore label Jerry as Actor. fIn the imaginary world of 
this narrative, Jerry did something to the money; he took it. It is Jerry whok
performs the action, and it is the money that undergoes the action. The label
we give to the money in this clause is Goal t . Unfortunately, this term is not
as self-explanatory as the label Actor, but it is one that is in widespread use
in semantics. IFG describes Goal as ‘the point of impact’; the term does not 
refer to the destination of motion through space. A similar analysis applies
to (9); the elliptical Subject Jerry is Actor; a hat is Goal.t (From the table is
not a participant but a Circumstance, which is briefly discussed later in this 
chapter.)

However, (8) and (9) differ grammatically from (10) and from (11) (below)
in one important respect.

(11) Half an hour later he returned.

In (10) and (11) we have a material process again, but this time there is only
one participant in each: the elliptical Jerry in (10) and he in (11). (The expres-
sion Half an hour later is Circumstance.) Here there is no Goal involved in r
the process. The Process realized by the verb returned is not extended from 
the Actor he  to any other entity. Clauses like (8) and (9) may be described as
‘transitive clauses’, and examples (10) and (11) are intransitive. Transitive
clauses involving material processes include, among others, (3), (4) and (8),
repeated here, and (12).

(3) Presently something hit the door. (Actor: Something; Goal the door)
(4) Jerry opened the door. (Actor: Jerry; Goal: the door)
(8) Jerry took the money. (Actor: Jerry; Goal: the money)

(12) A uniformed copper held the back gate open. (Actor: a uniformed copper;
Goal: the back gate)

The choice between active and passive voice is significant for SFPCA func-
tions since the item which is Complement in the active is Subject in the cor-
responding passive, but the items retain the same functions of Actor or Goal 
regardless of voice. This is evident in Fig. 6.1, where (3), (4) and (8) and

t their passive equivalents are labelled for SFPCA and also for participant
functions.

In the original text, the clauses analysed above are in the active voice. We
have supplied the corresponding passive form. Example (1) is passive in the 
original; we supply the corresponding (agnate) active form in Fig. 6.2.

Intransitive clauses in a material process include (13), (14) and (15).

(13) We went down three steps into the back yard. (Actor: we)
(14) One of the blond boys drove. (Actor: One of the blond boys)
(15) Five minutes later I got out in front of my hotel. (Actor: I)II
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iActive

Presently something hit the door.

Jerry opened the door.

Jerry took the money.

A S F/P C

Actor Process: material Goal

Passive

Presently the door was hit by something.

The door was opened by Jerry.

The money was taken by Jerry.

A S F P A

Goal Process: material Actor

Fig. 6.1

Passive

We were beckoned through another gate by a big man in brown.

S F P A A

Goal Process: material Actor

Active

A big man in brown beckoned us through another gate.

S F/P C A

Actor Process: material Goal

Fig. 6.2

Half an hour later he returned.

Jerry strolled out.

One of the blond boys drove.

A S F/P

Actor Process: material

Fig. 6.3
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Intransitive clauses have no corresponding passive clauses and in the exam-
ples considered have only the Actor as Subject (compare Fig. 6.3).

6.3.2 Recipient and Client

In (16) we have a material process with three participant roles.

(16) [he] gave some of the bills to Thaler.

The Process, in the narrow sense of the term, is realized by the verbal expres-
sion gave. The elliptical Subject he is Actor; it is not expressed in the clause 
but it is plainly understood, carried over, as it were, from the first clause. 
This is a straightforward case of ellipsis as it is ‘fully recoverable’; that is,
we know exactly what the referent of the ‘gap’ is. It has to be he. By now, it 
should be clear that some of the bills is Goal. So what is the third element: to
Thaler? The label for this participant is Recipient.

Clauses of this type are sometimes called ‘ditransitive clauses’. The proc-
 ess involves at least two participants in addition to the Actor. An alternative

formulation of (16) is (16a):

(16a) He gave Thaler some of the bills.

 In SFPCA terms, Goal conflates with Complement, and Recipient conflates
with Adjunct. In (16a), instead of a Complement and an Adjunct, we have 
two Complements.

He gave some of the bills to Thaler

S F/P C A

Actor Pr: material Goal Recipient

He gave Thaler some of the bills

S F/P C C

Actor Pr: material Recipient Goal

Fig. 6.4

t So, in the active voice, Actor conflates with Subject, and Goal and Recipient
 conflate with the two Complements (or Complement and Adjunct). In the

passive voice, either Goal or Recipient can conflate with Subject: Thaler was
given some of the bills; Some of the bills were given to Thaler. Such reformu-
lation has no effect on their functions as Goal and Recipient.

Similarly, negation has no effect on the labelling of the process and the 
participants. (See 16b and 16c.)
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6(16b) He didn’t give Thaler some of the bills.
(16c) He gave no bills to Thaler.

Here, he is still Actor, Thaler is still Recipient, and some of the bills/no bills
is still Goal. And, even though no transaction takes place, we still call it a 
material process.

Lexical verbs which regularly allow such structures include: give, send,
offer, buy, bring, take and so on.

A closely related participant that occurs in similar structures is Client  .
Usually the preposition in the prepositional phrase realization of Client is not 
to but for. See Examples (17) and (17a).

(17) I will build my love a bower.
(17a) I will build a bower for my love.

 Agnation (or agnateness) is a useful means for enabling the analyst to reach a 
t decision on the grammatical status of an item under investigation. An adjunct

involving a prepositional phrase with to or for is not necessarily an indicator 
of a clause of this type because it may be realizing a Circumstance (see Section
6.9). The clause I worked hard for my family is not agnate with I worked my
ffamily hard (which has a completely different meaning). But d She sang a song
ffor them is agnate with She sang them a song. In the first instance, for them is
Circumstance; in the second it is Client. Out of context, the sentence He was
sending packages to Toledo is ambiguous because to Toledo could be either 
Recipient or Circumstance. Does it ‘translate’ in context as He was sending
Toledo packages or is it more like They were sending sick people to prison?
If the former, the phrase to Toledo  realizes Recipient; if the latter, it realizes
Circumstance (Location).

6.3.3 Scope

Like some other languages, English has a tendency to express in noun form
some concepts that might be seen to be essentially processes rather than
‘things’; for example, we can talk about a swim, a drink, a look even though 
swim, drink and k look can also show up as verbs in agnate clauses. When the 
concept is expressed as a noun, it is often coupled with a verb which is, in this 
context, semantically almost empty – almost a delexicalized ‘dummy’ verb. 
Usually this verb is take or have, but there are others. Similarly, we have 
combinations like: take/make a decision alternating with verb decide; make a
call with the verb call; give a shout with t shout. The usual term in current use 
for these almost empty verbs is light verbs and the verb + nominal combina-
tions may be called light verb constructions.

Thus we can say I dined before I came or, nominalizing, I had dinner before
II came, and in informal conversation we would usually prefer the second 
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expression. Similarly, we have bathe versus take a bath or have a bath; wash
versus have a wash; swim versus have/take a swim; drink versus have/take
a drink; look versus have/take a look; rest versus have/take a rest and so on.
The members of each of these pairs may not be exactly synonymous, and

t there are often stylistic/register differences, but you will probably agree that
up to a point they mean the same thing. You will perhaps also agree that, 
functionally speaking, there is a difference between the role of the money in 
JJerry took the money and the role of a bath in I took a bath. English encodes 
them in a grammatically similar way, but it seems desirable at the semantic
level of process and participant to make some distinction between them. The
term used in IFG for items like a bath in I took a bath is Scope.

There is a very close similarity between Scope and Goal. As with many 
other categories in grammar, this is no clear-cut distinction with a sharp 
dividing line between the two categories; instead, one merges into the other. 
Since the examples in the text are peripheral rather than clear cases, we will
postpone discussion of them and go outside for our first examples.

The most clear-cut example of Scope, as we see it, is where the process and
the participant are blended together, as in the expressions already mentioned.
Of course, in a more literal use of the words I took a bath (for example, as
uttered by a burglar whose larceny extends to ripping out the plumbing), a
bath would be analyzed as Goal. In the case of the burglary situation, the verb
take retains its lexical meaning of ‘seize, transfer to one’s possession’ instead 
of being a delexicalized light verb. This time it does resemble Jerry took the
money  . The rule-of-thumb probe seems to be to ask whether the utterance in
question can be roughly paraphrased as ‘What X did to Y was Z it.’ In the
second case, where the thief is talking about his crime, his meaning could 

 be expressed as ‘What I did to the bath was take it.’ In the first case, where
the speaker is referring to his or her personal hygiene, no such paraphrase is
conceivable.

A similar sort of role to that of a bath in the personal hygiene example 
seems to attach to a song in She sang a song, and also to a terrible death in
DDon Giovanni died a terrible death, or the good fight in Fight the good fight.

 These too are classified as Scope. In these instances, we find not light verbs
like have or take  but verbs which share key semantic features with the Head
noun in the Scope element: die has a lot in common with death; sing with
song.

 This is a fairly limited set of items, however, and the relationship still holds
for items which are not so obviously related. For example, the italicized items
in the following are all Scope: she sang the national anthem; she hummed a
tune; the band played ‘Waltzing Matilda’; run the straight race; he counted
off a hundred or two; did Pele play football?

One example of Scope, in Text 6A, is any attention in (18).

(18) Nobody else paid any attention to him.
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 Lexically and grammatically, the structure resembles a clause with a Goal,
but the semantic evidence suggests that any attention r is Scope; on either 
analysis, to him is Recipient.

In the extract, we also find the clause: We crossed an alley. In the IFG 
model, an alley is classed as Scope. This seems to us a more peripheral case
than the ones we have already considered. Again the agnation test, rough 
though it is, seems to bear out this decision. It does not seem to be quite right 
to say What we did to the alley was cross it. The argument is that an alley is
not so much the recipient or sufferer of the action as the scope of the action, 
hence we label it Scope. And even less likely is What we didn’t do to any
attention was pay it. The first type where the Scope is an identifiably existing
entity (the alley) can be subclassified as Scope: entity. The second where the 
Scope is essentially an expression of the process itself (attention) is subclas-
sified as Scope: process. Examples of Scope: entity are: cross the alley; climb
a mountain; run a mile; play a piano. Examples of Scope: process are: take a
bath; die a death; sing a song; play football; hum a tune. However, we shall
not be making further use of this subclassification in this book. Scope is a
sort of subcategory of a broader functional category known as Range and in
some publications the term Range is used instead; Scope is Range occurring 
in material processes. Other forms of Range occur in other processes as dis-
cussed below.

A rather rare participant in material process is Initiator. This shows up in
such structures as He marched them up to the top of the hill in the satiricall
folk rhyme, The Grand Old Duke of York.

The grand old Duke of York
He had ten thousand men
He marched them up to the top of the hill
And he marched them down again.

Here he is not Actor; the actual marching is done by them. He is the prime 
instigator of the action, which he initiates; hence Initiator.

6.4 Mental process

Some processes involve not material action but phenomena best described 
as states of mind or psychological events. To these we give the label lmental
pprocesses. Mental processes tend to be realized through the use of verbs like 
think, know, feel, smell, hear, see, want, like, hate, please, disgust, admire,
enjoy, fear, frighten.

In (19), we cannot construe the process as an action and so we can deduce
that it is not a material process.

(19) He knew what speed was.
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The clause could not serve as an answer to the question What did he do? In 
this respect it differs from the clause immediately preceding it: One of the
blond boys drove. (What did one of the blond boys do? He drove; but not:
What did he do? He knew what speed was.) Knowing is not doing.

Another example of mental process is wanted in (20).d

(20) I wanted to be dropped off somewhere in the neighbourhood of the Great 
Western Hotel.

Simpler examples (21 to 25) can be found elsewhere in the same book.

(21) He didn’t see me.
(22) I heard the shots.
(23) I knew the number.
(24) You didn’t want it this morning.
(25) I dislike your manner.

6.4.1 Senser and Phenomenon

 In all these examples the Subject is the one who experiences the process.
For obvious reasons, this participant is labelled Senser. That which is experi-
enced is given the label Phenomenon. The examples cited all have the same

 participant roles in the same order: Senser, Process: mental, Phenomenon, as
demonstrated in Fig. 6.5.

He didn’t see me.

I heard the shots.

I knew the number.

You didn’t want it.

I dislike your manner.

Senser Process: mental Phenomenon

Fig. 6.5

It happens that in all these examples the Senser conflates with Subject and
 the Phenomenon conflates with Complement, but this is not always the case.

Firstly, even with the same verbs, a change from active to passive would
 make the Phenomenon the Subject. For textual reasons, passive counterparts
 of these clauses are not very plausible, at least in this context, but they are

hypothetically possible. For example, he didn’t see me has the passive coun-
terpart I wasn’t seen by him; and I heard the shots could be paraphrased as
the shots were heard by me. This reverses the order of the participants as seen
in Fig. 6.6.
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I wasn’t seen by him.

The shots were heard by me.

Phenomenon Process: mental Senser

Fig. 6.6

In fact, we would be more likely to come across these passive structures with 
the Senser omitted (I wasn’t seen; the shots were heard) because one com-
mon motivation for using the passive voice is that it permits us to omit cer-
tain participants. Thus in a different context it might be possible to find the
clauses in Fig. 6.7.

I wasn’t seen.

The shots were heard.

The number was known.

It wasn’t wanted.

Phenomenon Process: mental

Fig. 6.7

It is largely coincidental that all the Sensers in the examples above are real-
ized as personal pronouns. The grammar permits nominal groups of any 
degree of complexity to function as Senser. Thus he in He didn’t see me could
be replaced with Donald, the person I mentioned, my husband, r or any another
nominal group, without affecting the fact that it is still Senser.

r There is one constraint that you should be aware of, however. The Senser
is by definition a sentient being: a human or at least animate creature (except 
in metaphorical or fantastic uses). The Senser has to be animate since only

fanimate beings (people and animals) can think, feel or perceive, though, of 
course, in metaphor and in fairy stories and the like such processes may be
attributed to inanimate entities; computers are frequently talked about in this
way. The Phenomenon may be animate or inanimate.

It is not only in passive clauses that the Phenomenon may show up as
Subject. The situation worded as (25) I dislike your manner could be reprer -
sented without too much change of meaning as (26).

(26) Your manner displeases me.

Both clauses express a mental process, and in both we have two partici-
fpants: a Senser and a Phenomenon. One difference is that in (25) the role of 

Senser conflates with Subject (I) and the role of Phenomenon conflates withII
Complement (your manner), whereas in (26) the roles are reversed.  Similarly,
the clause I like it has the potential alternative It pleases me (see Fig. 6.8).
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I dislike your manner.

I like it.

S F/P C

Senser Process: mental Phenomenon

Your manner displeases me.

It pleases me.

S F/P C

Phenomenon Process: mental Senser

Fig. 6.8

There are several pairs of verbs in English which permit agnate representa-
 tions of this type. In Fig. 6.9, assuming an active voice clause, with verbs

on the left, the Senser is Subject and the Phenomenon is Complement;
with verbs on the right, the Phenomenon is Subject and the Senser is
Complement.

like please

dislike displease

enjoy amuse, delight

pity move, touch (emotional sense)

Fig. 6.9

Phenomenon in a mental process has a function similar to that of Scope in
a material process. In fact, both are subcategories of the more general cat-
egory: Range. Hence, you might find either Scope or Phenomenon labelled 
as Range.

6.4.2 Phenomenon realized as clause

One example of Phenomenon realized as a clause can be found in (19), He
knew what speed was, where he is Senser, knew is Process and what dspeed
was is Phenomenon.

There are numerous examples of clause as Phenomenon in the source
novel, usually involving the verb know.  The fragment in Text 6B exploits
know to breaking point.
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feel as in I feel sick.
look as in He looked the picture of misery.
remain as in Kyoto remained in the capital for many years.
smell as in The durian fruit smells disgusting.
sound as in You sound a little strange.
taste as in The coffee tasted delicious.

6.5.2 Identifying process

In addition to attribution, a relational process can be used to identify a partici-
ppant. When we say Daniel is very clever or Daniel is a clever fellow, we are
describing him by attributing a quality to him. If we want to identify him, to
ppick him out from his fellows, for example, we might say, with neutral into-
nation (tonic on clever): Daniel is the clever one (30).

(30) Daniel is the clever one.

In this instance Daniel is thel Identified participant and the clever one  is the
IIdentifier. This presupposes that Daniel is Given andl the clever one  is New,
as indicated by the unmarked intonation pattern. This would be an answer to
the real or hypothetical question: ‘Which one is Daniel?’

 The same words (30) with a different intonation, namely with the tonic on
DDaniel, would indicate that the participant roles are reversed: Daniel is the
clever one. Here, Daniel is the New information with the role of Identifier,l
and the clever one t is Identified. This time, the question being answered is not

f ‘which one is Daniel’ but ‘which is the clever one?’ A less marked way of
conveying this second meaning is: The clever one is Daniel. Here, Daniel is

 still Identifier, but in an unmarked intonational structure with New coming in 
Rheme position.

Distinguishing between attributive and identifying clauses is not usually
too difficult as there are certain obvious clues. First, the process is attributive
if the Complement is realized by a nominal group with an adjective as Head
(as in Daniel is very clever; The woods are lovely, dark and deep), or if it is
indefinite (signalled by an absence of a definite determiner such as the, this,
etc.): e.g. Daniel is a clever fellow; A thing of beauty is a joy for ever.

Also in an identifying clause, the two key participants are reversible in terms
f of the Subject and Complement functions, as we saw with the example of

DDaniel/the clever one.  But with attributive clauses this is not the case. In archaic
or poetic registers, we may find Attribute and Carrier reversed (e.g. sweet is the
night air), but the functions of Subject and Complement are not altered. tSweet
here is not Subject but Complement in a thematically marked clause.

However, definiteness is not a sufficient condition to prove that the process
is identifying. In (31), taken from a mini-biography of the famous author, the
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son of a coalminer is not an Identifier but an Attribute (compare, Lawrence
was a writer; Lawrence was irascible).

(31) Lawrence was the son of a coalminer.

In another context, though, and with stress on Lawrence, (31) could be
 identifying. This could be the case if (31) were a response to someone who

asked, ‘Which writer was the son of a coalminer?’ or misguidedly asserted
that Henry James was the son of a coalminer. In this instance, Lawrence is
Identifier and the son of a coalminer is Identified; compare the agnate expresr -
sion: It was Lawrence who was the son of a coalminer.

6.6 Verbal process

Speaking is certainly a kind of action, and to some extent it would not be
unreasonable to treat it as material process. On the other hand, it has some fea-
tures of mental process, especially if we believe that verbalization of thoughts 
is a kind of inner speech. A case can be made for postulating a new category
of process: verbal process (labelled as Process: verbal). Consider (32).

(32) I said: ‘If there isn’t, I’ll have to take him down to the City Hall.’

 In this example, we have the person who produces the utterance, to whom we
give the self-explanatory title of Sayer; the verbal process itself, realized here
as said; and the representation of the words actually spoken, which in this 
context we label Quoted. The function Quoted is realized as direct speech.
The wording is identical to that initially uttered by the Sayer, or at least, it is
presented as though it were identical.

fSomewhat different from this is the verbal process where the words of 
r the Sayer are transposed in line with the perspective of the speaker or writer

who is reporting the speech. This involves reported (i.e. indirect) speech, as
in (33).

(33) I said I wanted to be dropped off somewhere in the neighbourhood of the
Great Western Hotel.

Here I is Sayer and I wanted to be dropped off somewhere in the neighbour-
hood of the Great Western Hotel isl Reported f. (The reported element itself 

fcontains one clause or more and so it could in turn be analyzed in terms of 
process and participant, but we will not go into that here. Strictly speaking,
since Quoted and Reported are separate clauses from the clause containing
Sayer and Process, they are not participants in that clause.)

There are various ordering possibilities with this type of process, particu-
larly with the direct speech form. The most neutral (‘unmarked’) ordering is 
Sayer–Process–Quoted, but we can have Sayer following Quoted, as in (34),
or even interrupting Quoted, as in (35).
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(34) ‘That’s nice,’ the grey-moustached sleuth on my left said.
(35) ‘I don’t think I meant to kill him,’ he repeated, ‘though I took the gun with 

me.’

In some texts, we find the sequence Quoted–Process–Sayer as in (36).

(36) ‘Must be another march,’ grumbled the taxi-driver. 

In modern English, with the sequence Quoted–Process–Sayer, Sayer must 
a be a full nominal group with a noun as Head (often a proper noun) and not a

pronoun. Only in more old-fashioned or whimsical texts will you find Sayer 
 realized as a pronoun in this sequence, as in (37), from an eighteenth-century

novel, Tom Jones.

(37) ‘And a good riddance, too,’ answered he.

In addition to the Sayer and the Quoted or Reported, there is a third par-
ticipant in some of these examples: the person to whom the verbalization is
addressed. In material process terms, this would be the Beneficiary, but since

t we have set up a separate system for verbal process, we call this participant
the Receiver. An example of this is her in (38).r

(38) I asked her if she had heard him.

The typical verb for verbal processes is say, but there are many others.
Probably the most important are ask and tell, for, although say can be used
with all types of Quoted (statements, questions, orders), we need to distin-

r guish among these when the speech is Reported. Thus, with (39), the author
might easily have substituted said for asked.

(39) ‘Where did the shots come from?’ the chief asked.

However, in reported questions (indirect speech) such as (38), we cannot use
the reporting verb say. Direct speech equivalents of (38) include (38a) and 
(38b).

(38a) ‘Did you hear him?’ I asked (her).
(38b) ‘Did you hear him?’ I said (to her).

Example (38c) is not a valid option, however.

(38c) *I said to her if she had heard him.

 In fact, there is an additional area of meaning open to the writer/speaker who 
 produces a verbal process clause, particularly one involving Quoted; this is in 

the choice of the lexical verb selected to encode the verbal process. In contra-
distinction to the neutral say, a large number of verbs can be exploited, each 
carrying some extra element of meaning.

Sometimes this meaning can relate to the speech act realized. Just as we
can have ask to indicate a question or k tell to indicate a command, so we canl
use such verbs as urge, explain, remind, challenge, beg, promise, grumble,
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agree, report to convey other subtleties of what speech act theorists callt illo-
cutionary force. All these verbs are exploited in Quoting structures in the 
source novel.

Incidentally, as well as expressing a question (eliciting information), with
Reported (but less frequently with Quoted), ask can also serve to realize a 
request for goods or activity. In such cases the Reported often takes the infini-
tive form; see (40) (italics added).

(40) I went to the phone and asked the girl to send the house copper up.

In Text 6A, we find (41).

(41) ‘See you later,’ the gambler whispered.

f This typifies another kind of meaning that can be conveyed by the choice of
lexical verb, a meaning connected with the nature of the actual delivery of the 
speech: such things as the tone, quality or volume of voice. Other examples in 
the same text fragment are sneer and r mutter in (42) and (43).

(42) ‘Fifty of us to stand off that crummy force!’ he sneered.
(43) […] muttering nervously: ‘Hurry it up, boys […]’

From many other examples in the same novel, we might mention: lisped,
growled, snarled, barked, bawled, babbled on, gasped. t Sometimes this aspect

r of the meaning overlaps with the illocutionary force already mentioned. For
example, whereas whisper (in this text, at least) comments only on the voice 
quality, the choice of the word sneer tells us something of the Sayer’s inten-
tion as well as of the manner of his delivery. The choice of babble  , on the
other hand, does not indicate illocutionary force, but rather, as well as com-
menting on the manner of delivery, conveys something of the narrator’s
jjudgement on the quality of what was being projected.

Another way of adding such extra information is by an Adjunct, as in the
example muttering nervously, where the writer conveys more than a plain use
of saying could achieve not only by choosing a non-neutral verb, muttering  ,
but also by adding a circumstantial Adjunct nervously t . Adjuncts usually (not
always) conflate with the function Circumstance, which is discussed below.

Finally, in this section on verbal process, we will mention two other poten-
tial participants: Verbiage and Target. The term Verbiage is used in this con-
text to label items like the truth in (44):

(44) I told her the truth.

Here the expression the truth f represents what the Sayer said but instead of
frepresenting it as a quotation of the actual words used (Quoted) or a report of 

the proposition expressed in those words (Reported), it rather refers to what is 
said by classifying it in terms of its character as an expression. In fact, just as 
Sayer is a specialized form of Actor, so Verbiage in verbal process is similar 

t to Scope in material process and Phenomenon in mental process. Hence, it
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is a further example of the broader category of Range. This similarity can be
readily seen in such expressions as ask a question, state your case, talk my
language, speak English, tell (someone) the facts.

Verbiage can also be a clause that is not a projection of speech or thought,
as in (45) (italics added).

(45) He told me what I wanted to know.

Target is a fairly peripheral participant and does not occur with direct or indi-
 rect speech, except incidentally. It is the person or thing which is ‘targeted by

the process’ (IFG Chapter 5), as with party leadership in (46).

(46) Former party officials criticized party leadership.

Lexical verbs which accept a Target include: describe, explain, praise, flatter  ,
blame, condemn, castigate.

6.7 Other processes

Halliday classes the processes Material, Mental and Relational as major pro-
cesses and the others as minor. In addition to verbal process, already dis-
cussed, the minor processes include existential process and lbehavioural
pprocess.

Existential process (Process: existential) has only one participant, the
EExistent. This type of process has two main forms of grammatical realization:
(i) with a copular verb and an empty there as Subject: (47) and (48).

(47) There were ten of us in the party.
(48) There were fifty of you.

(ii) with a copular verb, the Existent as Subject and usually a circumstantial
Adjunct: (47a).

(47a) Ten of us were in the party.

 The latter looks very similar to a relational process, and indeed the same
wording in a different context could be relational. For example, in describing
a group of twenty people, half of whom were members of the Socialist Party, 
one might say Ten of us were in the party where Ten of us  would function as
Carrier and in the party as Attribute (compare Ten of us were party members;
or Ten of us were Socialists).

When we have only the Existent without any explicit circumstance, the
semantically empty Subject there is almost obligatory. This is not a partici-

 pant since it is simply a sort of place-holder or syntactic marker. An exception
is the unusual type of structure typified by the second clause in the well-
known proposition of the French philosopher, Descartes: I think; therefore
II am. Similarly, Ghosts do not exist is a negative existential process: Ghosts
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(Existent) do not exist (Process: existential). As with most other grammatical
phenomena, negation does not affect the participant function label.

As far as clear definition and discrete classification are concerned, the bot-
tom of the barrel is behavioural process (Process: behavioural). This is the
grey area between material and mental processes. As with existential process 
only one participant is normally required, but this one is labelled Behaver.

tExample (49) could be a candidate for the label Process: behavioural, but 
it could equally be argued that it is a material process.

(49) […] the car slid away.

A more straightforward example of behavioural process (though not a finite
clause) is (50).

(50) […] its police department licence plate vanishing around a corner.

Rarely, a further participant occurs, namely Behaviour as with salty tears in 
(51).

(51) I could cry salty tears.

Other examples are a sigh in breathe a sigh, blood in sweat blood, and tsweet
dreams in dream sweet dreams. Like Scope in material process and Verbiage 
in verbal process, Behaviour is a subcategory of Range. A number of pro-
cesses that we analysed as material earlier in this chapter border on behav-
ioural and might well be analysed as such. For example: sing a song, hum a
tune, rest/take a rest, swim/have a swim. On this analysis, a song, a tune, a
rest, a swim would realize the function Behaviour.

6.8 Grammatical metaphor

6.8.1 Experiential grammatical metaphor

Expressions involving nominalization (take a bath, have a look and so on) arek
identified in SFL as examples of grammatical metaphor. In essence, we per-
ceive bathing as ‘doing’. The usual way of encoding such phenomena in English 
is to opt for material process with an Actor; hence, we have the f possibility of
saying: I bathed, I looked and so on. This choice, where the process matchesd
our perception of bathing as ‘doing’ rather than a thing, is said to be congruent.
The agnate nominal form is designated non-congruent or more usually gram-
matical metaphor. In The driver looked at Whisper, the form looked has been
chosen; the author might have used the non-congruent agnates took a look r ork
had a look, but chose not to. Similarly, he might have written gave a nod ind
place of nodded (in The driver looked at Whisper, who nodded)dd but again opted
for the congruent expression with the process realized as a verb.
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In its usual sense, the term metaphor   applies to a figurative use of languager
where something is implicitly suggested as having the qualities of something 
else; one thing is seen in terms of another. Simple examples are Life was a
song; Our birth is but a sleep and a forgetting; He is a real pussy-cat. Slightly
more complicated examples are The fog comes/on little cat feet; epidemics
wiped out the population; a fat salary. In fact, metaphor permeates the lan-
guage in everyday expressions such as lower your guard; open your heart;
break a promise; retreat from the world; build up a relationship; drop a hint, a
sharp tongue, and, less obviously, in such expressions as raise the price, a lfall
in temperature, a full life, waste one’s time.  The antithesis of ‘metaphorical’ in
this sense is ‘literal’. My life was a song is metaphorical; I was happy is literal.

Grammatical metaphor resembles traditional metaphor (mainly lexical) in 
that it involves a choice between a more straightforward and a more oblique
realization of meaning. But the choice is made within the available grammati-
cal options rather than the lexical options – not so much one word/idea instead 
of another as one grammatical form instead of another, though, of course, this
will usually entail more extensive differences of ‘meaning’. And just as there 
is no suggestion that literal expression is intrinsically better or worse than
metaphorical expression, there is also no suggestion that congruent forms 

mare better or worse than agnate metaphorical ones. Nor is the congruent form
necessarily the more frequently used form. Sometimes the grammatically
metaphorical form may be more usual in current usage. I had a bath is more
usual in contemporary English than I bathed, but I listened is more usuald
than I had a listen. Pay attention is a fairly clear example of a metaphorical 

r expression which has become idiomatic. It combines traditional metaphor
with grammatical metaphor: the lexical item pay suggests that we are treating
the process of attending as if it were currency; the nominalization of the pro-
cess as the abstract noun attention exploits the grammatical metaphor option.
The clause Life was a song also combines literary and grammatical metaphor,
and the literal paraphrases Life was happy and I was happy with my life retain 
the grammatical metaphor. More congruently, but less efficiently, we might 
say: I was alive and I was happy (to be so).

In fact, different contexts may demand different alternatives, and here reg-
ister and genre are crucial. Situational and textual factors have a considerable
bbearing on which options are preferred in any particular instance. We may
have seemed to suggest sometimes that congruent and grammatically meta-
phorical agnates are simply variant ways of saying the same thing, but the 

ftruth is that any difference in expression means a difference in meaning of 
some kind. Even the choice between bathe and take a bath has situational or 
stylistic significance. Most English speakers are more likely to feel comfort-
able with writing Cleopatra is said to have bathed in ass’s milk (in literary-k
historical register) than with saying I think I’ll bathe before I go to bed (in 
informal conversation register).
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that the water …. crowd. (See cohesion 5in Section 5.4 of this volume.) It also
makes this information available to be presented as Theme, thus contributing 
to the continuing unfolding of the text as message (see Chapter 4).

Sometimes, though, the grammatically metaphorical form can be more
unwieldy than a more congruent counterpart, as in the metaphorical (52) from
the same source and our slightly more congruent (52a):

(52) the evaporation of liquids takes place at different temperatures for different 
materials

(52a) different liquids evaporate at different temperatures for different materials

Of course the co-text must be taken into account, and generally, texts which
make heavy use of nominalization are able to pack in a lot of information
economically; as a result, they tend to be denser and are sometimes more
difficult to process. At its worst, inept or inappropriate use of nominalization
may create an impression of pomposity or pretentiousness, but it is a valuable
and even essential part of language use.

 Example (53) is part of a sentence from a published medical research
abstract.

(53) The GDP counts contributed to intraoperative decision making in three 
patients, …. by localisation of tumour not identified by inspection of palpa-
tion …..
[GDP = Gamma detecting probe; palpation = feeling with the fingertips]

 This is comprehensible to readers from outside the medical profession only
with considerable effort. But if we try to paraphrase it with more congruent 
forms (53a), the result is far from satisfactory.

(53a) Someone used a GDP and, by using the figures which came up, surgeons 
could decide what to do while they were operating on three patients. They 
could do this because they could find precisely where a tumour was even 
though this had not been found out by palpating the patients’ bodies.

 No doubt a better rendering than (53a) could be constructed, but there is
 nearly always something lost when such attempts are made – and, as in this

r case, there is often something added that may be unnecessary, undesirable or
simply wrong. For one thing, the paraphrase uses 51 words to the original’s
21, and, since the genre here is an abstract (a brief account where space is lim-
ited), that is a serious disadvantage. For another, the rewrite is more specific
about the agents than the original is. We can’t be sure that the decisions are
all made by surgeons. It may, for example, be anaesthetists who are helped in

t this way. It is redundant to say that ‘someone’ used a GDP, and in this context
 it doesn’t matter; all that matters is what was found out by using it. True, the

original is hard for a lay reader to process, but for a specialist it presents no
 problems, and this is communication between specialists. It is not necessary 
 for outsiders to understand it. People sometimes argue that all writing should 



Grammatical metaphor 133

 be comprehensible to any reader, but this is unrealistic. No doubt writers are
tsometimes deliberately and unnecessarily obscure for sinister reasons, but 
finteraction is determined, among other things, by the nature and relations of 

the interactants. If the authors had been writing for a lay audience they would
certainly have expressed themselves differently though it is unlikely that they 
would have completely avoided grammatical metaphor; nor is such avoid-
ance necessary or desirable.

Nevertheless, it is often useful for an analyst or a critical reader to attempt 
r to rephrase a structure in order to get at the way the language is being used or

to identify the author’s intentions and effects. Such a procedure is sometimes 
called ‘unpacking’ or ‘deconstruction’, and it can, among other things, shed
light on the manipulation of the audience by writers or speakers.

6.8.2 Logical and interpersonal metaphor

The Collins Cobuild English Grammar tells us: ‘When you want to indir -
rcate the reason for something, you use a reason clause’ (p. 355), and their 

examples include the following (54):

(54) I couldn’t feel anger against him because I liked him too much.

Well, yes, up to a point, Cobuild! But there are other ways of achieving the
same broad effect (and presumably the authors of the grammar did not intend
to suggest otherwise). One way is to use the noun reason, as in our recon-
struction (54a).

(54a) The reason I couldn’t feel anger against him is that I liked him too much.

In this instance, the noun reason conveys a meaning more congruently 
expressed by the conjunction because. You may recall from Chapter 1 that 
the ideational metafunction divides into experiential and logical and that rela-
tions expressed by conjunctions fall within the logical metafunction. So (54a) 
can be described as a logical metaphor. Instead of two clauses, the second 
dependent on the first, which have the pattern X because Y, we have the 
pattern X is Y, involving two embedded clauses (see Chapters 8 and 9). In
our rewrite, we have replaced the more congruent use of two mental process
clauses bound by a logical sign (because) with a relational process clause
containing two embedded mental process clauses. (Arguably, this explana-
tion suggests an overlap between logical and experiential metaphor.)

IFG examines in some detail the role of grammatical metaphor in mood
(modality and modulation), which falls within the interpersonal metafunc-

r tion. Such concepts as probability or obligation can be realized in more or
less congruent expressions. The claim is that the most congruent expression
of modality involves the use of modal operators like may, might, could and
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should. But metaphorical variants on these provide a wealth of agnate forms.
As well as (55), we have the option of (55a), (55b), (55c) and (55d).

(55) This might improve your chances.
(55a) Possibly, this will improve your chances.
(55b) There is a possibility that this will improve your chances.
(55c) I suspect that this will improve your chances.

(55a) exploits a modal adverb rather than an operator, placing the modality
in an Adjunct rather than in the Finite. (55b) reifies the modality as ‘thing’ 
(a possibility), explicitly asserted as Existent in an existential process clause
whilst the main proposition is grammatically downgraded to an embedded
clause. The nominalization allows for the possibility of modifying the modal
word with epithets such as strong, slight, tiny. (55c) expressly signals the

a subjective nature of the modality by framing the proposition in the form of a
mental process (Senser I) with the main proposition projected as a dependII -
ent (b) clause. These four alternatives are clearly related as agnate clauses,

mbut they are not synonymous in a strict sense. The choices are not random
but meaningful. (We know that the embedded clause in (55b) and depend-
ent clause in (55c) contain the main proposition because the tag would be
mightn’t it or t won’t it, rather than isn’t there or don’t I.)

Like lexical metaphor, grammatical metaphor permeates the language and
can be fearsomely difficult to pin down. However, the concept can provide
real insights into how the language works.

6.9 Circumstance

We have already mentioned in passing the third component of the clause as
representation: Circumstance. This is the name given (in the context of this

t dimension of analysis) to those elements which carry a semantic load but
 are neither process (in the narrow sense) nor participant. In some respects, 

Circumstance, as the name suggests, is more peripheral than participants,
 being concerned with such matters as the settings, temporal and physical, the
 manner in which the process is implemented, and the people or other entities

t accompanying the process rather than directly engaged in it. Typically, but
 not exclusively, Circumstance conflates with Adjunct and the grammatical

realization is adverb or prepositional phrase.
In the fourth line in our main source text, the Circumstance is realized by

the adverb Presently.  This tells us something about the timing of the process
in relation to the other events described previously. In we went down three
steps into the back yard, there are two Circumstances down three steps   and
into the back yard, both telling the reader about the location of the process.
In the elliptical, non-finite clause muttering nervously: ‘Hurry it up boys’, the
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Circumstance is realized by the adverb nervously, a circumstantial Adjunct,
telling us about how the Sayer performed the verbal process.

In subsequent clauses, out into the next street, into a black automobile tthat
stood at the kerb (and, in the embedded clause within that, at the kerb); some-
where in the neighbourhood of the Great Western Hotel; and around a rcorner

f are all Circumstances which give information about the spatial location of
the process. Five minutes later  is a Circumstance concerned with location inr
time.

In IFG, Circumstances fall into nine types: Extent, Location, Manner,
Cause, Contingency, Accompaniment, Role, Matter and Angle,  all discussed
in great detail, but considerations of space preclude further discussion here.

Summary

In this chapter, we have dealt with the semantics of the clause: the process 
and participant, and, very briefly, the circumstance. Processes can be sub-
classified into the major ones: material, mental and relational; and the minor 
ones: verbal, existential and behavioural.

The participants identified with the various processes are as follows in Fig. 
6.12.

material Actor, Goal, Recipient, Client, Scope, Initiator (rare)

mental Senser, Phenomenon

relational Carrier, Attribute, Identified, Identifier

verbal Sayer, Quoted/Reported, Verbiage, Target, Receiver

existential Existent

behavioural Behaver, Behaviour

Fig. 6.12

The voice system (active–passive) allows us to choose among certain par-
 ticipants for the Subject function. For example, in a material process, the
 active voice has Actor as Subject whereas the passive voice allows Goal
 or Beneficiary to be Subject. Similarly, in mental processes, Senser and

tPhenomenon may alternate as potential Subject, depending on voice. Different 
lexical verbs (for example, fear/frighten) ralso affect the choice of Senser or 
Phenomenon as Subject. Passive voice also allows us to omit t participants that
would be stated in the active voice; for example, Actor in material processes;
Senser in mental processes.

Circumstances are typically Adjuncts, but not all Adjuncts are 
Circumstances. For example, in passive voice material processes, Actor may 
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tconflate with Adjunct. In some instances, the distinction between participant 
rtypes is very subtle, one notable case being Goal versus Scope, and another 

the participants in relational processes. Also there are some overlaps: in
particular, behavioural process overlaps considerably with other processes.
Scope, Phenomenon, Verbiage and Behaviour are all types of Range.

tThe notion of grammatical metaphor attempts to explain some apparent 
anomalies in the area of process and participant analysis and can be extended
to the logical and interpersonal metafunctions. Grammatically, metaphorical
forms are contrasted with congruent forms, which are closer to the typical
modes of expression. For example, process is more congruently realized by 
verbs than by nouns.

Further study

Chapter 8 of Coffin et al. (2009) offers a simpler account of transitivity than
the one we have given, and it does so in the context of applying the model
to teaching situations with material from a range of sources, including chil-
dren’s writing. If you find the detail in our volume a bit overwhelming or are 
looking for teaching applications, this will help.

 Gledhill (forthcoming) is a corpus-based SFG analysis of a wider range 
of light verb constructions than we have treated here. He offers an explana-
tion for some apparent anomalies. Gledhill has also written about light verbs
in other languages: Rumanian (Todireşcu and Gledhill 2008) and in French
about French and Esperanto.

Simon-Vandenbergen et al. (2003) is a useful collection of papers on
grammatical metaphor.

It is always a good idea to go back to the classic works, and the clas-
sic work on transitivity is Halliday’s ‘Notes on transitivity and theme in

 English’ (1967, 1968). As the title suggests these two linked articles also 
 deal with theme. (They deal with other key issues in SFL, too.) Halliday 

(2002a: Chapter 7, originally 1970) is a very brief introduction to the same
ideas. Martin et al t . (1997) is good at demonstrating how to decide difficult
cases. Like IFG and other works by Halliday and Matthiessen , it introduces
more participants: Assigner, Inducer, Attributor, Token and Value  . See also
Thompson (2013).

We have left out of our discussion the semantics of ergativity, f a sort of
counterpart to transitivity. Ergativity is well covered in IFG and in Halliday
and Matthiessen (2006), as are transitivity, grammatical metaphor and agna-

 tion. This last term was introduced into linguistics by Gleason (1963). It is 
extensively utilized, especially in connection with grammatical metaphor, in
Halliday and Matthiessen (2006) and also in IFG.
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EExercises

Exercise 6.1

The following are all material processes. Label participants as Actor, Goal, 
Recipient, Client, Scope or Initiator, and identify the Circumstance. You need
not specify the subtype of Circumstance.

1. They shelled our village and killed many people.
2. My mother bought me some pictures like these.
3. My friend was seized by some of the crew.
4. The clerk was handed a twenty-dollar note.
5. She plays the violin like an angel.
6. Make me a willow cabin at your gate.
7. At the Belgian club, I drank Simba beer and ate chips.
8. The security men walked the reluctant intruder out of the building.
9. Why did the chicken cross the road?

10. Sing no sad songs for me.

Exercise 6.2

For each of the following, identify the Process type (material, mental, rela-
tional, verbal, behavioural, existential) and label the participants. Label
Circumstance, where present; no need to specify what kind.

1. Ahead, I could just discern a line of palms.
2. In retrospect, the accident seems an accurate omen.
3. Which film was the first talkie?
4. ‘Listen!’ Petersen shouted.
5. What did you tell them?
6. These children had seen a motor-bike the week before.
7. Above, several eagles soared on motionless wings.
8. There were plenty of less polite insults.
9. The sergeant told him the password.

10. Why had Mlle Nagant stayed?
11. The car had ended up at right angles to the road.
12. Reacher said nothing.
13. I spotted a man waving a piece of paper.
14 A marriage with Catherine Howard proved no happier.
15. Reacher saw nothing on the way down.
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iExercise 6.3

(a) t Label the following two examples for process and participant. Do not
t analyse the internal structure of the direct or reported speech clauses, but

treat them as simple participants: Quoted or Reported.
(b) Rewrite (1) as reported speech and (2) as direct speech. Label both your 

rewrites as above.

1. ‘Do you have any medicines?’ the woman said.
2. The watchman told us she was in the library.

Exercise 6.4

1. Assuming three processes, analyse for process and participant the fol-
 lowing clause complex from Mark Antony’s oration at Caesar’s funeral

(as imagined by Shakespeare).

I come to bury Caesar, not to praise him.

2.  The following is quoted from a newspaper article on ballet training. An 
arabesque is a move in ballet dancing. Identify the processes and partici-
pants mentioned.

You don’t perform the arabesque; you become the arabesque.

Exercise 6.5

Explain the following old joke in terms of process and participant.

Comedian A: My dog’s got no nose.
Comedian B: Your dog’s got no nose? How does he smell?
Comedian A: Terrible.

Exercise 6.6

Open-ended question. Suggest a more congruent way of expressing the fol-
lowing examples:

1. … her announcement that her husband’s spirit had contacted her …
2. … a decision years ago that no patent for such a device would be con-

sidered …
3. … the possibility of the publication of a similar book …
4. Our interest in crystals is understandable.
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55. The reason a keel boat will lean much more easily is that she presents 
no resistance in the shape of a hard bilge.

6. The success of the I-Ching lies largely in its rather flattering and gener-
ally non-threatening messages.

7. The search for the elusive substance has led to the discovery of several 
processes of merit.

8. A better crumb structure gives the soil more stability.

Exercise 6.7

Open-ended question. Consider the following two sentences, one of which 
actually occurred in a popular science book, and one of which is our rewrit-
ten version.

(1) The higher the melting point of a substance, the higher the boiling 
point.

(2) If a substance melts at a high temperature, it will boil at a high tem-
perature.

(a) Which one seems to you the more congruent form?
(b) Which one do you think is the original? Why?

Exercise 6.8

Consider the following sentence, which could be seen as a grammatical meta-
phor (experiential). What kind of process does it seem to be at first sight?
How might it be expressed more congruently? What would the process be on 
this reading?

1. India has many such dams.

NNotes

1. Hammett, Dashiel 1975: Red Harvest. (Originally published by Cassell and Co.,
1950.) London: Pan Books.

2. Gamow, G. 1947: One, Two, Three … Infinity. New York: Mentor Books.
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Group structure

7.1 Groups revisited

 In Chapter 2, we briefly looked at some of the characteristics of groups and
 saw that, broadly speaking, for any word class (noun, verb, adverb, etc.), there

fis the possibility of a group. Usually, the Head of a group is a word class of 
 the same name; thus the Head of a nominal group is typically (but not always)

a noun, the Head of an adverbial group is an adverb and so on. We mentioned
also that groups of the same kind can be linked or bound together to make 
group complexes. In this chapter, we look at these phenomena in greater detail.

7.2 Nominal Groups

To start once more with the nominal group, consider Example (1).

(1) Electricity is supplied to most homes through an underground cable.

The first nominal group here is electricity. It is made up of a single word, a
 noun. The noun stands alone without modification of any kind, and so we

fhave a nominal group consisting of only a Head. This is the simplest kind of 
nominal group.

The second nominal group, most homes, is only slightly more complicated,
with a Head, homes, and a Modifier most. Since the Modifier comes before
the Head, we can call it a Premodifier.

The third, an underground cable, also has a Head, cable, and is premodi-
fied, this time by the determiner an and the noun underground.

Modification does not always precede the Head, however. Consider the
first nominal group in (2):

(2) In houses thirty or more years old it is still possible to find two or more fuse
boxes.

The nominal group houses thirty or more years old has d houses as Head and
thirty or more years old as Modifier. Since the Modifier follows the Head thisd
time, we can label it Postmodifier.
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Take another example:

(3) In modern homes the mains switch and the fuses are contained in a box called 
a consumer unit.

You will perhaps have identified the nominal groups here as modern homes,
the mains switch, the fuses and a box called a consumer unit.  The Heads
are respectively homes, switch, fuses and box. f The Modifiers are, in order of
occurrence: modern, the, the mains and called a consumer unit, the last being
a Postmodifier. There is more on this last structure in Chapter 8.

t The function of Modifier can be realized by various word classes, most
frequently by determiners, numerals and adjectives as Premodifier. In (4)
with the nominal group these two unusual botanical specimens, awe have a
determiner followed by a numeral followed by two adjectives all serving to
modify the Head, which is realized by the noun specimens.

(4) These two unusual botanical specimens proved invaluable.

In (5) we find a prepositional phrase, from lower socioeconomic classes, as 
Modifier of the Head people, this time a Postmodifier.

(5) Poor health is more common in people from lower socioeconomic classes.

fAs we can see from the examples already given, however, the function of 
Modifier can often be realized by a noun (fuse(( in fuse boxes, and mains in
mains switch). Common examples of noun as Modifier are found in such
everyday expressions as: art gallery, biology book, football field, history
lesson, telephone number f; but they seem to be particularly characteristic of 
scientific and technical terminology: accelerator pedal, animal husbandry,
claw hammer, data base, socket outlet.

Since no mad dictator has turned up to ban them (see Chapter 2), the field 
of mechanical engineering is especially rich in expressions of this kind. In a
car manual or a website for vehicle maintenance, we frequently meet sam-
ples of three-word or four-word combinations: the distributor drive shaft, the
crownwheel centre line, the distributor clamp plate, the cylinder head bolts,
stub axle bearings, as well as the occasional four-item term (not counting the 
determiner), such as the scuttle panel grille sealing, and occasionally even 
longer items like the timing chain tensioner cylinder retaining bolts.

The problem of deciding what exactly constitutes a word creeps in at this
point. The terms just listed are the names of specific identifiable items in a 
car engine. One might argue that these are, in effect, unanalysable terms like
wheel or l brake; it just happens that in English we write them as separate
words. In the text where we found these terms, crownwheel is written as onel
word though it clearly combines the two elements crown and wheel. This 
might have been written as two words just as, in the same text, clamp plate
or drive shaft are. Obviously, it is sometimes difficult to draw a hard and 
fast line between words and groups of more than one word. This difficulty 
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 is reflected in the uncertainty in written English about whether to write
word processor, word-processor orr wordprocessor; ball game, ballgame r or
ball-game  ; and so on. We shall not pursue this particular conundrum, but, as

f far as convenient, we shall continue to treat items as words on the basis of
whether or not they are written as separate items.

The scope of these modifiers is not always predictable from their form. We
often have to fall back on specialist knowledge to interpret the items. Is the
cylinder head gasket, for example, the gasket relating to the cylinder head r or
the head gasket relating to the cylinder? Or doesn’t that distinction mean any-
thing? Without some knowledge of internal combustion engines, we might be

t at a loss for answers, though a thoughtful examination of the rest of the text
in which the nominal group occurs usually helps. In fact, in this case, it is the

 first interpretation that is right, and, once you are aware of that, you can see
that there is a hierarchical relationship in which cylinder modifies head andd
cylinder head modifies gasket.

7.2.1 Logical and experiential metafunctions

In the nominal group these two new light switches, the items these, two, new
and light are all classed as Modifiers in relation to the Head switches, and are

 to that extent functionally similar. However, you can probably see that, from 
mother points of view, we need to treat them as significantly different from

each other. One way in which they differ is in the sorts of things they say
about the switches; or, that is, in their experiential roles.l

We can divide the ideational metafunction into two: logical and experi-
ential. (See Section 1.8.3 on metafunctions.) Head and Modifier fall within
the logical metafunction, concerning dependency relations, but we continue

 this chapter by considering the nominal group in terms of the experiential
metafunction.

DDeictic

The function of the word these is, in a manner of speaking, to point out, and
the label we give to such items is Deictic, r a term derived from the Greek for
ppointing.  In nominal groups, the Deictic function is realized by determiners:
for example, demonstratives this, that, these and those, and also by the article
the  , which Halliday identifies as a weak form of demonstrative. In such cases
the function is fairly literally one of ‘pointing’, but, as always with technical
terms of this kind, you should not take the label too literally. Deictics can
also be possessive nouns or pronouns: for example, Sony’s in Sony’s tlatest
model; your in r your home. Further, they can be non-specific items such as the
indefinite article a/an, some, each, every, neither, both, all.
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NNumerative

The item two is a Numerative. Numeratives can be realized by numerals such
as two or second (in the second switch) or by such expressions as many, sev-
eral, few and lots of  In Example (2), the electricity manual data discussed ff
above, we have two or more fuse boxes, where two or more functions as
Numerative.

EEpithet and Classifier

The items new and light (in these two new light switches) realize two other 
functions: Epithet and Classifier. The function of a Classifier is to put the
modified item into a subclass of such items: for example, in bus station the 
Classifier bus puts the item station in a subclass of stations, distinguishing it 
from train station (or railway station), or more broadly from such things as
ppetrol station (or gas station); supply in supply cable distinguishes the type
of cable from other types, and the noun fuse has a similar function in fuse
box. Here bus, train, railway, petrol, gas, supply and fuse are all Classifiers.
Hence, in these two new light switches, we can label light  as Classifier. (Note:
this is not the adjective light relating to weight, colour or brightness as in t a
light load or light blue but the noun light.)

When you speak of a noisy station, a new cable or the wrong box, the items
noisy, new and wrong, though they may help to define the scope of the terms
station, cable and box respectively, do not identify a subcategory of stations,
cables or boxes in the same sense that railway or supply or fuse  do. The
Classifier identifies a subclass: bus in a bus station t pinpoints something that
is distinctive and classificatory. Noisy or new indicate features or characteris-

t tics of the station that do not put it into a subset of types of station; they just
 tell us something about the characteristics of this particular station. Hence the

decision to find a different label, and the label used is Epithet. Thus, new in
these two new light switches is Epithet.

Out of context, many expressions are ambiguous with regard to this func-
tional distinction between Classifier and Epithet. Take the nominal group 
some dancing girls, for example. This string of words can be used to refer to 
some girls who earn their living by dancing (dancing as Classifier) or some
girls who happen to be in the process of dancing (dancing as Epithet). In the
motor-vehicle maintenance text already referred to, we find such terms as
retaining bolts, which are grammatically comparable to the first sense of danc-
ing girls, but not the second. Here retaining  realizes the function Classifier;
retaining bolts are bolts which have the permanent task of retaining, that is,
holding something in place. Compare from the same source: blanking pieces,
cooling system, connecting rod, locking disc, steering axis.

An example from a less specialized register is the well-known ‘ambigu-
ous’ nominal group, a Spanish teacher. Where this means a teacher who 
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has Spanish nationality, Spanish fis Epithet; but where it means a teacher of 
Spanish, Spanish is Classifier. In the first sense, we are speaking about a 
teacher who has the characteristic or quality of being Spanish; in the second,

fwe refer to a teacher belonging to a subclass of teachers, namely teachers of 
the Spanish language, as distinct from science teachers, mathematics teach-
ers and so on. Thus it is not illogical to talk about a German Spanish teacher,
where German is Epithet and Spanish is Classifier. Of course, when such
‘ambiguous’ expressions occur in real utterances, there is rarely any confu-
sion about meaning. The context usually provides sufficient information to
make it clear what is intended. Furthermore, in spoken English, the distinc-
tion between Epithet and Classifier is often reflected by differences in stress
and intonation. With neutral emphasis, (Classifier) dancing girls r has similar
stress to buttercup; (Epithet) dancing girls is more like yellow rose.

Incidentally, there is a further grammatical distinction between the two 
meanings of the word Spanish in these two different uses. In the Epithet 
instance, Spanish is an adjective; in the Classifier instance, Spanish  is a noun
(the name of the language). As we have already said, however, the adjective

t versus noun distinction does not necessarily correspond to that of Epithet
versus Classifier. Adjectives can certainly function as Classifiers: electric  in
electric light, electric cable, electric shock, for example; or fast int fast food.

m In so far as there is a simple criterion for distinguishing Epithet from
Classifier, it is that the structure with Epithet can normally be paraphrased in
a clause with be, for example, the switches are new, rwhereas the Classifier 
cannot – the switches are light has no connection with light switches in
this sense. The teacher is Spanish f  can only apply to the Epithet reading of
the Spanish teacher and not to the Classifier interpretation (compare: *the
teacher is chemistry). As is often the case, though, the test is not absolutely
watertight.

Thing

In these two new light switches, the main item with regard to the experien-
tial metafunction is switches. f This rejoices in the undistinguished name of
Thing. This is the experiential label that SFG assigns, and the usual warn-
ing applies against taking technical terms too literally. In this sense, Thing
may be a material inanimate thing, an animal, a person, a substance or even
an abstract concept. It is simply the name given to one of the six possible
functions in the experiential structure of the nominal group. It specifies the
class of the item referred to. As we have said, Classifier specifies the sub-
class, and this is why it is sometimes difficult to say whether certain combi-
nations should be treated as one word or two; for example, word processor:
Classifier + Thing, or wordprocessor t : Thing. We apply the label Thing not
only to the inanimate noun cable in supply cable  , but equally to the animate
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girls in some dancing girls or teacher in a Spanish teacher, as well as the
abstract noun wizardry in statistical wizardry or beliefs in eighth-century
religious beliefs.

Qualifier

The sixth function in the nominal group is Qualifier. This is the experiential 
label for the Postmodifier in, for example, the electrical resistance of the
insulation, where resistance is Thing, and of the insulation is Qualifier. We 
can say that Qualifier conflates with Postmodifier.

Very frequently in English, the Qualifier function is realized as a preposi-
tional phrase (as in all but one of the Qualifiers in Fig. 7.1). In The Wind in the
Willows, the Thing is Wind and the Qualifier is in the Willows; in the square
on the hypotenuse, the Thing is square and on the hypotenuse is Qualifier. 
Further examples of nominal groups containing prepositional phrases as 
Qualifiers are as follows (the Thing is printed in bold and the Qualifier is in 
italics): a fire with an under-floor air supply, the packing between the hearth
and the surround, a light over the front door.

By far the most frequent preposition in Qualifiers is offf For example: the
centre line of the crownwheel, adjustment of the bearings, rotation of the
differential, an area of up to 20 square metres, the most economical use fof
cable. This structure is by no means restricted to technical texts, as witness: a
bill of sale, the probable owner of the car, the capital of Romania, the price
of coal.

Fig. 7.1 represents a number of nominal groups analysed for logical and
experiential functions.

Premodifier Head Postmodifier

Deictic Numerative Epithet Classifier Thing Qualifier

these two new ight switches

the two domestic flights available

the many large oil companies in operation

several dirty ones

the complete dismantling of the gearbox

the keyboard layouts

a careful study of this matter

an effective prediction scheme

Fig. 7.1
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Prepositional phrases in nominal groups are an instance of embedding, where
one structure is, as it were, enclosed in another; in this instance the embedded 

felement is the prepositional phrase. (In Chapter 8, we look at another form of 
embedding within the nominal group, namely, that of the clause.)

7.2.2 Postmodifier/Qualifier versus Adjunct

A prepositional phrase has two major roles: as Postmodifier/Qualifier in a 
nominal group and as Adjunct in a clause. In example (6) the prepositional
phrase with for is a Postmodifier; in example (7) the prepositional phrase withr
ffor is an Adjunct.r

(6) Nearby is Chendor Beach, a popular nesting ground for the giant leatherback
turtles.

(7) […] a section of the road is closed from 7.00 p.m. to midnight for the Saturday
Night Market.

In (6) the nominal group a popular nesting ground for the giant kleatherback
turtles is in apposition to the proper noun Chendor Beach. The ideational
make-up is in Fig. 7.2.

a popular nesting ground for the giant leatherback turtles

Deictic Epithet Classifier Thing Qualifier

Premodifier Head Postmodifier

Fig. 7.2

However, in (7) the prepositional phrase is operating at a different rank.
Instead of being an embedded element in a nominal group, it realizes a func-
tion at the rank of clause, namely Adjunct. It provides information about the
Circumstance of the Process. It does not postmodify midnight.

 In (7) we have further examples of prepositional phrases both as 
Postmodifier (of the road) and as Adjunct (from(( 7.00 p.m. to midnight).

r A crude probe for distinguishing between Adjunct and Postmodifier
 depends on the fact that usually the Adjunct can readily be moved whereas

t the Postmodifier cannot. Hence, (6a) is not a possible paraphrase of (6) but
(7a) is a paraphrase of (7).

(6a) For the giant leatherbacked turtles nearby is Chendor Beach, a popular nest-
ing ground.

(7a) For the Saturday Night Market, a section of the road is closed from 7.00 
p.m. to midnight.

Sometimes ambiguities can arise as a result of these two potential func-
 tions for the prepositional phrase. Indeed, this type of ambiguity has been
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a favoured example for those grammarians who are preoccupied with such 
matters. Examples like (8) (an invented example) are often adduced to illus-
trate this point.

(8) Michael reads books on trains.

On one interpretation, we have as Complement of the clause a nominal group
books on trains, where books is Head and on trains is Postmodifier (para-
phrasable as books about trains). On the other interpretation, we have as 
Complement a nominal group consisting of an unmodified Head books and
a Circumstantial Adjunct on trains, which tells us where Michael does his
reading. We can represent this as in Fig. 7.3.

Michael reads books on trains.

Head + Postmodifier

S F/P C

Michael reads books on trains.

S F/P C A

Fig. 7.3

Sometimes this structural ambiguity exists but without any significant prag-
matic effect.

(9) Malaysia Airlines (MAS), the national carrier, operates an extensive network 
of domestic routes within the country.

Whether we interpret within the country as Postmodifier of routes or as a 
circumstantial Adjunct telling us where MAS operates its routes has no sig-
nificant effect on our understanding of the situation.

7.2.3 Embedding

We have said that a prepositional phrase is composed of a prepositional group 
and a nominal group. The prepositional group is usually a simple preposition,
that is to say an unmodified Head (in, on, offf etc.), though it can be modified
(right in, etc.). With maximal information, the nominal group the square on
the hypotenuse can be represented in tree diagram form as in Fig. 7.4.

Often a prepositional phrase postmodifying a Head noun in a nominal 
group contains within itself another prepositional phrase postmodifying a 
Head noun, as in the solution to the problem of inflation. This is a nominal 
group with the noun solution as Head. The Postmodifier is the prepositional 
phrase to the problem of inflation. The preposition here is to and the nominal
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A nominal group complex can also be formed by explicitly linking two
or more groups together with a binding conjunction (and, or).  Example (12)
provides three instances of this.

(12) For lunch and dinner, plain or specially prepared rice is often eaten with side
dishes of delicious chicken curry, ‘rendang’ and a variety of others.

In (12), lunch and dinner constitute a nominal group complex in a preposi-
tional phrase as Adjunct; plain or specially prepared rice realizes the func-
tion of Subject, and in delicious chicken curry, ‘rendang’ and a variety fof
others, three nominal groups make up a group complex in a prepositional 
phrase.

In Halliday’s model, groups with adjective as Head are classed as nomi-
nal groups; there is no such construct as an adjectival group. Thus a group
complex such as those italicized in (13), and even (14) and (15), is classed as
a nominal group complex. (Of course, adjectives realizing Modifier are not 
groups of any kind but only dependent elements in the nominal group.)

(13) Such publicity positioned Chang as the surgeon chosen by Australia’s rich-
est and most famous.

(14) My position in this debate is enthusiastic, cautious and sceptical.
(15) Exhortations to the public to avoid heart disease by exercise, avoiding smok-

ing, and making dietary changes are banal, dull, often depersonalized, and
frequently tinged with moralism and puritanism.

7.3 Verbal groups

fLike the nominal group, the verbal group can be analyzed in a number of 
 different ways. We looked at some of them in Chapter 2 (Sections 2.3.3 and

2.5.2), and we have already seen in Chapter 3 that the verbal group may
spread across the two functions Finite and Predicator, the Finite being real-
ised by the finite operator and Predicator by the rest of the verbal group as in
Fig. 7.6.

Claire was researching the possibilities of moving there.

operator lexical verb: participle

nominal group verbal group nominal group

S F P C

Fig.7.6

As with the nominal group, we can analyze the verbal group as a logical
structure (compare Head and Modifier in the nominal group) and as an experi-

 ential structure (compare Deictic, Epithet, Thing and so on). Surprisingly,
perhaps, the element of the verb that is designated as Head is not the lexical
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verb but the finite operator. Thus in the verbal group has been reading, the 
Head is has. We sometimes show the logical dependency of items in a gram-
matical structure by using the Greek alphabet: a (alpha), b (beta), g (gamma), g
d (delta), e (epsilon). In a nominal group, the Head, as the main syntactic item, e
as it were, is designated a and the item dependent on it is b and so on. Thus 
a nominal group like a popular meeting ground, is analyzed as in Fig. 7.7.

a popular meeting ground

d g b a

Fig. 7.7

Since the normal sequencing pattern in the English nominal group has Head
(usually conflated with Thing) as the last item in the group (except when there
are Postmodifiers/Qualifiers), the labelling order is right to left with the alpha

 item last. However, in the case of the verbal group, where the first item in the
group, the Finite, has the Head role, the order of dependency is in the oppo-
site direction, from left to right. The verbal group might have been working
is analysed as in Fig. 7.8.

might have been working

a b g d

Fig. 7.8

In labelling the verbal group for experiential structure, we use the terms
Finite, Event, Auxiliary and Polarity t . Again, these are technical terms not
to be exactly interpreted as having their everyday meanings. ‘Event’ is the
experiential label for any kind of lexical verb whether it expresses an action,
a state, a feeling, or some other process. It is to the verbal group what Head is
to the nominal group. There may be more than one auxiliary or none. Polarity 
is expressed by the absence or presence of a negative adverb such as never,
or more usually not or n’t. In terms of the experiential metafunction, IFG
compares Finite in the verbal group with Deictic in the nominal group, since
it ‘points to’ such things as location in time (though, of course Deictic does

 not usually conflate with Head in the nominal group). Thus, the verbal group
might have been working  can be analyzed as follows, combining logical and
experiential analyses (Fig. 7.9).

might have been working

Finite Auxiliary 1 Auxiliary 2 Event

a b g d

Fig. 7.9
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7.3.1 Phrasal verbs

fIn English (as in some other languages), a single lexical verb can consist of 
more than one word. Turn has a meaning quite distinct from turn over, turn
out, turn down, turn up, turn in, or turn off   These two-word verbs are oftenff
referred to as phrasal verbs. They are construed as single verbs, but they
consist of what could elsewhere be a lexical verb in its own right (e.g. turn  )
plus what we will refer to as a particle (e.g. in, out, up, off  ). The issue is madeff
more complicated by the fact that some of these expressions have more than
one meaning, but let’s set that aside for the moment and look at some actually
occurring examples of non-phrasal and phrasal verbs.

In (16) and (17), we have the simple lexical verb turn, which is not phrasal;
(16) is an intransitive clause and (17) is transitive.

(16) The world has turned and left me here.
(17) I’ve turned the page.d

In (18) and (19), the verbs are phrasal, and again the first example is intransi-
tive and the second transitive.

(18) Suddenly, the creature turned over.
(19) We turned over every stone.r

The phrasal verb in (18) is relatively straightforward because there is no
object complement, but the verb in (19) is grammatically more interesting

 because there is potential for placing the particle in a different position as
illustrated in (19a).

(19a) We turned every stoned over.

A particle like over in (19a) is described as separable because it can be physi-
cally separated from the core verb word to which it is semantically attached.
But a curious characteristic of verbs of this type can be seen if we replace
the existing nominal group every stone with a pronoun. As we have seen in
(19) and (19a), with a common noun as Head in the Complement, the parti-
cle can be placed before or after the Complement. However, with a pronoun
Complement, the particle must   be postposed, as in (19b). (19c) is not a viablet
alternative for turned over in the sense used in (19).r

(19b) = We turned them over. (Here the non-standard symbol = means agnate
with (19).)

(19c) ǂ We turned over them. (Here the non-standard symbol ǂ means not 
agnate.)

 (The exception to this constraint would be where special stress is placed on
the pronoun.)

 You can see a simple analysis of clause functions for (19) and (19a) in
Fig. 7.10.
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We turned over every stone

S F/P C

We turned every stone over

S F/P <C>

Fig. 7.10

The angle brackets around C show that the Complement interrupts the
Predicator, which continues with the particle over. Similarly, an experiential
analysis at clause rank would show that the process in (19a) is turned rover
with Goal interrupting it (Fig. 7.11).

We turned every stone over

Actor Pr: material <Goal>

Fig. 7.11

To take another example, the verb pick can appear as a simple verb or in vari-
ous phrasal combinations: pick up, pick out, pick over, pick off or pick on.
Of these, the first four are separable and the last one is not. We can pick up
a pencil, or pick it up; pick out a new partner or r pick one out; pick over the
bones or pick the bones over. (20) has the agnate form (20a), but (21) has no
such variant structure.

(20) You can pick off a few young leaves for salads or cooking.f
(20a) You can pick a few young leaves off for salads or cooking.f
(21) Don’t pick on the weak child.
(21a) *Don’t pick the weak child on.

We shall call the separable particles adverb particles. The inseparable par-
ticles (like the one in pick on) are called preposition particles. Like a full 
adverb, the adverb particle has more freedom of movement than the preposi-
tion, but it is still tied to the lexical verb and is not a free adverb. The same 

tbroad principle applies to the preposition particle: it is part of the verb and not 
part of a prepositional phrase.

It is not the items up, out, over, in or off in themselves that determine
separability; this varies with different lexical combinations. To give just one 
example, in the phrasal verb take on, the particle on is separable (an adverb 
particle) contrasting with the inseparable on in pick on.

(22) ‘An apple for the teacher’ is about to take on a new meaning in California.
(22a) ‘An apple for the teacher’ is about to take a new meaning on in California.

Pick on is usually classed in dictionaries as a phrasal verb in structures like 
(21), partly on the grounds that it is a near synonym of select or t victimize.
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In (23) (constructed), we have a superficially similar combination of words 
where the item on ais not a particle at all, but a full preposition introducing a
prepositional phrase.

(23) Don’t sneeze on the weak child.

 The contrast in terms of SFPCA in the two structures is represented in Fig.
7.12.

Don’t pick on the weak child.

F P C

Don’t sneeze on the weak child

F P A

Fig. 7.12

An old joke plays on this type of grammatical ambiguity.

Funny man: Every morning my dog and I go for a tramp in the woods.
Straight man: Does the dog enjoy it?
Funny man: He loves it, but the tramp is getting a bit annoyed.

Phrasal verbs sometimes include two particles or even more. Examples
include: make up for, come up with, look out for, stand up to, move in on,
clamp down on, go back on, go on about.  In such instances, the first particle
is an adverb particle and the second a preposition particle. They are not sepa-
rable particles.

7.3.2 Verbal group complexes

Earlier in this chapter we talked about nominal group complexes, but com-
plexes are not restricted to nominals. They can involve verbal groups or any
other kind of group (see Section 7.4 below) and clauses can also form com-
plexes. (These are dealt with in Chapters 9 and 10.) Examples (24) to (26) 
provide samples of verbal group complex, where two or more linked verbal
groups are combined to act as if they were one.

(24) I would work and slave the whole day through
(25) He neither seeks nor assumes formal leadership.
(26) Beg, borrow or steal this book.l

In 24, we have a single finite operator with two linked lexical verbs; in (25),
 the two verbs are fused finites, and, in (26), we have three linked imperatives
 with a single Complement. In the interests of simplicity, we could label (24) 

as in Fig. 7.13 and the others on the same lines.
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I would work and slave the whole day through

S F P A

Fig. 7.13

As we have said already (see Chapter 2), the conjunctions and, but, or, reither
… or, neither … nor  , belong to a sub-category of conjunctions called linking
conjunctions or linkers. They are also known as co-ordinating conjunctions.
They serve to link items of equal grammatical status, e.g. noun with noun, 
verbal group with verbal group, main clause with main clause. The phenom-
enon of such linking is called parataxis, and items linked in this way are 
said to be in a paratactic relation to each other. The term derives from two
Greek words: para meaning ‘alongside’ and taxis meaning ‘arrangement’. 
(Compare: paramedic, a person who works alongside a doctor, and syntax, 
meaning literally ‘arrangement with’, which is the way that grammatical
forms combine together to make grammatical structures.)

Another way in which complexes can be formed is to combine items in
such a way that one is dependent on the other. This is known as hypotaxis,
and items so linked are said to be in a hypotactic relationship. Etymologically 
this derives from the Greek hypo, meaning ‘below’ plus taxis (arrangement). 
(Compare hypodermic, ‘below the skin’, from hypo + dermis, ‘skin’.) In SFG, 
this is represented as a system with taxis as point of entry and parataxis and 
hypotaxis as output.

parataxis
TAXIS

hypotaxis

Fig. 7.14

Consider the following example, (27):

(27) Many people start exercising with frenzied zeal.

At first glance, the verb start exercising seems similar to a verbal group 
such as are exercising, which is made up of an operator and a lexical verb. 
However, start does not belong to the small set of verbs that can function as t
operators. We cannot say: *Start they exercising?/*They startn’t exercising. 
Instead we introduce the operator do: Do they start/They don’t start. (This
was discussed in Chapter 3.) Unlike are in are exercising, which is analyzed
as a simple finite, start in t start exercising is a finite fused with a lexical verb, 
that is, in terms of clause structure, it functions as F/P. But exercising is also 
a lexical verb. Instead of two distinct processes, we have a sort of merging.

Another phase of exercising is its conclusion; we can say that someone 
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stopped exercising or finished exercising.  Or at some intermediate phase
between starting and finishing, we can say that she continued exercising r  or
carried on exercising  . We analyse this type of structure as a verbal group

 complex. The first verb is a fused finite and the second is not, and we can 
argue that the second is syntactically dependent on the first since the first 

 contains the Head element. For practical purposes, we can label the whole 
complex simply as F/P unless we wish to break down the complex into its 
components.

Instead of start, the writer of (27) could have written begin to give Many
ppeople begin exercising. Or instead of exercising, she could have written to
exercise to give Many people start to exercise. Verbs like start, finish, con-
tinue, carry on, which readily permit verb complexes of this kind, are tradi-
tionally known as catenatives (from the Latin catena  , meaning ‘chain’). Here
are some examples of sentences containing other verbal group complexes
unrelated to starting, continuing and finishing:

(28) Hobbyists will enjoy using this package.
(29) A caring teacher helped me d conquer physics.r
(30) I really need to lose weight.

Note that the second lexical verb in the complex can be a participle (using  ), a
bare infinitive (conquer) or a to-infinitive (to lose). The choice of bare infini-
tive, to-infinitive and ing-participle is idiosyncratically constrained by the
choice of the first lexical verb. Thus, we find the complexes enjoy using and
like using. But, although like to use is normal English usage, *enjoy to use
is not. Help works with both bare infinitive and to-infinitive, but make  does
not. We say I made him leave but not *I made him to leave or *I made him
leaving.

Either verb in the complex can be a phrasal verb; for example, in (31) we 
have went on and in (32) come up with.

(31) According to Thackeray, Charlotte went on cutting bread and butter.
(32) They need to come up with more substantial examples of malpractice.

 Like so many other structures, group complexes can be recursive, which is to
say that it is possible to have a chain of dependent verbs as in (33) and (34).

(33) I don’t want to start trying to make him feel guilty about this.
(34) She enjoys encouraging people to want to make up for the bad things theyr

have done.

7.4 Other group complexes and phrase complexes

 All groups can form complexes. (35) and (36) contain paratactic adverbial
group complexes realizing the function Adjunct.
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5(35) The affected eye should be bathed regularly and carefully.
(36) Children who like drawing draw less well and less often if given external 

rewards.

(37) and (38) provide examples of prepositional group complexes.

(37) This page is about lighting choices inside and outside your home.
(38) Does Santa Claus sleep with his whiskers under or over the sheet?r

Prepositional phrases (which you must remember are not classed as groups in
Halliday’s model) can also form complexes as in (39).

(39) He decided that with no children of his own and with no position on the fstaff
of a major hospital his ideas might not outlive him.

Note that linked nominal groups in a prepositional phrase (i.e., with a single 
preposition) are examples of a nominal group complex and not of a preposi-
tional phrase complex. See, for example, (12) in Section 7.2.4 above, which
contains two nominal group complexes in prepositional phrases: for lunch
and dinner and r of delicious chicken curry, ‘rendang’ and a variety of others.
A preposition which frequently takes a nominal group complex to complete 
the phrase is between: for example, between you and me, between the ldevil
and the deep blue sea r . It can also take a simple nominal group, of course, for
example between them, between the two extremes.

 Prepositional phrases can be linked with adverbial groups to realize
 Adjunct as in (40). This is a little embarrassing for us because it shows up an

t inconsistency in our categories. The two structures have in common the fact
that they could each independently realize Adjunct, but this grammar assigns
them crucially different labels: group and phrase. There does not appear to be 
any obvious label for this particular type of complex.

(40) Data are often presented partially and without proper analysis.

Summary

r In this chapter, we have looked in some detail at the nominal group. After
recapitulating the logical structure of the Head-Modifier analysis, we moved
on to outline the experiential metafunctions that are realized in the nomi-
nal group: Deictic, Numerative, Epithet, Classifier, Thing and Qualifier.
Qualifier and Postmodifier conflate; they are frequently realized by a preposi-
tional phrase. A prepositional phrase may have another prepositional phrase
embedded within its nominal group (as Postmodifer/Qualifier of the nomi-
nal group) and this phenomenon can be repeated with multiple embeddings.
Groups can be combined as paratactic group complexes by explicit linking 
and by apposition.

Verbal groups are also analyzed in terms of the logical and experiential 
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 metafunctions. Phrasal verbs are lexical units made up of a core verb word
and one or more particles; they may be separable or inseparable and can be
labelled either adverb particles or preposition particles. A distinction is made 
between a preposition particle in a phrasal verb, which realizes part of the
Predicator, and a preposition in a prepositional phrase, which usually real-
izes part of an Adjunct. Group complexes are paratactic or hypotactic. Other 
group complexes are exemplified in this chapter, as well as paratactic com-
plexes formed by adverbial group and prepositional phrase.

Further study

Head and Thing

We said that groups with adjective as Head are classed as nominal groups,
and this is the mainstream Hallidayan position as outlined in IFG. However,

 some systemic linguists posit an adjectival group. Butler (2003: 300) briefly 
 discusses the issue, pointing out that, unlike groups with nouns as Head,

groups with adjectives as Head do not normally function as Subjects, a point 
which Halliday has noted himself, but which is obviously an anomaly. People
working with the ‘Cardiff’ approach posit what is largely an adjective group, 
but they call it a quality group. (For example, Fawcett 2008: 86–90, 252, 257; 
Tucker 1998.)

IFG notes that in the nominal group, although Head usually conflates with
Thing, it can conflate with another function: Deictic, Numerative, Epithet,
etc. See also Butler (2003: 300).

Phrasal verbs

We must concede that sometimes the boundary between a particle and a full
word class adverb or (more especially) a preposition can be difficult to deter-
mine. In Halliday’s terms, these structures are unstable. They ‘are tending
more and more to function as grammatical constituents’ (2004: 352), and we 
have analysed them as if that development is complete.

There is, as usual, some terminological confusion in the area of phrasal
verbs. Halliday has little to say about them, and does not use the term parti-
cle, but simply refers to the particles as adverbs and prepositions though see-
ing them as lexically identified with the verb. Basically, though, the analysis
is like the one we have given here. As always with verbs, Palmer is a use-
ful source of information. In The English Verb (1974), he restricts the term 
phrasal verb to the adverb particle construction. This is contrasted first of all
with the structure where a non-phrasal verb is followed by a prepositional
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phrase (as Adjunct). Then he discusses the more difficult question of what 
he calls ‘prepositional verbs’, which are our second type of phrasal verbs.
Swan’s student reference grammar mentions both terms for the prepositional
type (‘prepositional verbs’ or ‘phrasal verbs’) but seems to prefer the former 
term, and in his glossary follows Palmer’s terminology for both types (Swan
1995, 2005).

Reference grammars, such as Quirk et al. (1972 and later), usually deal
with the issue in some detail, and, because it is an area of considerable con-
cern for language learners, there are some dictionaries of phrasal verbs, which
include both types.

EExercises

Exercise 7.1

Explain potential ambiguities in the following (invented) sentences in terms 
of Epithet and Classifier.

1. He loved the Japanese teacher.
2. Ingrid is a Swiss German teacher.
3. The road was blocked by working men.

Exercise 7.2

f Analyse the italicized nominal groups in the following examples in terms of
the experiential functions: Deictic, Numerative, Epithet, Classifier, Thing and
Qualifier.

1. The three red wires will have been joined in one terminal.
2. Domestic manufacture of goods underwent several significant changes.
3. Rapid, extensive technical development replaced t older concerns.
4. The first dam on the Indus was completed in 1932.
5. This vast forested river basin extends over some 700 million hectares.

Exercise 7.3

Label the italicized prepositional phrases in the following examples as either 
Postmodifier in a nominal group or as Adjunct in a clause.

1. Hit the new pin with a hammer.
2. Jung also rejected his view of childhood amnesia.
3. Kandinsky took great pains to elucidate his artistic system in theoretical

terms.
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(d) How do you perceive the relation between unplasticized polyvinyl chlo-
ride and uPVC?

(e) In the first sentence of the text, the author introduces the types of materi-
als that can be used for replacement windows and patio doors. Later in
the text, he uses the names of these materials as Classifiers. Identify all
the Classifiers in the text and indicate which are introduced (as Thing) in 
the first sentence.

(f) From your reading of Chapter 5 you will know that ones (the last word in 
the text) is a substitution. Comment on the way it functions in this text.

NNote

1. Thomas, Jill and Holloway, David (eds) 1983: Which? Book of Home
Improvements and Extensions. London: Consumers’ Association and Hodder &
Stoughton.



8
Embedded clauses

8.1 Embedded clause as Postmodifier/Qualifier

In Chapter 7 we looked at some forms of modification of the Head in nominal
rgroups (and, briefly, other groups). In this chapter we consider, among other 

things, the way in which clauses can fulfil a similar function. In (1), you will
find a nominal group a sealed unit that holds the service fuse. Here the func-
tions Thing and Head are simultaneously realized by a single noun (in bold
print in the example). The Qualifier and Postmodifier functions are simulta-
neously realized by a clause (in italics).

(1) The main supply cable goes to a sealed unit that holds the service fuse.

 What we see here, then, is a clause which is functioning as part of a nominal
group inside another clause. This is a further example of embedding (dis-
cussed in Chapter 7 in connection with prepositional phrases). In systemic
terminology it is also known as rankshift  because, in terms of the rank scale

r (see Chapter 1), an item of one rank (clause) is being used as the whole or
part of an item of a lower rank (group). That holds the service fuse retains its

 intrinsic qualities as a clause (with its own SFPCA and transitivity functions), 
but it is also a Postmodifier in a nominal group inside another clause.

● We call the clause which is inside another clause the embedded (ord rank-
shifted) clause.

● We call the clause which contains the embedded clause the superordinate
clause.

tBecause, in this particular case, the embedded clause is part of a constituent 
of another clause, it can be treated (as in Fig. 8.1) as though it were a simple
element in that clause without regard to its internal structure.

 Ignoring any further subtleties, an analysis of the superordinate clause in
terms of SFPCA is shown in Fig. 8.2.

However, because the Adjunct contains a nominal group whose
Postmodifier is also a clause, this clause too can be analyzed in terms of the
criteria we have just applied to the superordinate clause. Without regard to
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the fact that it functions as part of another clause, it can be examined in terms
of its own SFPCA structure, or other characteristics, and the groups within it 
can be analyzed in terms of their own structures.

An analysis of the embedded clause in (1) gives us the labelling in Fig. 
8.2a.

fPutting the two together in one diagram, we have Fig. 8.3. (The use of 
double square brackets [[ ]] enclosing a clause is a convention symbolizing
an embedded clause.)

[[ that holds the service fuse ]]

[[   S F/P C ]]

Fig. 8.2a

The main supply cable goes to a sealed unit [[that holds the service fuse]].

[[ S F/P C ]]

S F/P A

Fig. 8.3

f What we have done here first is analyze the superordinate clause in terms of
 its functions, represented on the third line of Fig. 8.3. We then shift to a more

detailed stage of analysis (second line of the figure) to analyse the rankshifted 
clause embedded within the nominal group.

Let us now look at another example.

(2) The circuit should be tested with some device which reliably indicates the
presence of mains voltage.

Here, the embedded clause is (2a):

(2a) which reliably indicates the presence of mains voltage

a sealed unit that holds the service fuse

Deictic Epithet Thing Qualifier

Premodifier Head Postmodifier

Fig. 8.1

The main supply cable goes to a sealed unit that holds the service fuse.

S F/P A

Fig. 8.2
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In analyzing for clause structure, example (2), like the first example, needs 
to be treated as having two depths, as indicated in Fig. 8.4. The embedded 
clause is a continuation of the Adjunct but has its own internal structure.

The circuit
S

should
F

be tested
P

with some device
A

super-
ordinate
clause

[[  which
[[    S

reliably
A

ndicates
F/P

the presence of mains voltage ]]
C ]]

embedded
clause

A continued super-
ordinate

Fig. 8.4

Analyzed for its experiential and logical structure, the nominal group some
device which reliably indicates the presence of mains voltage can be repre-
sented as in Fig. 8.5. This time we are not considering the internal structure
of the embedded clause.

some device [[which reliably indicates the presence of mains voltage]]

Deictic Thing Qualifier

Premodifier Head Postmodifier

Fig. 8.5

8.1.1 The defining relative clause

All the embedded clauses discussed so far are known as defining relative
clauses (also known as restrictive relative clauses  ). Full defining relative
clauses contain a relative pronoun or relative adverb. A relative pronoun
may be a wh-word (who, whom, which, whose) or it may be that. In some
relative clauses, however, the relative pronoun can be omitted entirely, and 
sometimes other elements are omitted.  (A different type of relative clause,

 called a non-defining – or non-restrictive – relative is discussed in Chapter 9.) 
The relative adverb where is not usually interchangeable with that t and is nott
omitted, but the relative adverb when sometimes is.

Two significant considerations in the grammar of relative clauses are: the
grammatical function of the group in which the clause is embedded; and the 
grammatical function of the relative pronoun inside the embedded clause
itself.

In English, any common noun, and some pronouns, can be modified by a
defining relative clause. The nominal group which contains the relative clause
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tmay realize any function normally open to nominal groups: for example, it 
may be Subject, Complement, part of an Adjunct or part of a prepositional
phrase functioning as Modifier in a nominal group. In (3), (4), (5) and (6), the 
nominal group containing the relative clause is italicized and its grammatical 
function given in parentheses; the relative clause itself is enclosed in double 
brackets.

(3) Any circuit [[t that is to be worked on]] must be dead. (Subject)
(4) Soil variations greatly affect the plants [[which can be grown]]. (Complement)
(5) The circuit should be tested with some device [[which reliably indicates the

presence of mains voltage]]. (Complement of preposition in an Adjunct)
(6) It’s a job [[that can be done all in one go]]. (Complement)

More significantly, perhaps, within the relative clause, the relative pronoun
can realize any of the functions open to a nominal group. In the previous
examples, although the nominal groups containing the relative clause have 
different functions, the relative pronoun is the Subject of the embedded clause
in every example. It does not always have to be so, however.

 In (7), (8), (9) and (10) the relative clause is in double brackets and the
relative pronoun is in italics; the function in parentheses is that of the relative 
pronoun within the embedded clause:

(7) The men [[who founded modern science]] had two merits. (Subject)
(8) Suddenly, the work [[that the Greeks had done from pure love of theory]]

became the key to warfare and astronomy. (Complement)
(9) In 1900, de Vries finally brought out the book [[in which he put forward his

‘mutation theory’]]. (Complement of preposition in Adjunct)
(10) It is most passionate in those [[whose lives are most exposed to catastro-

phe]]. (Possessive Premodifier of Head in Subject)

In (10) the nominal group whose lives is Subject of the relative clause, but the 
relative pronoun itself, whose, is Modifier, not Head of its group.

This is not the complete range of possible functions for the relative pro-
noun, but it gives some idea of the possibilities. The relative word itself can 
function as Adjunct (realized as where or when). We refer to these as relative 
adverbs, but they too are sometimes called relative pronouns. In (11) the rela-
tive clause is bracketed and the relative italicized.

(11) I remember those first days [[when Kissinger was in the White House]].

In a non-relative clause the function of the Complement is usually signalled 
by its position in the clause. The relative clause in (8) corresponds to the 
(constructed) independent clause (8a).

(8a) The Greeks had done the work from pure love of theory.

In (8a) the Complement is in its normal place after the Predicator. When this
 same proposition is expressed as a relative clause, as in the actual example,

(8), the relative pronoun that comes at the beginning of the clause even though 
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it is the Complement: that the Greeks had done from pure love of theory. The 
requirement for the Complement to follow the Predicator is overridden by
the requirement that wh-words and that come at the beginning of the embedt -
ded clause. Of course, there are other reasons why we do not always place 

 the Complement after the Predicator, as we have indicated in the discussion 
of Theme and Rheme in Chapter 4, and it is arguably for thematic reasons
that the relative or interrogative pronoun or adverb always comes first in its 
clause.

In sentences of this kind, some languages (unlike English) permit a pro-
noun in the Complement position as well as the relative marker at the begin-

 ning. This is why we sometimes find foreign speakers of English saying (or,
in this case, more probably writing) such things as (12).

(12) *The work that the Greeks had done it from pure love of theory became the t
key to warfare and astronomy.

To speakers of such languages, English seems to miss out a crucial element.
English teachers who condemn this error as ‘illogical’ are mistaken. True,
there is a kind of logic in the omission, but the inclusion is no less logical. To
understand this is not, of course, to recommend the practice.

8.1.2 Contact clauses

 Even more tricky for the foreign learner is the relative clause which omits the
relative pronoun entirely (but without any further ellipsis). We cannot omit 
the relative pronouns from (13) and (14).

(13) The men [[who founded modern science]] had two merits […]
(14) Here they met the woman [[whose ideas were to change their lives]].

However, instead of writing (8) (repeated below), the author (Bertrand 
Russell) could, if he had wished, within the options offered by English gram-
mar, have written (8b).

(8) Suddenly, the work [[that the Greeks had done from pure love of theory]]
became the key to warfare and astronomy.

(8b) Suddenly, the work [[the Greeks had done from pure love of theory]] became 
the key to warfare and astronomy.

 In fact, in (15) (brackets added), the same author did take this zero-pronoun 
option when he chose to write:

(15) Socrates was guilty of not worshipping the gods [[the State worshipped]].

Similar examples (brackets added) from our other sources are (16) and (17).

(16) The nerves [[we have just discussed]] are efferent nerves.
(17) But sometimes you meet the people [[you can’t forget]].



Embedded clause as Postmodifier/Qualifier 6167

Here there is no relative pronoun which or that, but the meaning is the same 
as if which or that had been included. Such clauses are often called tcontact
clauses. Even in written English, contact clauses are not particularly rare, but 
in spoken English they are much more common than clauses with a relative
pronoun. The following example is from a recording of a group discussion 
in a hospital.

(18) Is there anything else [[you’d like to do]] – before you go on to order any 
barium investigations?

 In the exercises at the end of this chapter, you are asked to think about the
grammatical limits to the possibility of omitting the relative pronoun.l

8.1.3 Relative with preposition

We now return to an example that we discussed earlier, (9), repeated here.

(9) In 1900, de Vries finally brought out the book in which he put forward his 
‘mutation theory’.

In this example, the relative pronoun which is the complement of the preposi-
tion in in a prepositional phrase functioning as Adjunct. The corresponding
nonrelative clause would be: he put forward his ‘mutation theory’ in the book.

 In principle, the grammar offers four choices here. Example (9) is the
choice that the author made, where the preposition is placed before the rela-
tive pronoun. The others, which he did not choose, are as follows.

(9a) In 1900, de Vries finally brought out the book [[which he put forward his
‘mutation theory’ in]].

(9b) In 1900, de Vries finally brought out the book [[that he put forward his
‘mutation theory’ in]].

(9c) In 1900, de Vries finally brought out the book [[he put forward his ‘mutation
theory’ in]].

In fact, it is an over-simplification to suggest that the author had all these
possibilities open to him. In practice, the one that he chose is most likely
because it is the preferred option for text in a formal register. So, although
the grammar contains all these possibilities, stylistic norms tend to determine

t which one is chosen. All the choices are available to the language user, but
statistically there are strong preferences according to the genre and context.

tIn another register, for example, in informal spoken text, the push might 
well be in the direction of one of the other possible forms, for example, in the
following utterances (from transcripts of classroom discourse by Sinclair and
Coulthard, 1975: 67, 71).

(19) Can you think of anything [[that they would be put on]]?
(20) […] further along up the road [[you’re driving on]] there are some workmen.
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This time, stylistic norms push the teacher who made these utterances away
from the formal options (on which they would be put and on which you’re
driving) towards the less formal choices. (This happens even though class-

 room discourse is far from being the most informal of registers.) In fact, the 
most significant stylistic choice here is between the preposition occurring

 at the beginning and the preposition occurring at the end. The difference
between keeping and omitting the relative pronoun is less striking, and both
occur in this discourse.

It must be borne in mind that the criteria for stylistic choices are subtle
and that crude generalizations are dangerous. There may be good reasons
why in specific instances the chosen form might not correspond with the
spoken/written, formal/informal dichotomy suggested here. For example, in
casual conversation the more formal option may be selected for humorous
effect. Also, there are constructions which militate against putting the prepo-
sition first even in formal registers; hence, the well-known story that, when

 reprimanded for ending his written sentences with prepositions, Churchill
(or some other wit) satirically replied: ‘This is the kind of pedantry up with
which I will not put  … ’ There is, of course, no basis for the prescriptive

 view that ‘fronted’ prepositions are preferable in all circumstances. In fact,
 ‘with which I will not put up’ would avoid the final preposition shibboleth

with less comic effect since up is not a preposition here but an adverb par-
ticle, but the sort of pedant who insists on this so-called ‘rule’ is not likely
to appreciate the difference, and anyway the satire on misguided pedantry is
jjustified.

fWhen we speak of the omission of the relative pronoun or ‘fronting’ of 
fprepositions, these are only convenient metaphors to facilitate discussion of 

varying but related structures. Some linguists have suggested in the past that 
 relative clauses without relative pronouns are best explained as structures

resulting from so-called ‘deletion transformations’ operating on underlying
rforms which do contain nominals (see the discussion of Chomsky in Chapter 
 12); this seems to give a sort of precedence to the so-called full relative form. 

f Similarly, the alternation between a preposition at the front or at the end of
the clause can be described as a movement from one position to the other.
Although in this book we use such terms as ‘omission’ and ‘fronted’, the 
terms are used loosely and metaphorically and there is no suggestion intended
of any such transformational account. In SFG, the various structures dis-
cussed are seen rather as the outcome of differing paradigmatic choices.

8.1.4 Non-finite relative clauses

 In the previous chapter, we considered an example which we renumber here
as (21).
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(21) In modern homes the mains switch and the fuses are contained in a box 
called a consumer unit.

The nominal group a box called a consumer unit can be analyzed as in Fig.
8.6. In discussing this earlier, we avoided discussing one way in which it dif-ff
fers from the other examples we were considering. This difference centres 
on the fact that the Postmodifier/Qualifier called a consumer unit is itself at
clause, for, although it lacks the functions Subject and Finite, it does contain a 
Predicator (realized by the non-finite verbal group called) t and a Complement
(realized by the nominal group a consumer unit). This is represented in 
Fig. 8.7.

a box [[called a consumer unit]]

Deictic Thing Qualifier

Premodifier Head Postmodifier

Fig. 8.6

In modern
homes

the mains switch
and the fuses

are contained in a box [[called a consumer unit.]]

[[P C]]

A S F P A

Fig. 8.7

The term reduced relative is widely used for such structures, that is for 
non-finite clauses which have the same function as ‘full’ relative clauses.
Note that this is not the same as a contact clause, where only the relative pro-

 noun is omitted. Examples (22) to (26) are further illustrations of non-finite
relatives. As before, the nominal group containing the relative clause is in 
italics and the relative clause is enclosed in double brackets.

(22) Hot water taps draw their water from a pipe [[connected to the top of the hot
water cylinder]].

(23) Most of the arguments [[presented[ in favour of this position]] had little 
impact […].

(24) All pipes [[drawing water from a cold water cistern]] should be fitted with a
stop valve.

(25) Take off the circlip [[holding the shaft control lever]].
(26) […] fit a new oil seal into the clutch housing [[protecting[ the oil seal lip]].

In these examples, then, the italicized structures have no Subject or Finite
but they are clauses nevertheless: non-finite clauses. There is an obvious sys-
tematic relationship here to clauses with a relative pronoun as Subject and
a Finite be. Try inserting that is/are/was/were at the start of each of the five
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 relative clauses above. In some cases, you find a neat fit, and in others the
result is a little clumsy; but roughly speaking there is a correspondence.

Analysed in SFPCA terms, these clauses, lacking S and F, are moodless t , but
they all have Predicators, three have Adjuncts and two have Complements.
Since the missing Subject would be the relative pronoun in a corresponding
full relative clause, obviously there is no relative pronoun present. Otherwise,
they are just like ‘full’ relative clauses and, as with full relatives, they func-
tion as Postmodifiers in nominal groups.

8.2 Multiple embedding of clauses

 In Chapter 7 we saw how prepositional phrases can repeatedly recur one within 
another. This is the phenomenon of recursion   in grammar. The examples
we analyzed there were of nominal group within prepositional phrase within
nominal group. When this recurs repeatedly, we have multiple embedding.

Repeated recursion can also happen with relative clauses, and, as with
prepositional phrases, the repetition may go on indefinitely, though in natu-
rally occurring, unselfconscious text, it is fairly limited. Example (27) has
two stages of embedded clause, a relative clause within a relative clause.

(27) This is the malt that lay in the house that Jack built.

In (27) everything after the word is realizes the Complement, but this con-
tains an embedded clause modifying the Head noun malt, and this in turn
contains a nominal group containing a further embedded clause modifyingd
house  . This gives us the bracketing in (27a) or, with SFPCA labels, Fig. 8.8.
The nominal groups containing embedding are: the house that Jack built  andt
the malt that lay in the house that Jack built.

(27a) This is the malt [[that lay in the house [[that Jack built]] ]].

r Another structure with more than one embedded clause is one where two or
 more linked clauses are embedded. The first example below, (28), contains 

two linked ‘full’ relative clauses; the second, (29), contains two linked mood-
less clauses (‘reduced’ relatives). (Italics and brackets have been added. The
symbol || indicates a boundary between two clauses without embedding, dis-
cussed in Chapter 9.)

This is the malt [[that lay in the house [[that Jack built]]  ]]

[[ C S F/P ]]

[[ S F/P A ]]

S F C

Fig. 8.8
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(28) This presents Plato’s ideal of a man [[who is both wise and good in the high-
est degree || and who is totally without fear of death]].

(29) A radial circuit [[t run in 2.5mm2 cable || and protected by a 20A fuse]] can
supply an area of up to 20 square metres.

Sometimes, we find two linked relative clauses with only one relative pro-
noun, as in (30).

(30) but cables [[that run through insulation || or run next to one another for a
considerable distance]] should be bigger.

Occasionally, we find complicated combinations of linking and embedding 
as in (31).

(31) A technological leader has to engage in expensive research and development 
activities which may lead nowhere, or which may lead to new inventions 
which have to be protected through patents […]

Here we have two relative clauses linked by or:

(i) which may lead nowhere
(ii) which may lead to new inventions which have to be dprotected

through patents

Within the second clause is a further embedding:

(iii) which have to be protected through patents.

Clauses (i) and (ii) jointly postmodify the Head activities, and clause (iii) 
postmodifies inventions. The embedding here can be represented by bracket-
ing as in (31a).

(31a) expensive research and development activities [[which may lead nowhere || 
or which may lead to new inventions [[which have to be protected through 
patents]] ]]

Children’s games and folk literature often exploit such characteristics of the
k language, pushing structures beyond normal limits. This happens in the folk

poem ‘This is the house that Jack built’, cited above, where each successive
step builds on the previous one by converting part of the previous utterance 
into a relative clause postmodifying a new Head:

This is the house that Jack built. (1 embedded clause)
This is the malt that lay in the house that Jack built. (2 embeddings)
This is the rat that ate the malt that lay in the house that Jack built. (3 
embeddings)

t This is the cat that killed the rat that ate the malt that lay in the house that
Jack built (4 embeddings)
and so on … and on … and on.
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8.3 Embedded clause as Subject or Complement

The examples of embedding that we have looked at so far are clauses as
 Postmodifiers in a nominal group. It is also possible for an embedded clause to

function as the whole of the Subject. You can see two parallel examples in 32.

(32) […] what is beautiful is also, in some respects, ugly; what is just is, in some 
respects, unjust. 

Before we get down to the embedded element, we can identify in each of the
two superordinate clauses a fairly straightforward relational clause on the
relational pattern X is Y plus one or two Adjuncts:Y

(i) [something] is […] ugly;
(ii) [something] is […] unjust.

In a different text, the constituents here represented as [something]  might be
realized by such nominal groups as, for example, the picture and this law.
This suggests that whatever fills that slot has much in common with a nom-

final group since it fulfils one of the potentials of a nominal group: that of 
realizing the Subject function. In each of these two parallel clauses, however, 
this Subject is itself a clause with a full clause structure. Thus the analysis
is as in Fig. 8.9. (Double vertical lines || indicate a clause boundary without 
rankshift.)

[[ what is beautiful]] is also in some respects ugly; ||
[[   S F C ]]

S F A A C

[[ what is just ]] is in some respects unjust.

[[   S F C ]]

S F A C

Fig. 8.9

Once again, we have analyzed the superordinate clause (represented in Fig. 
8.9 two lines below the text), and then, at a greater degree of delicacy, we

 have broken down the Subject into its own clause structure (represented as the
line immediately below the text). Apart from the additional Adjunct (also) in
the first, the two have identical structure: in both, the embedded clause is the 
Subject of the superordinate clause; in both embedded clauses, the Subject is
the pronoun what (meaning that which).

Another example of an embedded clause as Subject is (33), analyzed in 
Fig. 8.10.

(33) That Aristotle appealed to such principles is not surprising.



Embedded clause as Subject or Complementt 173

[[ That Aristotle appealed to such principles ]] is not surprising.

[[ S F/P A ]]

S F A C

Fig. 8.10

The word that looks at first glance as if it might be the relative pronoun that 
we find in a sentence analyzed earlier as (1), repeated here.

(1) The main supply cable goes to a sealed unit that holds the service fuse.t

However, a closer examination reveals that, whereas the word that in (1) 
is a crucial part of the embedded clause (the Subject), the item that in the
‘Aristotle’ sentence (33) has no such function. Indeed, it is not part of the
SFPCA structure of the clause at all, but rather has a textual function akin to 
that of a binding conjunction. It signals the rankshifted nature of the clause 
but is not a participant and has no SFPCA function. In other words, it has no
‘content’; it does not refer to any person, thing, or concept; it is not a nominal
group or any other kind of group. Some linguists call this second type of tthat
a complementizer. f(It should not be confused with the SFPCA function of 
Complement.) That-clauses which are agnate with clauses beginning who,
whom or which are relative clauses in which that is a relative pronoun; the 
complementizer that f has no such correspondence. We return to structures of t
this kind in Chapter 10.

 As well as functioning as Subject, embedded clauses can also function as
Complement as in (34), analysed in Fig. 8.11.

(34) They took what they wanted.

They took [[what they wanted]].

[[ C S F/P ]]

S F/P C

Fig. 8.11

8.3.1 Non-finite clauses as Subject or Complement

Just as embedded non-finite clauses can realize the Qualifier/Postmodifier 
functions, they can also realize the Subject or Complement function, as in the 
following examples. Again, the embedded clauses are presented in double
brackets.

(35) [[Cutting plaster]] is not difficult.
(36) You will enjoy [[meeting your fellow members]].
(37) [[To err]] is human; [[to forgive]] divine.
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An SFPCA analysis of these three gives us Fig. 8.12.

[[Cutting plaster]] is not difficult.

[[   P C   ]]

S F A C

You will enjoy [[meeting your fellow members.]]

[[   P C ]]

S F P C

[[To err]] is human; [[to forgive]] divine.

[[ P ]] [[  P   ]]

S F C S C

Fig. 8.12

Example (37), a well-known quotation from the eighteenth-century English 
poet Alexander Pope, offers two instances of a minimal embedded clause
consisting of only a Predicator. The second non-embedded clause to forgive
divine   is unusual in that it possesses a Subject and Complement, but no Finite 
or Predicator. This is possible because the presence of the preceding clause
with its similar structure permits the ellipsis of the Finite in the second clause
(see Chapter 5). Traditional grammarians would say that in the second clause
is is ‘understood’. In fact, it is so well understood that the line is often mis-
quoted as: To err is human; to forgive is divine.

8.4 Postposed clauses

The utterance analysed above as (33), repeated here, originally occurred in a 
written text, a history of biological scientific discovery.

(33) That Aristotle appealed to such principles is not surprising.

Imagine a scenario where you are engaged in high-flown philosophical chat 
with a friend; or, if you find that difficult to imagine, pretend that you are 

a participating in a philosophy seminar in which a spontaneous discussion of a
 paper on Aristotle is taking place. It is possible that you might come up with 
 the utterance (33) as quoted. However, it is more likely that you would say 

(33a):

(33a) It isn’t surprising that Aristotle appealed to such principles.

There is no significant difference in the experiential content of these two 
utterances, yet stylistically they differ considerably. The first belongs to a
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register at the formal end of the formality cline, whereas the second is nearer 
the informal end. There are also implications for Theme–Rheme and Given–
New assignment (see Chapter 4). What is going on here syntactically?

Instead of being placed in the unmarked position for Subject, the embed-
ded clause that Aristotle appealed to such principles is placed at the end, 
but, because English requires an explicit Subject in full declarative clauses, 
the so-called ‘empty’ pronoun it stands in, as it were, and holds the fort untilt
the real ‘content’ of the Subject comes along in the shape of the embedded
clause. In Chapter 3, we referred to it as a ‘dummy subject’, on the grounds
that although it functions in some sense as a Subject, it has no content and is
merely a grammatical place-holder.

In this, it differs from the personal pronoun it, which normally co-refers 
with some nominal group in the text (providing a cohesive tie) as in (38) and 
(39), or refers exophorically to some referent outside the text, as in example
(40) (italics added).

(38) [… ] there is a unity in the world, but it is a unity resulting from diversity.t
(39) Remove the lower suspension arm hinge pin by withdrawing it towards the

front of the vehicle.
(40) Is it a bird? Is it a plane?t

In the first two examples, it refers to some item mentioned in the text, namely
a unity and the lower suspension arm hinge pin, respectively. In the third, pre-
sumably, it r refers exophorically to some object in the sky, visible to speaker
and hearer.

The structure with the ‘dummy’ it in Subject position and the embeddedt
clause placed later is often known as extraposition, on the grounds that the

 embedded clause is ‘extra-posed’ (literally ‘placed outside’). It may also be
described as postposition on the grounds that it is ‘placed after’; and SFL lin-

 guists tend to use this term. As we said in Chapter 3, this structure is analyzed
as a discontinuous Subject starting with it and continuing with the embeddedt
clause. Hence we have the analysis in Fig. 8.13.

It isn’t surprising [[that Aristotle appealed to such principles]].

[[ S F/P A ]]

S <F C> Subject continued

Fig. 8.13

Thus, Pope might have written It is human to err; it is divine to forgive,
though, if anyone had suggested it, as a poet of some distinction, he would no
doubt have rejected the idea since it would hardly have met the strict require-

 ments of his metre, and the conciseness and thematic force of the original
would have been lost.
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tAs we have already said, we must be wary of crude generalizations about 
register. It is true that the use of the embedded clause without postposition is

 more typical of formal written language and the postposed version is more
typical of informal spoken language, but these are tendencies and not abso-
lutes. It is perhaps more common to find postposed Subject clauses in formal

t language than to find the non-postposed form in casual speech. Although it
 seems grammatically less straightforward than its counterpart, the postposed

form is much more frequent in English and is found in a wider range of regis-
ters. In the wrong context, the structure without postposition can easily sound 
stilted. The length of the Subject clause is also a factor: other things being 
equal, the longer and more complicated the clause, the more likely it is to be
postposed.

Non-finite embedded clauses can be postposed as in (41) to (43).

(41) It is difficult to disentangle them.
(42) It is impossible to say how far.
(43) It is important to keep all hose clips tight and occasionally to inspect the

hoses.

Example (43) has two linked clauses in the postposition: (i) to keep all hose
clips tight; (ii) and occasionally to inspect the hoses. (See Chapter 9 for fur-
ther discussion of such structures.)

 In spite of their similar appearance, infinitival clauses of this kind should
be distinguished from infinitival clauses which have the meaning ‘in order to
[…]’, as in (44) (italics added).

(44) Follow the same procedure to shorten an old chain.

 Clauses of this last type are not postposed continuations of the Subject and
so are analysed quite differently; they are not embedded. We return to this 
point in Chapter 9, where you will learn to distinguish between embedded
and dependent clauses.

8.5 Other embedded clauses

Some adjectives systematically permit clause embedding:

ready [[to die for the cause]] glad [[to oblige]]
able [[to concede a point]] eager [[to help]]
quick [[to reply]] happy [[to be of service]]

(Recall that groups with adjectives realizing Head are classed in IFG as nomi-
nal groups: see Chapter 7.)

fHowever, embedded clauses do not operate only as part of or in place of 
nominal groups. They can be placed as Postmodifiers in comparative adver-
bial groups, such as:
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more easily [[than anyone had imagined]]
faster [[than any of his rivals could manage]]

and also in:

as thoroughly [[as time permits]]
as fast [[as you can]]

Embedded clauses can also postmodify adverbs and adjectives that are pre-
modified by too or so:

too cleverly [[for anyone to imitate]] so soon [[that no one was ready]]
too hot [[to handle]] so clever [[that you hate him]]
too young [[to really be in love]] so sad [[that I cried]]

Summary

In this chapter we follow up the issue of the structure of the nominal group
(and, briefly, of other groups) by examining the phenomenon of embedded
clauses. Like the prepositional phrase (see Chapter 7), the embedded clause 
can function as Qualifier, which usually corresponds to the Postmodifier in 
Head-Modifier terms. Because an embedded clause is one which is used as 
a unit of lower rank or as part of such a unit, it may also be referred to as a
rankshifted clause.

In the case of defining relative clauses, the embedded clause functions as 
Qualifier and Postmodifier within a nominal group, and as such can be treated
as a simple constituent of the group. However, because it is a clause, it has
the elements of clause structure within itself, and can be analyzed as a clause 
in its own right. The relative words (that, who/m, which, whose, when) may 
be omitted in certain circumstances to give a ‘contact clause’. Also, relative 
clauses may be non-finite (that is, moodless, lacking Subject and Finite), in
which case they may be known as ‘reduced relatives’.

Multiple embedding (as well as linking) can occur in embedded clauses 
(as in prepositional phrases) and permutations of embedded prepositional
phrases, relative clauses and linking may occur.

Embedded clauses can occur as Subject or Complement; these too can be 
finite or non-finite. Subject clauses can occur straightforwardly in the nor-
mal Subject position or they may be discontinuous with a dummy pronoun tit
holding the usual Subject position and the embedded clause postposed. The 
choice between these alternatives has implications for thematic meaning and
may be influenced by register.

Finally, we list some examples of embedded clauses in adverbial groups 
and in nominal groups with adjective as Head.
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Further study

IFG develops in much greater detail the areas outlined in our Chapters 7 and
8, addressing a number of difficulties that we have ignored.

An example of how this type of grammatical analysis may be applied can
be found in Hewings and Hewings (2004). This is a report on a small corpus
study examining ‘it-clauses’ (i.e. clauses with postposition, which they call 
‘extraposition’) in academic writing in fifteen student MBA dissertations and
twenty-eight published articles on business studies. The rhetorical functions 
identified are: hedges (e.g. it is likely that …), attitude markers (e.g. t it is
interesting to note that …), emphatics (e.g. it is true that …) and attribution
(e.g. it has been argued that). The authors examine differences and similari-

 ties between the student writing and the professional writing in terms of such 
f matters as lexical choices and frequency of occurrence, and an explanation of

the differences is suggested.

EExercises

Exercise 8.1

(i) Identify the Qualifiers in the following nominal groups and label them as
prepositional phrase (pp), defining relative clause (rel) or ‘other’ (other).

(ii) Label the relative clauses as full, reduced or contact.

1. someone who deters a voter
2.  any copies that they hold
3. details of the meeting points
4. our opportunity to get the policies in place
5. the seats we need
6. the secrecy of the ballot
7. the options specified in that ballot
8. individual members like you
9. the options being voted on

10. more likely to vote
11. a nightmare that robs him of his family
12. the uncomfortable juxtaposition of melodramatic hokum and horribly 

explicit violence

Exercise 8.2

Analyse the examples below and label them for SFPCA; also analyse the
embedded clauses.
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1. These divers could find things which are invaluable.
2. The evil that men do lives after them.
3. Here was a man who was unhappy.
4. You must complete the tear-off section attached to this leaflet.
5. We would like to hear about what we did well.
6. I was one of the youngest people acting on that stage.
7. I would recommend it to anyone who wants to be an actor.
8. It is obvious that these atrocities cannot go on.
9. The group that used to meet on Saturdays has been disbanded.

10. This speech typifies a party whose time is up.

Exercise 8.3

Indicate with double-brackets the embedded clauses in Examples 1 to 10 
below:

1. An appointment has been made for you to attend Dr Smith’s Cardiology
Clinic.

2. It’s essential that diabetes is diagnosed quickly.
3. Please choose the method which you feel most comfortable with.
4. He guided us back to a point where a cattle trail led into the bush.
5. What makes them especially appealing is the fact that they are still 

nearly all in use.
6. One has the impression that there is nothing that cannot be bought.
7. Valencia’s festival par excellence, and one which is unrivalled any-

where else in Spain, is Las fallas.
8. You can create letters and other documents that look just as good as 

anything you might buy from a high street print shop.
9. We are constantly looking at ways to improve the care and services

we provide at our hospital.
10. What you see is what you get.

Exercise 8.4

With reference to the examples in the previous exercise, Exercise 8.3:

1. Find examples of postposed clauses (two).
2. Of these postposed clauses, which is a Qualifier?
3. Give a more formal version of the relative in Example 3.
4. Which example has embedded clauses as both Subject and Complement?
5. Which other example has an embedded clause as Subject?
6. In the answers to (4) and (5), which experiential process do the super-

ordinate clauses represent?
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7. Which of the sentences in 1–10 in Exercise 8.3 features a relative
adverb?

8. t Rewrite the two postposed examples (in question 1 above) without
postposition.

Exercise 8.5

(a) Try to specify grammatically when you cannot omit the relative prot -
 noun or adverb. One way of proceeding would be to collect a sample
 of sentences containing relative clauses with and without a relative, and

analyse them.
(b) Using a similar procedure, try to determine the grammatical conditions 

when a wh-relative pronoun is possible but that-relative is not.
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Clause complexes: expansion

9.1 Ways of combining clauses

In Chapter 8, we mentioned the folk poem – or word-game – ‘The house that 
Jack built’. This plays on the recursive potential of defining relative clauses, 
which are rankshifted clauses functioning as Postmodifier/Qualifier in a nom-
inal group. In such instances, one clause is embedded within another as part 
of that other’s constituent structure.

There are, essentially, two further ways in which sentences can incorporate
r more than one clause. The first involves simply linking the clauses together

on an equal footing (parataxis(( ), as in (1) below. The second involves binding 
one clause to another in a dependency relationship, where one clause, in a 
manner of speaking, dominates the other (hypotaxis), as in (2).

(1) We are here 6,000 feet above the sea, and the equatorial sunshine is immense-
ly hot and bright.

(2) […] the Blue Nile grows steadily wider and warmer as it advances at a slower 
pace into the desert […]

Where clauses are joined together in either of these ways, we have a clause
complex.

9.2 Paratactic clause relations

When young children tell stories, they make heavy use of the conjunction 
and. This is perhaps the most basic way of combining clauses, and here too

 the potential is exploited in oral folk literature, where the device is used
repeatedly to produce an interminable sentence.

In one such story, a cruel king with an insatiable appetite for narrative 
offers marriage to any girl whose storytelling can make him say, ‘Enough!’
As is usual in such tales, the price for failure is death. The astute young 

 woman who wins this implausible competition achieves her goal by adding
identical clauses to each other:
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r… and a locust came and took away another grain of corn, and another 
locust came and took away another grain of corn, and another locust came
and took away another grain of corn …

r Obviously, it would not take long for even the most enthusiastic listener
to reach satiation point with such a story. Small wonder that the king in
the tale admitted defeat and married the girl. In narratives composed by 
young children, the clauses linked together in this way are not usually iden-
tical repetitions, but the effect can be almost as monotonous if repeated too
often.

Nevertheless, used with more discretion, this means of combining clauses
 is extremely common even in the most sophisticated writing, as shown by the 

first example in this chapter, (1) (from a popular history book), or the follow-
ing text fragment (from a car manual).

(3) Lever the rear of the gearbox/transmission unit over towards the exhaust pipe
and free the lefthand drive shaft from the sunwheel. Push the unit in the oppo-
site direction and free the other drive shaft.

 This text features two clause complexes. Each is in the imperative mood and
consequently has no Subject. They are analysed as in Fig. 9.1. The SFPCA 

 labels are also given. Since conjunctions do not play an integral role in the
 SFPCA functions, they are unlabelled here. (Double vertical lines (||) indicate 

a clause boundary. Triple vertical lines (|||) represent a clause complex bound-
ary but are often omitted.)

||| Lever the rear of the gearbox/transmission unit over towards the exhaust pipe ||
P C A

1

and free the lefthand drive shaft from the sunwheel. |||
P C A

2

||| Push the unit in the opposite direction || and free the other drive shaft. |||
P C A P C

1 2

Fig. 9.1

Apart from the fact that the last clause has no Adjunct, these four clauses are
virtually identical in structure. The author might have chosen to present them
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as four separate sentences, but no doubt there were good reasons for linking 
the two pairs in this way. In terms of the real-world activity referred to here, 
the second proposition (free(( the lefthand drive shaft from the sunwheel) is
logically linked to the first, and the fourth has a similar logical relationship to
the third. The author chose to reflect these parallel relationships in two paral-
lel clause complexes, each containing a pair linked by and.

When two clauses are paratactically linked in this way, we number the first 
clause 1 and the second 2, as shown in Fig. 9.1.

 The possibility of going beyond two clauses in a complex is illustrated
in the examples below, taken from a telephone company’s information bro-
chure, where we have a complex of three such clauses. In the locust story

 and the children’s narratives we mentioned, we have a number of clauses
with and foccurring before each new clause. However, most registers of d
English feature only one occurrence of the conjunction and in multiple linkedd
clauses, and this occurs before the last in the series. In written English, the
clauses are usually separated by commas, though the comma is often omitted
before and.

(4) Your calls will be put through quicker with your new exchange, the lines will 
be clearer, and there will be fewer faults.

Without indicating the SFPCA structure, we can label the clauses as
follows:

||| (1) Your calls will be put through quicker with your new exchange |
(2) the lines will be clearer || (3) and there will be fewer faults. |||

The numerals 1, 2, 3 indicate clauses of equal status in the order in which 
they occur; thus, we cannot have a sequence of clauses numbered *2, 3, 1 or 
*3, 2, 1. The numbers have no significance other than indicating the actual 
order in a series of linked clauses. In the story about the locusts, of course, the
numbers would continue far beyond 3.

From the same source as (4), in example (5), analyzed below, we have a 
complex of three imperative clauses linked by and.

(5) Just pick up the handset, tap in the code and enter the time you want to be 
contacted.

||| (1) Just pick up the handset, || (2) tap in the code ||
(3) and enter the time you want to be contacted. |||

Example (5) contains a rankshifted clause embedded in the third linked 
 clause. Since it is embedded, it does not count as a separate element in the

clause complex, and so it does not affect our analysis of the three linked 
clauses in any way except that in a more detailed analysis we could also ana-
lyze the clause in its own terms as demonstrated in Fig. 9.2.
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||| Just pick up the handset, || tap in the code ||
A P C P C

1 2

and enter the time [[you want to be contacted]].|||
[[ S F/P ]]

P C

3

Fig. 9.2

In the following short text, (6), we find the repeated use of linking of paired
parallels using the conjunction and; then a further clause is linked to the sec-
ond pair by but.

(6) The planets came out of the sun, and the sun came out of a nebula. It has 
lasted some time, and will last some time longer; but sooner or later – prob-
ably in about a million years – it will explode, destroying all the planets.

As we have said already, these conjunctions (and, but) belong to a subcate-
gory of conjunctions called linking conjunctions or linkers.  They are also
known as ‘co-ordinating conjunctions’. They do not have a role in the SFPCA
structure of the clause.

The semantic distinctions among and, but, or and so  can be very roughly
summarized as follows: and is additive, indicating addition and sometimes
chronological or logical sequence; but f is adversative indicating a contrast of
some kind; or is disjunctive, signalling a relation involving alternatives; r so  is
consequential, indicating a cause-effect type of relation. In fact, the semantics 
of these words can be very subtle and shades of meaning can often be distin-
guished only in context.

9.3 Hypotactic clause relations

The second way in which a clause complex can be formed is to combine the 
clauses in such a way that one is dependent on another. This is known as 
hypotaxis, and the clauses are said to have a hypotactic  relation. A more usual
term for this is dependency, and we shall normally use the term tdependent
clause  to label a clause which is bound to another in a hypotactic relationship.
The clause to which it is bound is called the dominant clause.

The example we gave of a dependent clause at the beginning of this chapter 
involved the conjunction as. The example is repeated here for convenience.

(2) […] the Blue Nile grows steadily wider and warmer as it advances at a slower 
pace into the desert […]
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Here the second clause (as it advances at a slower pace into the desert)  is
bound in a hypotactic relation to the first clause (the Blue Nile grows steadily
wider and warmer). The conjunction as   signals this relationship. We have
already said that as and other words that belong in the same class make up
the subclass of conjunctions known as binding conjunctions or binders (tra-
ditionally, ‘subordinating conjunctions’). A complete list of these would 
be very long, but it would include such items as: when, while, until, before,
after, ifff unless, since, because, where, whereas, so that. f This is not to say, of
course, that some of these words (or rather phonologically and graphologi-
cally identical forms) cannot show up in different word classes or realize dif-ff
ferent functions.

 In the previous section, we indicated that clauses in a paratactic (equal)
relation can be labelled with the numerals 1, 2, etc. As we mentioned earlier 
in the book hypotactic (dependent) relations are conventionally labelled using
the Greek alphabet symbols: a Alpha; b Beta; g Gamma; g d Delta, e Epsilon,
etc. The use of the Greek alphabet avoids the confusion that would arise from 
using the symbols A, B, C, etc., some of which are already in use as gram-
matical labels; for example, A means Adjunct and C is used for Complement.

So we can analyse (2) simply as: a, b   or, by adding the SFPCA labels, as
in Fig. 9.3.

||| The Blue Nile grows steadily wider and warmer ||
S F/P A C

a

as it advances at a slower pace into the desert. |||
S F/P A A

b

Fig. 9.3

9.3.1 Sequencing of clauses: Theme and Rheme revisited

One striking way in which hypotactic clause relations differ from paratactic 
ones is that the sequence of labels can vary. In paratactic clauses, as we have

r already said, the sequence 1, 2, etc., cannot be altered. Or to put it another
way, if we change around the sequence of the clauses, then the numbers will
reflect the new sequence. In one of the clause complexes quoted earlier, we 
had the sequence:

||| (1) The planets came out of the sun || (2) and the sun came out of a nebula. |||
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In this complex, we hear first about the more recent event in pre-history, and 
then about an event preceding it. The effect of this is that we perceive pre-
history from our present standpoint, seeing first the event which is closer to
us in time and secondly the event which is further back in time. Suppose that 

 the author, Bertrand Russell, had decided to put this the other way round,
as he might well have done to achieve a somewhat different effect, placing

 the events in their chronological order. The clauses in first and second place
would be different in content, but in our analysis the first would still be num-
bered 1 and the second 2.

||| (1) The sun came out of a nebula || (2) and the planets came out of the sun. |||

This is self-evident in view of what the numbers signify, namely the sequence 
(the order of occurrence) of the clauses. The numbering has nothing to do 
with the sequence of the real-time events being recounted.

However, the labels a, b and so on, used to label clauses in a hypotactic 
relationship of dependency, do not say anything about clause ordering. They
indicate rather the hierarchical relationship whereby one clause depends on –
‘hangs from’ – another.

||| (b) As it advances at a slower pace into the desert ||
(a) the Blue Nile grows steadily wider and warmer. |||

A corollary of this is the fact that whereas the linking conjunction (and, but,
or, so) never occurs at the beginning of the complex which it links, the bind-
ing conjunction (as, because, when and so on) can foccur at the beginning of 
the complex which it binds.

The decision to put the dependent clause before or after the clause on
which it depends (the dominant  clause) is not an arbitrary one. There are
significantly different meanings attached to such choices, notably those iden-
tified with the functions of Theme and Rheme discussed in Chapters 4 and
5. As we indicated there, the functions of Theme and Rheme are most sig-
nificant within the clause, as reflected by the sequencing of S, F, P, C and 

 A. Clearly, however, placing a clause at the beginning of a clause complex
suggests a thematic role for that clause as a whole in relation to the other 
clause(s) within the complex.

● The thematically unmarked sequence is: dominant clause followed by
dependent clause: a, b.

● The thematically marked sequence is: dependent clause followed by domi-
nant clause: b, a.
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 So far we have been discussing a hypothetical alternative to an actual
unmarked utterance, but let us now consider some authentic examples of the-
matically marked clause complexes.

We begin with an example from our well-thumbed motor-vehicle manual.

(7) Unless wear or damage is apparent, further dismantling of the rocker shaft is 
unnecessary.

This example has the sequence b, a, that is a dependent clause followed by a 
dominant clause. Example (7) can be analysed as in Fig. 9.4, giving the clause 
complex labels and the SFPCA labels.

||| Unless wear or damage Is apparent ||
S F C

b

further dismantling of the rocker shaft is unnecessary. |||
S F C

a

Fig. 9.4

The fact of making the dependent clause the starting point has meaning for 
the message conveyed. The dependent clause expresses a contingency, con-

 straining the proposition expressed in the dominant clause. In (7), by placing
the condition first, the author signals that this is the ‘peg’ on which the clause
complex hangs. The same is true of the time clause in (8).

(8) When the gap is correct, the feeler blade should just fall by its own weight.

The starting point (the Theme) is when the gap is correct; the Rheme is the
dominant clause the feeler blade should just fall by its own weight. Of course,
each clause has its own internal thematic organization. In these clauses, the 
binder may be classed as structural Theme, a sub-type of textual Theme (IFG

 Section 3.4). So the analysis for Theme and Rheme in these two complexes
can be shown as in Fig. 9.5.

The Themes of the first clause in both complexes are multiple Themes and
so they could be more delicately analysed, as in Fig. 9.6.

Although dependent clauses of this type usually begin with a binder (when,
ifff unless, because  and so on), they are not always signalled in this way.
Consider (9).

(9) Should the crankshaft sprocket teeth be worn, remove the sprocket with a 
suitable extractor.
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An alternative to this, without any striking change of meaning, would have 
been (9a).

(9a) If the crankshaft sprocket teeth are worn, remove the sprocket with a suit-
able extractor.

In the authentic version, (9), instead of using the binding conjunction if to
signal a condition, the author has chosen the less frequently used possibility 
of Subject-Finite inversion with should.

Sometimes we find the binder if in the dependent clause used in connectionf
with then in the dominant clause. In such cases, if goes with the dependent 
clause and then with the dominant clause. This can happen only when the
dependent clause precedes the dominant as in (10).

(10) If an argument is valid, then it is consistent.

This example comes from a textbook on formal logic, which is a field that 
exploits the if … then combination a great deal since it is a basic formula 

 in logic. However, we can find frequent examples of it in fields other than 

Unless wear or damage is apparent,

Theme Rheme

Thematic clause

further dismantling of the rocker shaft is unnecessary.

Theme Rheme

Rhematic clause

When the gap is correct,

Theme Rheme

Thematic clause

the feeler blade should just fall by its own weight.

Theme Rheme

Rhematic clause

Fig. 9.5

Unless wear or damage is apparent

When the gap is correct

structural Theme topical Theme

Theme Rheme

Fig. 9.6
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logic and in genres other than the textbook. In (11), we find then following a 
dependent (condition) clause which, instead of using ifff uses Subject-Finite 
inversion as in (9). This suggests that then is tied to the condition-conse-
quence relation rather than to the actual word ifff

(11) Should the tests prove the pump is functioning correctly, then obviously 
other causes for fuel starvation must be sought.

Then, used to express this consequence relation, seems to be semantically
unnecessary since its function is only to ‘underline’ a semantic relation
between the two clauses that is already explicit in the use of if  or in the inverff -
sion with should. Of course, there may well be cases where such ‘underlin-
ing’ serves a useful textual purpose (see Chapter 5 on cohesion).

9.3.2 Non-finite dependent clauses

All the examples of hypotaxis that we have so far considered have involved
finite clauses. However, dependent clauses are frequently non-finite, as in the
following examples. The dependent clauses are in italics.

(12) Remove the fan and the water pump pulley and the drive belt after slacken-
ing off the generator securing bolt and strap bolt.

(13) This is an issue over which parental feelings tend to run high as stated above.
(14) Hearing these words, even an amateur mathematician would trot out 

Laplace’s equation.
(15) Looking down from the top, one sees far below a narrow gorge filled with 

water.

In examples (12) and (13), the dominant clause precedes the non-finite
dependent clause; in (14) and (15), they are the opposite way round. In (12)
and (13) there are binders (after and r as, respectively) to signal the depend-

 ency relation, but (14) and (15) do not have any. The Predicators in (12), (14)
and (15) are present participles (V-ing forms) and in (13) the Predicator is a 
past participle (passive). Paraphrasing with agnate finite clauses, we might 
recast the examples as:

(12a) Remove the fan and the water pump pulley and the drive belt after you
have slackened off the generator securing bolt and strap bolt.

(13a) ?This is an issue over which parental feelings tend to run high as it was
stated above.

(14a) If (or When) he/she heard these words, even an amateur mathematician
would trot out Laplace’s equation.

(15a) When one looks down from the top, one sees far below a narrow gorge 
filled with water.

There are obvious strong correspondences between the authentic non-
finite versions and the constructed finite ones, but they are not entirely
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straightforward, and so it would be rash to argue that they carry exactly the
same meaning. (13a) is a questionable construction, but we might compare
the dependent clause in (13) with the less awkward active voice clause: as
we stated above. The choice of when and if is in doubt in (14a) and perhaps
(15a) and so on. Even so, there are strong resemblances. Sometimes, how-
ever, there is no obvious corresponding finite clause, as in (16).

(16) Using a micrometer, measure the dimension across two splines on the final 
drive pinion.

Non-finite clauses in a clause complex with a finite clause are always depend-
ent. Earlier, so was mentioned as a linking conjunction (for example, I have
started so I’ll continue, where the two clauses are in a paratactic relation).
However, in (17) we have a different so t , an adverb functioning as Adjunct
with a meaning similar to thereby or in this way.  The two clauses are in a
hypotactic relation, with the first clause dominant and the second dependent.

(17) Electric light simulates daylight, so inducing the fowl to lay more frequently.

Present and past participles are not the only Predicators to appear in non-finite 
dependent clauses. Infinitives are also common, as in (18), (19) and (20).

(18) To remove the skin, cut off the tail and scrape towards the head.
(19) An RCD can be fitted as a separate unit between the meter and main switch 

to protect the whole house.
(20) […] the laws of perspective were first studied by the geometer Agatharcus

in order to paint scenery for the plays of Aeschylus.

The examples we have considered in this chapter so far all have a similar 
 function: they expand on the proposition in the dominant clause, indicating 
 some contingency relating to that proposition: of condition, time, purpose, 

means, manner and so on. For example, the infinitive clauses in (18), (19)
and (20) all express purpose. In fact, the functions of these dependent clauses 
have much in common with those of Adjuncts and Circumstances within the
clause, and in traditional grammar they are called ‘adverb clauses’ and sub-
classified as adverb clauses of time, manner, condition, purpose and others.

We label this class of dependent clauses expansion clauses. The expansion
function cuts across the paratactic/hypotactic dimension so that both hypotac-
tic and paratactic clauses can realize that function. The counterpart to the
expanding function is that of projection, which is dealt with in Chapter 10.
First, we take a look at a somewhat different dependent clause, also with an
expanding function: the non-defining relative.

9.3.3 Non-defining relative clauses

 In Chapter 7, we discussed the defining relative clause (also known as the 
restrictive relative clause), demonstrating that this is a form of embedded
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clause functioning as Qualifier/Postmodifier in a nominal group. This func-
tion involves the limiting of the scope of reference of the Head. Thus, when
we read the example from Chapter 7 containing a defining relative,

Any circuit that is to be worked on must be dead,

we understand that the predication ‘must be dead’ applies not to just ‘any 
circuit’ but only to any ‘that is to be worked on’. The defining relative clause 
is part and parcel of the nominal group and it narrows down the potential
meaning of the Head.

Non-defining relative clauses (also known as ‘non-restrictive’ relative
clauses) are less intimately bound up with the item that they relate to and are
analyzed not as embedded clauses but as dependent clauses.

(21) […] he then measured the shadow of the pyramid, which was of course
equal to its height.

(22) This general rejection was mainly due to Hipparchus, who flourished from
161 to 126 BC.

(23) There is even a slight note of derision from Fanny Burney, who also met
Bruce at this time.

 The relative clauses italicized in (21), (22) and (23) are non-defining: they do
not pinpoint their antecedents in the way that defining relatives do, their func-

rtion is rather to provide additional information about the antecedent. Their 
function is not to restrict the scope of reference of a Head, but, almost par-
enthetically, to comment further. Such a clause is grammatically dependent 

 on the dominant clause, but it is not an integral part of it. We could roughly
paraphrase (21) by saying:

(21a) he then measured the shadow of the pyramid, and it was of course equal to
its height.

However, we could not paraphrase the defining clause example by saying:

Any circuit must be dead, and it is to be worked on.

However, non-defining relatives are analyzed not as paratactic but as
hypotactic structures. They are not integrated into the clause that contains the 
antecedent in the way that rankshifted clauses are, but they are dependent. 
Example (21) is analysed as in Fig. 9.7.

Along with this difference in meaning between defining and non-defining 
clauses, there are some additional implications for the grammar, as well as for 
intonation (in the spoken mode) and for punctuation (in the written).

In the construction of defining relative clauses, speakers of English usually
have the option of using either wh-pronouns or that. In non-defining clauses,
the relative pronoun is always – or nearly always – a wh-pronoun. Also, the
frequent simple omission of the relative pronoun that occurs with defining
clauses (in contact clauses such as: the book ^ you lent me) is not paralleled
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tin non-defining clauses. However, ‘reduced’ non-defining relatives do exist 
(that is, moodless, non-finite relative clauses) as in (24).

(24) The citadel, built by Saladin in the twelfth century, was a fine complex of 
dun-coloured battlements.

We analyze this as a reduced non-defining relative by analogy with the agnate
clause complex (24a) (constructed).

(24a) The citadel, which was built by Saladin in the twelfth century, was a fine
complex of dun-coloured battlements.

As we were modifying this chapter, a query was raised on an internet sys-
temic discussion group regarding the analysis of the following sentence:

Founded in 1690 by Prince Constantine Brancoveanu, f the monastery of 
Horezu is a masterpiece of the ‘Brancovenesti’ style.

In fact, it very closely resembles our Example (24), even (coincidentally) in 
its similar content. Our example (24) could be reformulated as (24b):

(24b) Built by Saladin in the twelfth century, the citadel was a fine complex of 
dun-coloured battlements.

From our initial analysis of (24) as a reduced non-defining relative, you
can deduce that we analyse this initial clause (Founded in 1690 by Prince
Constantine Brancoveanu) in the same way: as a b-clause dependent on an
a-clause in a clause complex. Except for the difference in constraints on
where it can be placed, this clause is similar to the (unattested) non-defining
relative: which was founded in 1690 by Prince Constantine Brancoveanu.

There is a striking difference in the intonation of defining and non-defining
clauses that is reflected in the practice of setting apart non-defining clauses
with commas. Of course, punctuation is not always practised consistently 

t enough for this to be a sure way of distinguishing the two clause types, but
it is the norm in careful writing, and can often prevent potential ambiguity.
Without the commas, and out of context, we might read the relative in (24) as 

||| he then measured the shadow of the pyramid,||
S A F/P C

a

which was of course equal to its height.|||
S F A C

b

Fig. 9.7
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a defining clause, inferring a distinction between this citadel built by Saladin 
t and other citadels that were built by other people. In fact, when we look at

Text 9A, we can see that this has to be a non-defining clause.

Cairo, on the other hand, was a flourishing place […]. It lay a little dis-
tance from the right bank of the river under the cover of the Mokattam
Hills, and was ringed by high walls and dominated by a citadel.

The skyline, seen from a distance, had romantic aspects: the domes 
and minarets of 300 mosques rose from the smoke of cooking fires,
and the palm trees and cultivated fields along the river bank gave the
place a placid and rather rural air. The citadel, built by Saladin in the 
twelfth century, was a fine complex of dun-coloured battlements, and 
in the desert beyond, on the opposite side of the river, one descried the 
pyramids.

Text 9A (Moorehead, The Blue Nile,1 p. 73)

The citadel is mentioned twice in this text fragment; the first time it is ‘a
citadel’; the second time it is ‘the fcitadel’. We already know by the time of 
the second mention which citadel is being referred to here. There is therefore 
no need for a defining clause. For the purposes of this fragment of discourse,
there is only one citadel. The fact that it was built by Saladin in the twelfth 
century is an expansion, a further piece of information that the author chooses

t to express as a non-finite dependent clause, a non-defining relative. He might
have expressed it in a separate sentence or in a ‘full’ finite dependent clause 
(which was built by Saladin in the twelfth century), but, without more drastic
changes, he could not have expressed it as an embedded clause modifying
citadel.

There is a moral here. Although, for the purpose of exposition in this book,
twe frequently deal with isolated examples torn from their setting, we do not 

wish to suggest that sentences are constructed without regard to the sentences
around them. We can say a great deal about the structure of clauses by look-
ing at clauses in isolation, but language is produced and understood not as 
individual clauses but as text. What happens in any clause is determined by 

tthe rest of the text in which it occurs. We have made this point already, but it 
is important to bear it in mind, and we feel justified in repeating it from time 
to time.

There is another difference in the work done by defining and non-defining
relative clauses. A non-defining clause may have as its antecedent not just a
nominal group or its Head but an entire clause or clause complex. To look at 
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it in another way, non-defining relatives sometimes express a comment on a
whole proposition or set of propositions. This is exemplified in (25) and (26).

(25) She also had to tell her parents, which was not easy for her.
(26) (He then told me) he would postpone his remunerations till then, to which I 

agreed.

In (25), the antecedent of which is the whole clause, she also had to ltell
her parents. In (26) the antecedent of the relative pronoun (which) is the
clause he would postpone his remunerations till then. As with defining rela-
tives, the relative pronoun itself in a non-defining clause may be Subject, 
Complement or Adjunct, or, as in this example, part of an Adjunct. Here the
relative pronoun is part of the prepositional phrase to which, realizing the 
function Adjunct.

You will recall that proper noun is the label given to nouns which refer to
the individual names of people, places, institutions and so on; for example,
Hipparchus, Fanny Burney, Tokyo. Obviously, when a relative pronoun has a 
proper noun as its antecedent, the relative clause is likely to be a non-defining
relative. The reason for this is that a proper noun defines its referent by virtue 
of the fact that it uniquely names it. Of course, there may be more than one 
person called Fanny Burney, or city called Tokyo, but that is not a factor that 
is usually taken into account when we use the name Fanny Burney or Tokyo;
we speak as though only one existed. For example:

Oenopides, who was slightly later than Anaxagoras
Aristarchus of Samos, who lived approximately from 310 to 230 BC

Cicero, in whose time there was probably no Latin translation
Einstein’s General Theory of Relativity, from which the conception fof

force in the Newtonian sense has been banished.

In the above examples, the assumption is that there is only one Oenopides,
f one Aristarchus of Samos, one Cicero and one Einstein’s General Theory of

Relativity, or at least that we don’t need to specify them any more precisely.
The relative clause is an expansion of the dominant clause; it is non-defining.

The exception to this is where an item which is normally a proper noun is
treated as a common noun, as in the following example.

(27) This was the Maria whom he had toasted at the source of the Little Abbai.

Here, the author treats Maria  as though it were a common noun. There is a
determiner (the) before it (not usual with people’s names in English), and

 the clause which follows is a defining relative; it tells us which Maria he is
talking about. Here the assumption is that there are many Marias – or at least 
more than one – and some modification is needed to pin down the reference;
hence the embedded clause. Maria in this example is not a name for a unique 
individual but stands rather for any one of the class of individuals called 
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‘Maria’, just as the noun woman f potentially stands for any of the class of
adult female humans. The Modifier whom he had toasted at the source of the
LLittle Abbai  serves to make the expression refer more precisely. In the same
way, some nostalgic native of Birmingham might speak of the Birmingham
where I grew up, opposing this by implication to the Birmingham of today or,
conceivably, to some other city or cities called Birmingham. (Incidentally,
you may be relieved to know that toasted in (27) refers to the custom of drink-
ing to the health of someone and not to basic culinary techniques.)

In this particular example, (27), far from being an optional expansion, the
defining relative clause is the main focus of information. The clause in which
it is embedded has an identifying function (see Chapter 6). The sentence
which comes before it in the original text is Text 9B.

The real reason, however, was that he had discovered, like so many 
soldiers returning from the wars, that his girl had abandoned him for 
another man.

Text 9B (Moorehead, The Blue Nile)1

Therefore, the pronoun This in (27) refers to the same person as his girl. The 
Deictic as Head word this (referring to his girl) functions as Identified and the
MMaria whom he had toasted at the source of the Little Abbai is the Identifier. 
We can be sure of these grammatical facts, however, only if we have read
another section of the narrative (nine pages earlier), which runs as in Text 

 9C and describes the behaviour of the Scottish explorer, Bruce, at what he
t thought was the source of the Nile. Here again is evidence of the fact that

grammatical choices emerge from factors outside the clause itself, often at 
considerable distance in the text.

There was still another toast. ‘Now, friend,’ Bruce said, ‘[…], here is to 
– Maria!’ […] We are to hear more of this lady later, on Bruce’s return 
to Europe.

Text 9C (Moorehead, The Blue Nile,1 p. 34)

9.4 More complicated complexes

Real text in English can – and usually does – contain very complicated gram-
rmatical structures. Most of the examples we have looked at in this chapter 

are relatively straightforward cases of complexes of two clauses, either in a
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t paratactic or a hypotactic relation. These are authentic samples of text, except
where otherwise indicated, but it is easy to find more difficult samples. (28), 

 analysed in Fig. 9.11, contains two hypotactic clauses, one dependent on the
other. We thus have a clause complex of the pattern a, b, g.

(28) ||| (a) Phenoxy compounds can also be sprayed over a newly planted field ||
(b) to kill young weed seedlings || (g)gg as their shoots appear |||.

Example (29), from a description of pest control in Africa, involves a combi-
nation of paratactic and hypotactic relations.

(29) At first the scheme was threatened by considerable tsetse reincursion, but 
this has now been remedied, mainly by using insecticide sprays within the
consolidation barrier, clearing more bush and hunting game which had now
re-entered the cleared land.

This clause complex falls initially into two paratactically related chunks
linked by but. We label these 1 and 2. Clause 1 is a simple clause, but 2
contains a hypotactic expansion of the dominant clause. We therefore label 
the dominant clause a, and since it is already 2, it is labelled 2a f . The rest of
the sentence, being in a hypotactic relation to 2a, is labelled 2b  . This in turn
consists of three (non-finite) clauses in a paratactic relation to each other;
we number them 1, 2, 3, but as they are all part of 2b  , they are respectively
2b1, 2b2 and 2b t 3. There is also an embedded clause, which does not affect
the clause complex relations. This analysis can be summed up as in Fig. 9.8.

||| At first the scheme was threatened by considerable tsetse reincursion, ||
1

but this has now been remedied || mainly by using insecticide sprays

2a 2b1

within the consolidation barrier || clearing more bush, || and hunting

2b2

game [[which had now re-entered the cleared land]]. |||
2b3

Fig. 9.8

Sometimes, as in (30), we find clause complexes within embedded clauses.

(30) His thesis is that the actual outbreak of war is almost inevitable, provided
certain broad sociopolitical, economic and technical patterns are present.

This sentence realizes a relational process in the form X is Y  So one lineYY
is a simple S, F, C structure. However, the Complement is realized by an
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embedding in the form of a hypotactic clause complex. This is illustrated in
 Fig. 9.9, which also includes SFPCA labels. The second line in Fig. 9.9 gives

the SFPCA labels for the embedded clauses, the third line gives the clause
labels and the fourth line the SFPCA labels for the clause as a whole. The
items that and provided, being binders, have no SFPCA function. (Although
pprovided a is historically a verb participle, in this context we regard it as a

 binder introducing a clause of condition.) It is clear that the conditional clause
applies to the first embedded clause and not to the first clause in the sentence,d
and so it belongs inside the brackets.

His thesis Is [[ ||| that the actual outbreak of war is almost inevitable, ||
[[ S F C

a in embedded clause

S F C

provided certain broad sociopolitical, economic
and technical patterns

are present. ||| ]]

S F C

b in embedded clause

C superordinate clause continued

Fig. 9.9

Summary

In this chapter, we have focused on various methods of combining clauses
together in English by means of the clause complex. Clause complexes may 
involve expansion or projection; in this chapter we have considered only
expansion.

Clause complex relationships are of two kinds: (i) paratactic, that is equal in
status; and (ii) hypotactic, that is involving a dependency relation. Paratactic 
relations are labelled according to the sequence in which the clauses occur:
1, 2, etc. Hypotactic relations are labelled according to their hierarchical rela-

ktionship of dependency, regardless of the order in which they occur. Greek 
alphabetic symbols (a, b, g, d, e) are conventionally used to show ‘descend-
ing’ dependency. Thus b is dependent on a; g on g b; d on g; and so on. A
clause which has another depending on it is called the dominant clause; a
clause which depends on another is called the dependent clause.

Dependent clauses are not embedded. Dependent clauses differ crucially
from embedded (i.e. rankshifted) clauses because in a clause complex the
clauses are not ‘demoted’ to function at some lower rank.
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Non-defining relative clauses are one kind of dependent expansion. A non-
 defining relative may have as its antecedent a nominal group or an entire
 clause or clause complex. Non-defining relatives are distinct from defining

relatives, which are embedded.
In many texts, there is a complex interplay of conjunction (parataxis),

fdependency (hypotaxis) and embedding (rankshift). Any instance of one of 
these phenomena may occur inside another instance of the same phenomenon
or inside an instance of one of the others.

Further study

We analyzed provided in (30) above as a binder similar to ifff  However, even
 if we see it as a Predicator with the rest of the clause as Complement, this

would not affect the status of the clause as a dependent clause of condition.
Bloor T. (1998) looks at varied realizations of conditionals and tentatively 
points to some overlaps with modality and extended hypotheticals.

 A possible alternative analysis to Halliday’s treatment of hypotactic
expansions as dependent clauses is to analyze them as embedded clauses 

r functioning as Adjunct. This view is taken by Fawcett, among others (for
f example, Fawcett 2000a). In this model, example (2), from the opening of
r this chapter, would be analysed as a single clause with embedding rather

than as a clause complex with an a, b relation. In principle, for Fawcett, as
it advances at a slower pace into the desert is an Adjunct, though it is also t
a clause with its own structure; Fawcett’s terminology would express this
slightly differently.

EExercises

Exercise 9.1

fThe following examples are all paratactic clause complexes, consisting of 
 two or more clauses. Indicate each clause boundary with a double vertical

line, and number the clauses.

1. The guarantee does not cover normal wear and tear, misuse or acciden-
tal damage and is conditional upon respect for the care instructions.

2. Loewi got out of bed, went to his lab, and did the experiment.
3. Remove the starter shield and disconnect the starter electrical leads.
4. a He thumped the table, spilled his tea, and actually seemed to be, for a

moment, steaming.
5. It’s used as a last resort, but don’t be frightened.
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iExercise 9.2

Each of the following is a hypotactic clause complex containing one domi-
nant and one dependent clause. Label the clauses a or b.

1. Before one can love another, one has to love oneself enough.
2. Though today there are no more than 400 of these magnificent trees, the

cedars of Lebanon were once famous all over the ancient world.
3. Your doctor may wish to change your dose to allow for any reduced

kidney function.
4. If you are not sure about this, check with your doctor.
5. She seems almost arrogant, challenging the viewer to a fight.

Exercise 9.3

(a) Identify the following clause complexes as paratactic or hypotactic.
(b) Indicate clause boundaries and label the paratactic clauses 1, 2, etc. and

the hypotactic clauses a, b, etc.

1. You’ll be treated fairly and you won’t end up in jail.
2. Subsequently released, he fled to England.
3. The singers were in costume, but the stage was bare.
4. Any words can be used if they provide a space for the music.
5. When he approached Florence, seemingly stable governments crum-

bled overnight.

Exercise 9.4

The following sentence contains a clause complex and an embedded clause, 
 both of these embedded within another clause. Indicate the structure using [[ ]]

around the embedded clauses and || between the two clauses in the complex.

The good news is that there are several steps you can take to protect your-
self and your family on holiday.

Exercise 9.5

For text 9D below:
(a) Mark the clause complex boundaries as |||; clause boundaries as ||; and 

embedded clauses as [[…]]. Between two clause complexes, only one 
clause complex boundary symbol is needed.

(b) Label clauses for paratactic and hypotactic relations: 1, 2, etc; a, b; b1,
etc.
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King Hu’s fourth film, A Touch of Zen, which was made in 1968 but 
only released in its present form in 1975, is a remarkable and assured 
reflection on the mesh of historic forces that define Chinese culture. Set 
in the Ming dynasty, a favourite period for Hu and one marked by cor-
ruption and the development of a particularly lethal secret police force, 
the film centres on the strange encounter between a local artist and the 
mysterious woman who takes up residence in a nearby abandoned for-
tress.

Text 9D

Exercise 9.6

For Text 9E below indicate boundaries and label the clauses as in Exercise
9.5. Indicate rankshifted clauses with double square brackets.

The more scientific systems of ‘New World’ commercial pastoral-
ists keep the animals scattered, so ensuring more uniform grazing and 
reducing the danger of producing bare patches completely devoid of 
vegetation. A country with much experience of semi-arid livestock 
farming is Australia, where wide areas of grazing land do not receive
more than 250 mm of rainfall a year. It has been found that cattle with-
stand such arid conditions better than sheep. Interior Australia is still a
land of pioneer settlement, and as the better-watered areas become fully 
settled and developed, land-hungry farmers will inevitably be forced
into the so-called ‘desert’ country. Hitherto the carrying capacity of 
the outback has remained rather low, averaging 1–4 animals per square
kilometre […]

Text 9E (Lowry, World Population and Food Supply,2 p. 60)

Exercise 9.7

Analyse the following examples, indicating embedding and dependency as
above but adding SFPCA labels.

1. Japan has its great cities, and it has evolved its own elaborate systems 
to control urban congestion.

2.  Shimura is superb in the central role, and not the least of Kurosawa’s
achievements is his triumphant avoidance of happy-ending uplift.
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3. Yuko sings quietly to herself as she watches the water.
4. One of the few films that never fails is this one, which is a Japanese 

classic.
5. Saddled with a slavish, boring laundry job, Kikuchi barely leaves his

apartment.

NNotes

1. Moorehead, Alan 1969 (originally published 1962): The Blue Nile. London:
Hamish Hamilton.

2. Lowry, J.H. 1970: World Population and Food Supply. London: Edward Arnold.
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Clause complexes: projection

10.1 Projection

In Chapter 6, we looked at verbal processes in terms of the experiential 
 metafunction, identifying the functions Sayer, Quoted, Reported, Receiver,

rVerbiage and Target. In this chapter, continuing the issues raised in Chapter 
9, we look at the same kind of utterance from a different point of view,

fnamely, its logical organization: the paratactic and hypotactic combination of 
projecting and projected clauses.

10.2 Paratactic projection

As we have seen, when we are dealing with direct speech, where the actual
words – or what purport to be the actual words – of a speaker are presented
verbatim, there is usually a clause conveying something like ‘X says’ and a 
clause or a number of clauses that represent the words spoken (not necessar-
ily in that order). In looking at the clause in experiential terms, we may label 
these as Sayer and Quoted, respectively. Considered in terms of dependency,
the relation between these clauses can be described as paratactic. The nota-

 tion for this, then, is 1 and 2, just as it is for paratactically linked expansions;
see (1).

(1) ||| (1) He said, || (2) ‘I saw it on TV.’ |||

tIf the order of Sayer and Quoted is reversed, of course, it is still the first 
clause that is numbered 1 and the second that is numbered 2; see (2).

(2) ||| (1) ‘I saw it on TV,’ || (2) he said. |||

Representations of thought may take exactly the same form as direct speech
and in such cases are analysed in the same way.

(3) ||| (1) I thought, || (2) ‘This is the end of the road for me.’ |||
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6In Text 6A11 6, at the start of Chapter 6, there are a number of instances of quot-
ing; these are mostly elliptical structures simulating spontaneous speech. We
list them here, numbered for convenience.

(4) ‘This all?’ I asked Thaler.
(5) ‘Nick said there were fifty of you.’
(6) ‘Fifty of us to stand off that crummy force!’ he sneered.
(7) A uniformed copper held the back gate open, muttering nervously: ‘Hurry it 

up, boys, please.’
(8) ‘See you later,’ the gambler whispered.

All these except (5) are paratactic. In (7) the clause that contains Sayer and the 
quoting verb comes before the clause that realizes the Quoted function, and 
in (4), (6) and (8) it is the other way round. Labelling these is very straight-
forward, then. No matter what the function, the clause that comes first is
numbered 1 and the clause that comes second is 2. Example (7) is a little more 
complicated than the others, and we shall return to it shortly. So the analysis
of the remaining clauses is as in Fig. 10.1.

||| ‘This all?’ || I asked Thaler. |||

||| ‘Fifty of us to stand off that crummy force,’|| he sneered. |||

||| ‘See you later,’ || the gambler whispered. |||
1 2

Fig. 10.1

t In novels, memoirs, biographies and other written narrative texts, direct
speech (Quoted) is sometimes presented without the Sayer function being 
made explicit in the same sentence as we see in (9).

(9) He lowered his voice. ‘That is the price you must pay.’

fClearly, the identity of Sayer here is deducible from the co-text. The author of 
this narrative has chosen to present the information about Sayer and manner 
of saying in a separate sentence. Therefore, since the Quoted is presented as
an isolated clause, this is not an example of a clause complex. An approxi-
mate paraphrase is (9a), which is a clause complex.

(9a) In a lower voice, he said, ‘That is the price you must pay.’

Example (5) is a more awkward case: it is a Quoted without a Sayer, but 
it is complicated by the fact that the quotation is itself made up of a clause 
complex in the form of a projection containing both Sayer and Reported func-
tions. This will be discussed later.

Sometimes the clause that contains the Sayer interrupts the clause that real-
izes the Quoted as in (10) and (11).
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(10) ‘I felt,’ he said, ‘like a very small bull walking into an enormous arena.’
(11) ‘Apparently,’ wrote Trembley to Réaumur, ‘these gentlemen have some

cherished system […]’

The clause he said interrupts the Quoted (‘I felt like a very small bull walk-
ing into an enormous arena.’) but, because the Quoted starts first, it is num-
bered 1, and he said is numbered 2. Similarly, in (11) the number 1 clause
(Apparently(( these gentlemen have some cherished system) is interrupted by 
the number 2 clause wrote Trembley to Réaumur.

To indicate that the number 1 clause is discontinuous, interrupted by, rather 
than followed by, number 2, we use the notation: 1 << 2 >> ; that is, instead 
of two vertical lines || at the clause boundary, we use double angle brackets. 
Clause 1 continues after the second double angle bracket. Thus the analysis
in terms of clause complex structure is as in Fig. 10.2.

I felt << he said >> like a very small bull [[walking into an enormous arena ]].

1 << 2 >> 1 continued

||| ‘Apparently,’ << wrote Trembley to Réaumur, >> ‘these gentlemen have some 
cherished system.’ |||

1 << 2 >> 1 continued

Fig. 10.2

The inversion of the reporting verb and Subject/Sayer illustrated in example
(11) (wrote Trembley) is largely restricted to formal, planned texts, usually
published writing. Note that inversion cannot readily take place (in a declara-
tive clause) where the quoting expression precedes the entire Quoted; we
would not normally write:

Wrote Trembley to Réaumur, ‘Apparently these gentlemen […]’

The practice is not unprecedented, however. Poe wrote: ‘Quoth the raven:
“Nevermore!”’; and Time magazine used to indulge in similar structures. In
modern English, as we have said earlier, inversion of Subject/Sayer and quot-
ing verb is a stylistic option more likely to occur with a nominal group with
noun as Head than with a personal pronoun such as he or she. In (10) said he

r would be virtually ruled out in most varieties of modern English except for
humorous effect. A quick search of the British National Corpus came up with 
only one example (from a 1989 British golf magazine).

10.3 Hypotactic projection

In Chapter 6, we discussed reported/indirect speech (including thought and
writing) in terms of the functions Sayer and Reported. Looked at from the
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perspective of the clause complex, these differ from direct speech structures
in that the relationship between the two key clauses is hypotactic, that is,
there is a relation of dependency. The clause containing the Sayer and the 
reporting verb is the dominant clause and the Reported element is the depend-
ent clause. Thus, (12) breaks down into two clauses: the dominant clause he
says and the dependent clause that the general ignorance on this subject is
disgraceful.

(12) He says that the general ignorance on this subject is disgraceful.

Thus, using dependency notation, we could represent the analysis of this 
clause complex as follows:

||| (a) He says ||(b) that the general ignorance on the subject is disgrace-
ful.|||

When we were discussing the direct speech examples above, we postponed
discussion of (5), repeated here.

(5) ‘Nick said there were fifty of you.’

This appears in quotation marks as Quoted, but it is not an example of a para-
r tactic clause complex, because there is no clause explicitly giving the Sayer

and verbal process verb of the Quoted. However, the Quoted element itself is 
a clause complex, a hypotactic one analysed as follows:

||| (a) Nick said || (b) there were fifty of you

Like speech, thought projection can have direct (paratactic) or reported
(hypotactic) form.

(13) ||| (a) Haeckel thought || (b) that the Origin had one grave defect |||

Example (13) similarly breaks down into two clauses: Haeckel thought, 
which is the dominant clause, and that the Origin had one grave defect, which 
is the dependent clause, hence the labelling given above.

In reported speech (including thought and writing) the projected ele-
ment, the speech (or thought or writing), is grammatically integrated with
the reporting clause (such as he says) with the result that the choice of tense, 
pronouns and other deictic elements such as adverbs of time and place in the 
reported clause, may be influenced by the general orientation of the reporting 
clause. This does not happen with direct speech. If Haeckel’s thought were to
be expressed as direct speech, the verb could be in the present tense, as in the
adapted version (13a).

(13a) ||| Haeckel thought, || ‘The Origin has one grave defect.’ |||
1 2
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 Conversely, the direct speech of (11) might be expressed in reported speech
as (11a), where both tense and determiner are realigned so that, from the point 

 of view of the reporter, the situation described is in the past and the gentlemen
are, as it were, further away.

(11) ‘Apparently,’ wrote Trembley to Réaumur, ‘these gentlemen have some
cherished system […]’

(11a) Trembley informed Réaumur that those gentlemen apparently had some 
cherished system.

In (14), the verb in the dependent clause has to be in the present tense to
express this particular proposition because the projecting verb is also in the 
present: he says rather than he said. If the author had written he said  , there

 would have been the option of a present tense verb (14a) or past tense verb 
(14b) in the reported clause. The reason for this choice being open is that the 
statement is a general truth, which can be seen in relation either to the time
when it was spoken (past) or, since it is still applicable, to the time at which
it is reported (present).

(14) He says that the general ignorance on this subject is disgraceful.
(14a) He said that the general ignorance on this subject is disgraceful.
(14b) He said that the general ignorance on this subject was disgraceful.

Reported speech does not always represent what was actually said in this
precise one-to-one manner. Unlike direct speech, reported speech does not 
purport to be a precise reproduction of the words used. It may be only an

 approximation to what was actually said, but the point is that it is encoded 
as if it corresponded in the way we have outlined. Example (14) would be an
acceptable account of an utterance like (14c).

(14c) The general ignorance about this is a disgrace.

tThe most frequent signal of a hypotactic projection (that is, a dependent 
reported speech clause) is the presence of the word that. However, that real-
izes several functions. To put it another way, there is more than one that  in
English. In Chapter 8 we discussed that as a relative pronoun, an alternative
to who or which. That can also be a determiner, the singular form of those;
hence those gentlemen: that gentleman. The word that  which introduces a
dependent projecting clause is yet another that t , and belongs to a different

 word class, namely the class of binding conjunctions (or binders). This is
arguably the same that that we find introducing embedded clauses after nomi-
nals (for example, the argument that heat is transferred), although a depend-
ent clause is not, of course, the same as an embedded clause.

That differs from the other binding conjunctions (t although, since, because,
when and so on) in at least one way. It is an exception to the rule that binders 
are not normally omitted from finite dependent clauses. It is often optional,
and so we frequently hear or read sentences like (15) and (16).
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5(15) She said she hadn’t known anything about my being called to Personville by 
her employer.

(16) He didn’t know his father was in it as deep as anybody else.

Where the projection is a reported interrogative, with a verb such as ask,
enquire or wonder, the binding conjunction is likely to be if or f whether; ror 
some other wh-word may be involved: who, which, where, how, why or what.
These items, unlike that, cannot be omitted. To wonder if or whether some-
thing is the case is to ask oneself a question. For example, (17), using ifff is 
a projection of an either–or question (17a); and (18) is a projection of a wh-
question involving why, (18a).

(17) I wondered if he meant pick him up or pick him off.
(17a) Does he mean pick him up or pick him off?
(18) May I ask why I am being questioned in this manner?
(18a) Why am I being questioned in this manner?

Notice that the inversion of Subject and Finite which characteristically occurs 
in direct questions does not occur in the reported (indirect) version. In fact, 
(18) has a direct question with an indirect question dependent on it. There is 
Subject-Finite inversion in the first: May I, but not in the second: I am.

Mental processes involving verbs like believe, hope, pretend, wish and
wonder can project; and so can verbal processes involving verbs like argue,
claim, declare, explain, insist, promise, vow.

10.4 Non-finite projection

Like expansion clauses (see Chapter 9), projection clauses may be finite or 
non-finite. Reported commands and requests are particularly strong candi-
dates for realization as non-finite dependent clauses, and so are promises, as
in (19) and (20).

(19) Ron told you to check the regulations.
(20) I promised to do that. 

The verb ask can be used to project not only questions but also requests. In
Example (21), the speaker puts his request in the form of a polite interrogative.

(21) I walked up to Nat, Aldo, Jimmy and Ben and said, ‘Can somebody teach me 
to ride?’

More directly, the speaker might have said (22a):

(22a) Teach me to ride.

Or slightly more politely, Please teach me to ride  . But she or he chose a more
hedged approach. There are other possibilities, but in reported speech the
writer might well use the projecting verb ask as in (22).
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(22) I asked them to teach me to ride.

Again, the hypotactic projection is not necessarily a one-to-one transposition
of the actual wording of the original. Example (22) could be a report of (21) 
or (21a) or a number of other wordings. In structures of this kind ask t is almostk
synonymous with request. Although finite clauses with that can express such
projected requests, as in (23), they are limited to certain lexical reporting 
verbs and often involve the subjunctive, which can sound quite stilted.

(23) I requested that they teach me to ride.

r Note also that not all requesting verbs permit infinitive clause projection; for
example, insist does not appear with an infinitive projection; demand can do
so only when the subject of the infinitive is the same as the subject of demand.
Thus, we have He demanded to be released but not d *He demanded me to
release him.

These non-finite projections are analysed along the same lines as hypotac-
 tic projected finite clauses, so the reporting clause (containing the Sayer) is
 dominant and the reported clause is dependent. The analysis is represented 

in Fig. 10.3.

||| Ron told you || to check the regulations. |||

||| I promised || to do that. |||

||| I asked them || to teach me to ride. |||
a b

Fig. 10.3

10.5 Grammatical metaphor: embedding versus dependency

When we introduced the notion of grammatical metaphor in Chapter 6, we
t mentioned that one of the most widespread manifestations of this difficult

aspect of the grammar involves nominalization, whereby a process more
congruently expressed as a verb is instead expressed as a noun. Thus, a pro-
cess in which someone destroys a picture becomes, as it were, a ‘thing’: the
destruction of the picture.  This is particularly common in the case of mental
and verbal projections. As pointed out earlier, what happens is that the nomi-

 nalization of the process makes it available to realize the functions that are
open to any nominal group: Subject, Complement, Theme, Given and so on,
providing another powerful resource for textual development.

We have seen that when a verbal process is realized as a verb, the projec-
tion may take the form of a dependent clause functioning as Reported, as in 
(5) above (see Fig. 10.4).
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||| Nick said || there were fifty of you. |||
a b

Fig. 10.4

Exploiting the resource of grammatical metaphor, this can be nominalized as 
(5a).

(5a) Nick’s statement that there were fifty of you 

As we have seen, (5) is a clause complex. (5a), on the other hand, is a nominal
group. It could show up as a Subject (Nick’s statement that there were fifty
of you was a lie) or as a Complement (No one believed Nick’s statement tthat
there were fifty of you) or in any other function available to a nominal group.
The nominalized process statement is the Head of the group and the projec-
tion is an embedded clause postmodifying the Head (Fig. 10.5).

Nick’s statement [[that there were fifty of you]]

Modifier Head Modifier

Nominal group

Fig. 10.5

Most projecting verbs have noun counterparts. Figure 10.6 offers a small
fsample. The set of verbs in the left-hand columns is parallelled by the set of 

nouns in the right-hand columns. However, there are some spaces where no 
counterpart exists. There is no obvious reason why these particular words are

 lacking, but it is a widely acknowledged fact that all languages have lexical
gaps. In (5a), since there is no direct nominal counterpart of the verb say, we 
resorted to another noun of saying, namely statement. Instead of statement,
we might have selected assertion, claim, declaration f or one of a number of 
other nouns to express the process of saying.

t Though fairly long, Fig. 10.6 is by no means a complete list of relevant
items. The gaps in the noun columns could be filled with gerunds (saying,
swearing, imagining) but these exist for all lexical verbs and are not straight-

a forward lexical nouns like the words given in Fig. 10.6. Obviously, there is a
nominal equivalent of the verb imagine in the form imagination, but this does 
not occur with embedded that-clauses as the other nouns in the list do.

 All the verbs and nouns in Fig. 10.6 can occur with projection clauses
introduced by the word that. Some of them can also occur with to-infini-

 tive clauses. There is a grammatical difference between the projections with
verbs and with nouns, however, in that the clauses projected by the verbs are
dependent clauses, whereas those which occur with the nouns are embedded;
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that is, the nominal projections take the form of rankshifted clauses occurring
as Postmodifiers of the Head nouns in question. Examples follow.

Verbal

Verb noun

assert
claim
confess
declare
deny
insist
proclaim
promise
say
state
swear
tell
vow

assertion
claim
confession
declaration
denial
insistence
proclamation
promise
—
statement
—
(tale?)
vow

Mental

Verb noun

assume
believe
conceive
conclude
desire
hypothesize
imagine
speculate
suppose
theorize
think
—
wish

assumption
belief
conception
conclusion
desire
hypothesis
—
speculation
supposition
theory
thought
view
wish

Fig. 10.6

(24) Servetus had thrown off the idea that the blood is circulated through the 
lungs.

(25) He demonstrated his argument that there are three innate emotions.
(26) Du Bois-Reymond himself drew the conclusion that there was no real differ-

ence between organic and inorganic nature.

 Using a projecting verb instead of a noun, we can construct a marginally 
more congruent counterpart for (26) in (26a).

(26a) Du Bois-Reymond himself concluded that there was no real difference 
between organic and inorganic nature.

The crucial grammatical difference between (26) and (26a) is that, whereas 
(26) contains a noun conclusion  with a projection as Postmodifier, (26a)
contains a verb conclude with a projection as a dependent clause. The dia-
grammatic analysis in Fig. 10.7 highlights the difference, namely that the
that-clause in one is a rankshifted clause embedded as part of a nominal
group, and the that-clause in the other is a dependent clause.

Note that the grammatically metaphorical (nominalized) form conclusion
typically co-occurs with the verb draw, whereas decision typically goes with
make, but both can show up with reach or come to. Another curious for-
mal difference between projections as dependent clauses and projections as
embedded clauses is that the word that is normally optional in the former and
normally necessary in the latter.
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Du Bois-Reymond himself drew the conclusion [[ that there was no real difference. ]]

S F C

S F/P C

||| Du Bois-Reymond himself concluded || that there was no real difference. |||
S F/P S F C

a b

Fig. 10.7

10.6 Even more complicated complexes

Most of the examples considered so far have involved only two clauses, either 
paratactically or hypotactically related. However, clause complexes can be
much more complicated, and we find all kinds of permutations: dependent 

 clauses within dependent clauses, hypotactic within paratactic, or vice versa.
Earlier in this chapter we promised to return to (7), repeated here.

(7) A uniformed copper held the back gate open, muttering nervously: ‘Hurry it 
up, boys, please.’

In this clause complex, we have a paratactic projection as part of a dependent 
expansion clause. The second half of the clause complex:

muttering nervously: ‘Hurry it up, boys, please.’

is in a hypotactic (expansion) relationship with the first clause:

A uniformed copper held the back gate open.

We therefore label the first clause a and the rest b. The b part, however, con-
sists of two clauses in a paratactic relation, and so we label these two clauses 
1 and 2. Since 1 and 2 together make up the dependent a to the dominant b
of the first clause, we call them b1 and b2. This information can be expressed 
as in Fig. 10.8.

||| A uniformed copper held the back gate open, | muttering nervously: || ‘Hurry it up, boys, please.’ ||

a b1 b2

Fig. 10.8

A further example of a paratactic complex forming the dependent clause
 within a hypotactic complex is (27), but this time only projections are

involved, analysed in Fig. 10.9.
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(27) Wallace thought that perhaps the earth’s orbit had formerly been less eccen-
tric, and that this might have made a difference. 

||| Wallace thought || that perhaps the earth’s orbit had formerly been less eccentric, |

a b1

and that this might have made a difference.|||

b2

Fig. 10.9

Sometimes we find a hypotactic complex (a,b  ) inside a paratactic complex
 (1, 2), as in (28); the projection here also includes an embedded clause, which 

t has no status in the clause complex, of course, since it is rankshifted to be part
of a nominal group: time I went back to the factory.

(28) ||| He said, || ‘I think || it’s time [[I went back to the factory.’]] |||
1 2a 2b

 Sometimes there is an even more complicated dependency relationship in a 
clause complex. In (29), we have a two-part paratactic complex (1, 2), where
the second part consists of three clauses in a hypotactic sequence (a, b, g).gg

(29) ||| Nixon said,
||

‘Krogh told
me ||

he didn’t believe || I ordered the break-
in.’ |||

1 2a 2b 2g

In (29), I ordered the break-in is dependent on he didn’t believe,  which in
turn is dependent on Krogh told me; hence the labels a, b, g. All of this, how-
ever, is in a paratactic relation to Nixon said; hence the labels 1 and 2.

Example (30) has a paratactic clause complex within a hypotactic clause 
complex.

(30) ||| She reported || Starr saying to her, || ‘It will never work.’ |||
a b1 b2

In (31), we have a clause complex within an embedded clause. To maintain
that everything could be demonstrated is an instance of postposition with d tit
functioning as a dummy Subject. To maintain is a non-finite verbal Process
projecting the final clause that everything could be demonstrated  . Thus, we

 have a dependent projection within an embedded clause, as indicated in the
analysis below.
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(31) It was of the essence of his system, ethically as well as metaphysically,

[[ ||| to maintain || that everything could be demonstrated. ||| ]]

[[ a b ]]

Authentic texts sometimes throw up examples of much greater complexity, a 
sample of which is to be found in (32).

(32) A second approach is to assume that in some fashion the cells ‘know’ where 
they are situated within a developing organism and behave accordingly.

The dependency relationships are entirely within the embedded clause 
complex, which is the Complement, and so the totality is in a sense a free-
standing clause with the structure S, F, C.

The complexity arises within the embedding and so does not impinge on 
the structure of the whole, but the embedding can be analysed in its own right 
as a clause complex, each clause in the complex being analyzable in its turn 
in terms of SFPCA.

To break this down, let us look at the complex in subsections, as in Fig. 
10.10. When we put all these labels together and add SFPCA labels, we come 
up with Fig. 10.11. Within the embedded clause, the dependency relations
are as follows: to assume  , although non-finite, is the projecting clause (the
dominant or a  -clause), and all that follows it is the hypotactic projection from
that a-clause. Thus, all the rest is labelled b (that is the first symbol in the 
string on the third and seventh lines of Fig. 10.11). However, the b section is
a paratactic complex; it has two parts linked by and; hence we add the labels
1 and 2. The first member of this paratactic pair is itself a hypotactic projec-
tion complex consisting of a projecting, dominant clause (in some fashion
the cells ‘know’) and a projected, dependent clause (where they are dsituated
within a developing organism), so we label these respectively a and b, the
third symbol in the string.

to assume || that in some fashion the cells ‘know’ where they are situated within
a developing organism and behave accordingly

a b

(that) in some fashion the cells ‘know’ where they
are situated within the developing organism ||

and behave accordingly

1 2

the cells ‘know’ || where they are situated within a developing organism

a b

Fig. 10.10
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A second approach is [[ ||  to assume || that in some fashion the cells ‘know’ ||
P A S F/P

a b1a

S F C

where they are situated within a developing organism | and behave accordingly. ||| ]]

A S F P A F/P A

b1b b2

C continued

Fig. 10.11

10.6.1 Breakdown of a clause complex with embedding

 As a conclusion to this section, we offer here a breakdown of our analytical
procedure for clause complexes with embedding. For a change, the text is a
stanza from a poem.

Dreaming when dawn’s left hand was in the sky,
I heard [[a voice within the tavern cry,
‘Awake, my little ones, and fill the cup
Before life’s liquor in its cup be dry.’]]

(Rubaiyat of Omar Khayyam: tr. Edward Fitzgerald)

 We have already indicated that there is an embedding within one of the 
clauses; at this point, we treat this as an unanalysed item. The basic analysis
starts with two hypotactically related sets of clauses (nexuses):

b (beta) Dreaming || when dawn’s left hand was in the sky,
a (alpha) I heard

a voice within the tavern cry,
‘Awake, my little ones, and fill the cup
Before life’s liquor in its cup be dry.’

The section we have labelled ‘beta’ is a hypotactic nexus of two clauses:

a (alpha) Dreaming
b (beta) when dawn’s left hand was in the sky

Since these two clauses are part of beta, we can put b in front of both labels:

ba – Dreaming; bb – when dawn’s left hand was in the sky

The first symbol in each combination represents the larger relation we men-
tioned at the outset, and the second shows the breakdown into the two clauses 
that make it up.
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The first a (alpha)-  clause has no further dependent clauses, but there is an
embedded clause complex within it. So we start again inside the embedded
clause. Note that the clause relations inside the embedding operate independ-
ently of the clause relations outside the embedding. I heard is notd a clause in
its own right, but the Mood section of a longer clause, where the Residue is
all embedded.

There is a paratactic clause nexus inside the embedding: a non-finite pro-
jjecting clause followed by a projected clause. So we start from scratch, label-
ling them 1 and 2:

1 a voice within the tavern cry
2 ‘Awake, my little ones, and fill the cup

Before life’s liquor in its cup be dry.’

Inside the projected clause is another paratactic nexus of clauses, also 1
and 2:

1 Awake, my little ones,
2 and fill the cup

Before life’s liquor in its cup be dry.

Since these are both in 2, we can add 2 in front of both labels (21 and 22 are 
pronounced ‘two-one’ and ‘two-two’, not ‘twenty-one’ and ‘twenty-two’).

21 Awake, my little ones,
22 and fill the cup before life’s liquor in its cup be dry.

Inside 22 is a hypotactic nexus:

a (alpha) and fill the cup
b (beta) before life’s liquor in its cup be dry.

These two are part of 22, and so we add 22 at the front:

22a and fill the cup
22b  before life’s liquor in its cup be dry

Outcome

||| (ba) Dreaming ||
(bb) when dawn’s left hand was in the sky, ||

(a) I heard
[[||| (1) a voice within the tavern cry, ||

(21) ‘Awake, my little ones, ||
(22a) and fill the cup ||
(22b) Before life’s liquor in its cup be dry.’ ||| ]] |||
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The single a symbol above relates to everything from I heard fto the end of 
the embedding. We could set it out as follows:

||| (ba) Dreaming || (bb), when dawn’s left hand was in the sky ||
(a) I heard [[(1) ||| a voice within the tavern cry ||
(21) ‘Awake, my little ones, || (22a) and fill the cup ||
(22b) Before life’s liquor in its cup be dry.’ ||| ]] |||

10.7 Ambiguous structures

A potential for ambiguity arises when it is not clear whether a structure is an 
expansion or a projection, as in the invented example (33).

(33) He promised to placate the generals.

Where this string of words is agnate with (33a), the clause to placate the
generals  is an expansion. Where it is agnate with (33b), it is a projection. In 
speech, the two different readings of (33) are distinguished by different into-
nation. The labelling of the clauses as a, b is not affected by this distinction
between expansion and projection, of course, since both involve dependency.

(33a) He made a promise in order to placate the generals.
(33b) He made a promise that he would placate the generals.

 Example (33c) has only one possible reading; it must be an expansion and 
not a projection.

(33c) To placate the generals, he promised.

Sometimes, as in the grammatical metaphor (34), there is a similar ambiguity 
when the clause follows projecting nouns.

(34) He made a promise to placate the generals.

There is potential confusion here between a to-infinitive clause (i) as a 
dependent expansion clause and (ii) as an embedded clause, Postmodifier of a
Head, in a nominalized projection. In the first reading, to placate the generals
means in order to placate the generals; in the second, to placate the generals
is what he promised, agnate with that he would placate the generals.

Summary

In this chapter we complete our treatment of paratactic and hypotactic clause
complexes by considering projection.

Paratactic projection clauses are typically ‘direct speech’ (including verba-
tim speech, thought or writing). Projecting and projected clauses may occur 

 in any order, or projecting clauses may interrupt projected clauses. Paratactic 
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clauses are labelled 1, 2 and so on, in sequential order of occurrence, regard-
less of whether the projecting clause or the projected clause comes first.

 Hypotactic projection clauses are typically ‘reported speech’ (or reported
thought or reported writing). Hypotactically related clauses are labelled a,
b and so on to indicate grammatical dependency, regardless of the order 

 in which the clauses occur. However, in hypotactic projections, projecting
(dominant) clauses typically precede projected (dependent) clauses.

Hypotactic projections may be realized by finite clauses or non-finite
clauses. The latter often occur as indirect questions and commands when the
projecting process is realized by verbs such as tell, order, ask, wonder (though r
these verbs can also occur with finite projection clauses). When the projecting 
process is realized as a noun (for example, statement, assertion, insistence),
the clause that realizes the projection is embedded as Postmodifier of that 
noun; that is, as a rankshifted clause within the nominal group. This means 
that it does not count as a clause in a clause complex.

 At the end of the chapter, some more complicated examples and potential
ambiguities are presented.

Further study

Clause complex versus group complex

IFG, Chapter 8 discusses group and phrase complexes in detail, including 
the type of structures in (35), (36) and (37), which are analysed not as clause
complexes but as verbal group complexes. (See also our Chapter 7.)

(35) The police cars started to arrive.
(36) Stop thinking about it.
(37) We’ll have to organize ourselves.

On this analysis, two (or more) verbal groups are combined to make up a 
hypotactic group complex within a single clause.

Structures with verbs like want followed by a to-infinitive are on the
boundary between hypotactic clause complexes and verbal group complexes.

Verbs such as want, wish, expect, hope obviously resemble those in (35)
and (37) in their potential for combining with to-infinitives, but they also
resemble mental process projecting verbs such as think and believe. When
they combine with that-clauses (as wish, expect and hope readily do), we do
have clear cases of hypotactic projection with the that-clause as a dependent,
as in (38).

(38) I hope that he can build one of these.

However, when they combine with to-infinitive structures, as in (39) and
(40), the analysis is more debatable.
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(39) I hope/want to build one of these.
(40) I want him to build one of these.

Section 8.8 of IFG points out that these structures might be analyzed as either 
(i) verbal group complexes in a single clause or as (ii) hypotactic projections 
in two clauses. The authors express some preference for treating instances 

 like (39) as (i) and instances like (40) as (ii), but concede that the decision is
not at all clear-cut. On the two-clause analysis (40) would be analyzed as in 
Fig. 10.12.

||| I want || him to build one of these. |||
a b

Fig. 10.12

One drawback of this analysis is that the pronoun in the second clause must 
 be construed as the Subject, yet it is clearly in the objective form. Since the

clause is moodless, t maybe there is no Subject, but if it is not the Subject, what
is the function of him?

The Cardiff school (Fawcett, Tucker, et al.) do not accept the need for the
 category of hypotactic verbal group complexes. In fact, they do not use the
 concept of the verbal group at all, treating each element that Halliday would

handle as an element of the group as a direct element of the clause (Fawcett 
2000b, 2000c and Chapter 4 of Fawcett, in press). But they also reject the 
hypotactic clause analysis for projections and expansions (‘dependent clause’
in our terminology), treating them as embedded clauses.

EExercises

Exercise 10.1

Identify the italicized dependent clauses in the following as expansions or 
projections.

1. Lindgren had told him on the phone that the man had been scalped.
2. Driesch conceded that the environment exerted some effect on develop-

ment.
3. Remove the steering wheel as described in Chapter 9.
4. They write to remake the world.
5. So the official spokesman always keeps his comments as vague and

uncontroversial as possible when the journalists’ questions touch on
more sensitive issues.
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66. Bonaparte seems to have hoped almost to the end that Josephine dwould
come with him.

7. By what mechanism could he have hoped, even in principle, to tpredict
the future with certainty on the basis of knowledge of the present?

8. t Vito Volterra was an outstanding Italian mathematician of the first part
of this century, whose work strongly influenced the development fof
modern calculus.

Exercise 10.2

Say whether the italicized clauses below are embedded or dependent. Ignore
any further embeddings within the italicized section.

1. The government’s efforts to destroy Zapatismo were futile.
2. Francisco Madero believed, however, that Díaz could only be dremoved

by force.
3. Emiliano received the information that General Huerta had dcrossed

into Morelos.
4. Zapata decided that it was time for him to escape from Mexico City.
5. He held the belief that the land rightly belonged to those who tilled it.
6. Carranza ordered Obregon to advance upon Mexico City as fast as

possible.
7. Inform him that his rebellious attitude is disturbing my government.
8. He did not like what he saw.
9. In short, the hypothesis is that every time series of price change data

has Bachelier’s independence, stationarity and normality properties.
10. The stationarity hypothesis says that regardless of when we tstart

taking observations, i.e., the initial time t*, the time series of price
changes obeys the same probability law.

Exercise 10.3

Indicate clause boundaries and label hypotactic complexes as a, b and para-
tactic complexes as 1, 2.

1. ‘I want to talk to him,’ he says to the guard at the door.
2. Luke claims that Quirinius was Governor of Syria.
3. Tetsu tried to explain that this was a sort of tingling in the legs.
4. Intel swears it isn’t true.
5. Then she thought, ‘Suppose he isn’t quite dead?’
6. I vowed that my brothers would never go hungry.
7. Dandelion muttered, ‘Leave the warren, Frithrah!’
8. ‘But not from some impoverished family?’ asked Sara slyly.
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iExercise 10 410.4

Label the following examples in the same way as the previous exercise.
These are more challenging. Indicate embedded clauses with double square
brackets.

1.  ‘It looks like a film shoot,’ said the woman, pointing at the floodlights
in the charred field.

2. I think Martinssen went out to get something to eat.
3.  ‘But you said you’d have a real holiday,’ said Paul, ‘and now you 

work.’
4. If he didn’t, his colleagues would think he was arrogant.
5. Weir said, ‘Get out before another one blows.’
6.  David Rigg explains: ‘As you poise your pen over the piece of paper, 

you think of your girlfriend’s number.’
7. ‘There’s one thing that’s odd,’ said Högland.
8.  It wasn’t natural to think that someone would intentionally have torn

off his hair.
9. tBachelier thought it was reasonable to assume that the Central Limit 

Theorem of probability theory would apply to these price fluctuations.
10. Geldof just says that when he sees something he thinks could be

changed he considers it his duty to do anything in his power to flag it 
up.

Exercise 10.5

Analyse the following clause complex (a, b, etc.; 1, 2, etc.) and add SFPCA
labels.

Seated in Sawiyeto’s second house, we were asked if we wanted coffee 
and we accepted.

Exercise 10.6

 Following the example given, provide nominalised (grammatical metaphor) 
agnates for the clauses below.

Example: We assume that x equals y.
Answer: … our assumption that x equals y … or … our assumption of ther
equality of x and y … 

1. He insists that he is innocent.
2. The court declared that the contracts were invalid.
3. She concluded that he was lying.
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iExercise 1010.7

Following the example given, provide a more congruent version of the struc-
tures below:

Example: At the king’s insistence, a fresh peace conference was arranged.
Answer: Because the king insisted on it, a fresh peace conference was
arranged.
Or: The king insisted and so they arranged to confer again about not fight-
ing.

 His upbringing, education and training had been based on the assumption
that in any situation his class were the natural leaders.

NNote

1. Hammett, Dashiel 1975: (originally published by Cassell & Co. 1950): Red
Harvest. London: Pan Books.
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Applications of functional analysis

11.1 Explanations and theories

r Perhaps the main message of this book is that language is worth studying for
its own sake. In the same way that scientists have sought for many hundreds 

 of years to understand the nature of the universe, the secret of living things
and the functions of the human body, grammarians and other linguists have
struggled to understand more about how human language is structured and
to explain how communication takes place. Some people, however, not only

 find this objective daunting but they fear that the analysis of language, even 
a functional analysis, may subtract from the richness and beauty of language.

The American philosopher Daniel C. Dennett (1991: 454) writes about 
explanations in the following way:

When we learn that the only difference between gold and silver is the number of 
subatomic particles in their atoms, we may feel cheated or angry – those physi-
cists have explained something away: the goldness is gone from the gold; they’ve
left out the very silveriness of silver that we appreciate. And when they explain 
the way reflection and absorption of electromagnetic radiation accounts for colors
and color vision, they seem to neglect the very thing that matters most. But of 
course there has to be some ‘leaving out’ – otherwise we wouldn’t have begun
to explain. Leaving out something is not a feature of failed explanations, but of 
successful explanations.

 In the previous chapters of this book, we have introduced methods of analysis 
that can be used to give insight into how the English language works. Each
method of analysis can be seen as a hypothesis about part of   the system andf
structure of English. We can see, for example, that the analysis of clause as
exchange (by splitting it into its SFPCA components) is making the claim 
that clauses are constructed of up to five kinds of constituents, each having its

 own distinct characteristics. Similarly, the analysis of clause as message (into 
Theme-Rheme and Given-New) makes the claim that information is struc-

 tured by the ordering of two sets of parallel elements selected on the basis
of the speaker’s and hearer’s shared understanding and on the textual con-
straints that govern the speaker’s choice of starting point for the clause. These
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 hypotheses, along with all the other claims about language summarized in
this book, make up together a linguistic theory, a theory that incorporates the 
idea mentioned in Chapter 1 of this book that a language offers innumerable

 choices from sets of systems, a vast potential for the construction of meanings
in context.

In this chapter we address some major questions. How can we test the
truth of individual hypotheses and the validity of the theory? What use is the
theory to the non-linguist who may nevertheless have an interest in language
and the uses of language: the teacher, the writer, the politician, the translator,
the literary critic, the therapist and so on? If a functional theory of language 
has any validity, it should, we believe, render insights into the way language 
works in social interaction.

Halliday (1994: xxix) described a theory as ‘a means of action’. By this 
he means that we should be able to use a theory, and the hypotheses related 

fto it, as the basis for a very wide range of tasks, not only our grand aim of 
understanding the nature and functions of language, but also more practical

 tasks like helping people to learn foreign languages, improving our writing
skills, or training interpreters. Halliday, in fact, lists 21 distinct applications 
of functional linguistics and concedes that there are more.

11.2 Writing in science and technology

One area of interest for applied linguists is the way in which scientific and 
technical ideas are expressed in English. Many people, both native speakers
and non-native speakers, find the language of scientific thought extremely
difficult to access, and some educators believe that the language of science
acts as a barrier to learning in the field, discouraging some children from
achieving success in science. Internationally, scientists whose first language 
is not English often need to read textbooks or research articles published
in English, and many wish to publish in English themselves. Such practical 
problems of teaching and learning in relation to science have led to a number 
of investigations into the nature of scientific writing.

Halliday and Martin (1993) address the problem from two points of view:
the identification of the particular characteristics of scientific prose and the
issues involved in educating children to use and understand language appro-
priate to specific contexts. In both these tasks, they use aspects of functional
grammar to analyse and describe the language and to explain how it devel-
oped (from an historical perspective) in the way that it did.

Among the specific features of scientific writing discussed by Halliday and 
Martin is grammatical metaphor (see our Section 6.8) and in particular the
nominalization of processes, and we discuss this further here as an example
of the type of application that has proved enlightening.
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Nominalization allows a process, more obviously realized as a verb, to
be realized as a noun and hence to become a participant in a further process.
Many anaphoric nouns (see Chapter 5) are of this type. Some examples can
be seen in Fig. 11.1.

Verb Noun Verb Noun

decide decision project projection

describe description inspire inspiration

compare comparison indicate indication

reveal revelation revolt revolution

suggest suggestion mutate mutation

Fig. 11.1 Nominalized processes

If we use a verb to express a process in a declarative clause, it is necessary
to give the verb a Subject, and in the case of some verbs, like describe r , for

 example, a Complement as well. This entails expressing the participants in 
the process. However, if we nominalize the process, we can exclude the par-
ticipants relating to that process, as we can see from the following invented 
examples, numbered (1) and (2).

(1) Moorehead described the journeys of Bruce.
(2) The description is incomplete.

 With the use of the verb in (1), it was necessary to include a reference to the
person who wrote the description (Moorehead in this case) and also a refer-
ence to what he described (the journeys of Bruce), whereas in (2), where the t
process is nominalized, neither of these participants is required. It follows 
that where authors are not concerned with assigning responsibility for actions
or events but are more interested in what is going on, they may well prefer to 
use grammatical metaphors of this type.

The explanation of the term pollination in (3) comes from an agricultural
textbook.

(3) Pollination is the physical transfer of pollen grains from the anther to the stig-
ma. There are two types of pollination: self-pollination and cross-pollination. 
Self-pollination takes place when the pollen grains are transferred from the 
anther to the stigma of a flower on the same plane. Cross-pollination occurs 
when the pollen grains are transferred from the anther of a flower of one plant 
to the stigma of a flower of a different plant of the same species.1

t Here the Agent of the process of pollination is not mentioned as a participant
in the process. The text refers to the physical transfer of pollen grains t but 
does not explain how this transfer takes place or what causes it. The writer in 
the passage above presents the transfer as an abstract process in such a way 
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as to cover all cases. A few sentences further on in the same text, however, 
we find (4), a clause where the writer of the text chooses to introduce, as New 
information, precise details about the animate and inanimate things which
undertake the work of pollination.

(4) The common agents of pollination are insects, birds, wind and animals, espe-
cially man.

The writer makes the assumption that the reader ‘understands’ that there must 
be agents of pollination and so feels able to put the common agents of pollinaff -
tion in Theme position. He can then present his New information (are insects, 
birds, wind and animals) in Rheme position.

The tendency to use nominalizations has a number of major effects on 
scientific text. First, it is a means whereby all reference to people can be omit-
ted, and scientific knowledge can be presented as though it has some external 

robjective reality quite apart from the people who are engaged in observing or 
researching it. This facilitates the expression of general ‘truths’ and ‘claims’ 
about the nature of the world. Second, it gives the writer a wide choice of ele-
ments for Theme position in the clause. Not only can a process easily become

 the starting point in the clause (which can be useful for textual cohesion as we
t saw in Chapter 5), but it allows agents – or even further processes – to be left

to the end of the clause (in Rheme position) where they carry more commu-
nicative dynamism. Third, as discussed in Section 6.8, it allows the process 
to become the Head of a nominal group and, so available for modification, 
or to act as Classifier in a nominal group. Examples can be seen in Fig. 11.2.

Nominal as Head Nominal as Classifier

oil gallery lubrication lubrication process

muscular contraction contraction rate

root penetration weld penetration zone

sheet metal fabrication fabrication engineering

technical information information technology

Fig. 11.2 Nominalized processes in nominal groups

Furthermore, the nominalization of processes enables the writer to concisely
display relationships (like cause, result, reason, comparison and depend-
ency) between processes, as in the following examples:

(5) Evaporation causes cooling.
(6) The multiplication of fractions is easier than addition or subtraction.
(7) Natural selection acts solely by the preservation of profitable modifications.

(Darwin)
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5‘Cooling’, in (5), is an example of the gerund form of a process and is repre-
sentative of an alternative form of nominalization in English.

 Nominalization and other grammatical characteristics of scientific texts are 
discussed by Martin (Halliday and Martin, 1993), who shows, in some detail, 
both how important they are for the expression of scientific knowledge and 
also how schoolchildren need to be oriented to the use of appropriate scien-
tific language at an early age. In a perceptive critique of misguided syllabus
documents for primary education (in an Australian context but equally appli-
cable in many countries), Martin (p. 172) makes the following observations
(slightly abridged here):

People sometimes complain that science uses too much technical language which 
they refer to pejoratively as ‘jargon’. They complain because the jargon excludes:
it makes science hard to understand. This is a problem. Jargon is often used where
it is not needed… . However, the simple fact is that no scientist could do his or her 
job without technical discourse. Not only is it compact and therefore efficient, but 
most importantly it codes a different perspective on reality, a perspective accu-
mulated over centuries of scientific enquiry. It constructs the world in a different 
way. Science could not be science without deploying technical discourse as a
fundamental tool. It is thus very worrying when syllabus documents discourage 
teachers from using technical language with students, especially in the early years.

 Support for Martin’s position can be found in Lassen (2003) who worked on
accessibility and acceptability in technical manuals. She was interested in

 finding out about the different attitudes of expert and non-expert readers to
specialist texts, and her empirical research found that the readers for whom
the texts were designed preferred the texts that used grammatical metaphor 
and that they had no problems with comprehension.

fSchool textbooks (a main concern of Martin’s discussion) are a type of 
popularization of scientific information, but efficient textbooks gradually
introduce the important technical language for expressing scientific concepts
and functions (like classification, definition, analysis and explanation t) so that 
the student is oriented to scientific discourse and empowered to take on roles
in scientific communities.

f On the issue of accessibility to knowledge, there have been a number of
 studies of the differences between the discourse of research articles published 

in specialist journals and the discourse of popular versions directed at non-
scientists, written for popular books, newspapers or magazines.

One area of application has been related to medical science and clini-
cal practice. Much of this has involved spoken interaction between clinical
practitioners and their patients (Greenhalgh 1998) or studies of patients with

 speech problems (see Armstrong 2009) for an overview), but other research 
has concerned the written language, our focus in this section.

 Using the tools of thematic analysis and the description of processes, mood
and modality, Francis and Kramer-Dahl (2004) contrast the writing of two
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 neuroscientists, one (Kertesz) who writes in the traditional ‘dry and factual’
style of a professional case report and one (Sacks) who consciously breaks

 away from the ‘objective’, restrained style and replaces it with an apparently
 more subjective, popular and less ‘scientific’ style, closer to narrative and

biography. Starting from the three metafunctions, ideational, interpersonal
and textual, Francis and Kramer-Dahl are able to show how Sacks incorpo-
rates science into his storytelling and how he is making a serious attempt to 
‘bridge the gap between distant and near experience, between scientific and 

 everyday knowledge and between specialized and everyday audiences’. This
is not, however, to say that popular versions could replace scientific ‘expert 
to expert’ discourse.

Nwogu and Bloor (1991: 369–84) show how the patterns of thematic pro-
gression (explained in Chapter 5) differ in two types of medical text. Although
the constant Theme pattern and the linear Theme pattern occur frequently in
both types, journalists who write popular versions of medical reports seem to 
prefer the linear Theme pattern. In contrast, in professional versions, the sci-
entists prefer the constant Theme pattern. A further distinction is that Themes 
in popular versions are normally realized by names of scientists acting as 
agents in the clause rather than by nominal processes, which are more often
found in serious research articles. They comment as follows:

It is a truism of register analysis that scientific prose is by convention impersonal, 
and the received rationale for this is that it is the ‘science’ that matters rather than 
the individuals who engage in it. To a large extent this is the correct explanation. 
Although no one who has experience of the academic world can believe that indi-
vidual scientists genuinely wish to play down their own role in the enterprise, they
do wish to give the impression of doing so, thereby conforming to the expecta-
tions of the scientific peer group.

There have been a number of studies investigating variation in scientific writ-
ing across disciplines (e.g. Swales 1990, Bloor, M. 1999), and others look-
ing at the genres and styles used by undergraduates in different university 
departments. An important aspect of research of this type is the identification 
of suitable methods for the comparative investigation of texts including the
analysis of rhetorical structure, sentence length, choice of lexis, lexical den-
sity, key words, cohesive features, linkers and binders, types of expansion 
and projection, size and type of nominal groups and so on. Such features are 
often referred to as measurable characteristics of texts. These methods and 
similar ones are increasingly combined with the tools of corpus analysis (see
Chapter 12).

The study of thematic progression in texts has also been used to compare
the work of native speakers writing in English with that of non-native speak-
ers (sometimes known as ‘contrastive rhetoric’). Ventola and Mauranen are

 separately and jointly responsible for a number of studies of this type and
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jointly edited a collection of articles on academic writing in 1996. From jointly edited a collection of articles on academic writing in 1996. From
research into ways in which Finnish scientists write in English, Ventola and 

tMauranen (1991) analysed patterns of thematic progression and found that 
the native speaker texts showed more variation in thematic patterns than the
Finnish writers’ texts. A useful summary of similar work can be found in
Mauranen’s chapter in Hewings (2001).

11.3 Language development and language teaching

 Children’s acquisition of language and their early language development are
of interest to educators, psychologists, the medical profession and parents.
SFL has been used as an analytic tool in both of these applications follow-
ing Halliday’s (1975) original study of a child’s acquisition of English as a 

f mother tongue using a functional model. Halliday (2003b) is a selection of
Halliday’s extensive work on child language.

Since Halliday’s innovative study, there have been further case stud-
fies within the framework of SFL theory tracing the early development of 

English as a mother tongue in individual children (Painter 1984, 1989, and 
 Torr 1997) as well as studies of language development in older children, such

as Derewianka’s work on the development of the use of grammatical meta-
phor in a child aged five to fifteen years (2003).

In addition to Painter’s significant contributions to our understand of tran-
sitional stages in child language development, her work on the way children
can use language as a learning tool supports other research into language in
education. She demonstrates, with recorded data of parent and child conver-
sation, how a child begins to talk about abstract entities and develops the
ability to reason, using the grammar to express conditions, cause and effect,
and so on. (See Painter 2005, 2007.) She is also known for her collaboration
on a functional grammar course book with Martin and Matthiessen (1997).

fOf relevance to those working with children of school age is the work of 
Christie, who has looked at both natural language development and language 
in education as, for example, in Christie (2002, 2012). As well as having 
been one of the earliest series editors for books relating language education

 and SFL theory (for Oxford University Press), she has published influential 
 articles on language in teacher development, the school language curriculum,

and language use across disciplines. Writing from a social constructionist 
position, she has interesting things to say about the ways in which content and 

 language are linked, supporting the views of Martin in Section 11.2 above. 
She also worked with Martin on social processes in the workplace and school
(see Christie and Martin 1997). (Christie 2004) gives examples of teachers’
enacting control over classroom interaction at different levels of education 
using what she terms the regulative register. She stresses that she is interested
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in identifying the ways in which teachers can be authoritative rather than
authoritarian, and ways in which successful teachers can maintain authority 
while encouraging student participation in decision making.

 Martin (1989) considers factual writing by both children and adults within
an SFL framework and draws comparisons between them. The book is 
revealing about the state of language education at the time and Martin made a 

 strong case for the importance of a sound approach to the teaching of writing
by linguistically informed teachers. It was also ground-breaking in its focus 
on the importance of lexical and grammatical metaphor as a means of estab-
lishing ‘objectivity’ in expository writing and of the need for children to be 
exposed to such stylistic devices. In a small but related application of gram-

 matical analysis, Martin (in Halliday and Martin 1993: 211–13) uses Theme
analysis to show the differences between the writing of an eight-year-old and
the more sophisticated writing style of a 16-year-old on the same topic. The 
older writer used much lengthier themes (for example, the atmosphere at the
dawn service) than the younger writer, who favoured Themes like I, some
and there.

An early comparative study of literacy was Berry’s (1989) investigation
into primary school children’s ability to write appropriately in the specific
genre of a leaflet for tourists. Using one simple linguistic feature (Thematic
choice) as a marker, she found that some children captured a recogniz-
able adult style, especially in their choice of third person topical Themes
(Grantham is 108 miles north of London), while others used a less appropri-
ate style with a preference for first and second person pronoun Themes (II
think Grantham is a nice place to visit).

rStudies like Berry’s are relatively simple to design and manage, yet their 
results can be helpful in indicating to teachers what needs to be taught to
improve the skills of lower performing pupils.

The teaching of writing has attracted research from a number of directions. 
Derewianka and Christie (2010) address writing across the curriculum from 
the lower primary to the upper secondary school. They make, for example, 
recommendations for what might be taught in the mid-years of secondary
school including the use of macro-themes and hyper-themes, nominaliza-
tions, clause interdependencies, metalanguage to talk about texts, and the use 
of expressions for critiquing and evaluating other people’s language use.

In addition to aspects of functional lexico-grammar, there has been progress 
 in the use of discourse analysis and genre studies in education at all levels and

in a number of countries. There is a growing understanding of the importance 
of exposing children to different genres and texts types and to encouraging
writing in a variety of styles across the curriculum even in primary school.
Martin and Rose (2008) in Genre Relations make the strongest case for the use 

 of linguistic theory by educators, who, like the children they teach, need to take
into account the context of communicative events. Martin and Rose’s book is 
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t sub-titled ‘Mapping Culture’, and the book is much more than an argument
for curriculum development. Through the detailed consideration of a wide

fvariety of texts, it presents a sophisticated case for understanding families of 
genres and the relations between them, the ways in which new genres evolve
(in administrative discourse, for example) and for cross-cultural sensitivity.

Applied linguists such as Carter and McCarthy, have been strong advocates 
for linguistics in teacher education. They argue that teachers need to under-

 stand the processes of language development that their students undergo and 
the uses (and varieties) of language in the society at large. Working within a
largely SFL tradition, with a clear focus on discourse, they advocate teach-

r ing ‘language awareness’ in schools so that children grow up with a better
understanding of how language is used to construct social practices (includ-
ing political and institutional structures, the media, advertising and so on).
These different applications within an educational context are illustrated in
works such as McCarthy (1991), McCarthy and Carter (1994), Carter and

f McRae (1996) and Carter (1997). Carter presents the case for the teaching of
 grammar through the analysis and investigation of real language use (spoken

and written), rather than as an isolated and abstract study of individual sen-
tence structure, so that the learner can appreciate the role of grammar in the
creation of meaning. He proposes four tenets which modern language study

 should follow, each of which has a firm basis in SFL theory (1997: 14–17). 
These hold that the study of the English language in school

● should be rooted in texts and contexts;
● must be principled and systematic;
● should be intimately connected with a study of social and cultural change;
● must recognize that the study of literature is central.

With respect to the final point, the writers make it clear that they include in
the term ‘literature’ not only ‘highly valued canonical texts’ but also texts
from a wide range of cultural contexts.

Further evidence of the importance SFL can have for language education
can be seen in the work of Butt et al.  (2000), an introductory course on SFL,
which includes advice for teachers. Like Carter (1997), they advocate a text-

fbased approach to language education which is firmly based in the context of 
language use. However, they differ from Carter in recommending the teach-
ing of a standard metalanguage for talking about language both for teachers
and students in school. This view has been widely encouraged in Australia 
with some success.

 Halliday himself has been personally involved in applying his insights to 
 teaching ever since the early days of Systemic Functional Linguistics when

he was a co-author with McIntosh and Strevens of the influential work The
LLinguistic Sciences and Language Teaching, first published in 1964. This
work provided guidance for a whole generation of teachers, textbook writers 
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and teacher trainers on the phonology and intonation of English, syllabus
design and language for specific purposes.

Halliday’s functional grammar has been particularly useful in its applica-
ftion to teaching English for academic purposes (EAP). This was a branch of 

language teaching that developed quickly in the third half of the twentieth
century when there was a large increase in the numbers of students who were 
speakers of other languages joining courses in English-speaking universities. 
Much of the research was driven by the needs of language course designers
who found that not enough was known about typical linguistic behaviour in 
specific social contexts.

Over the years, probably the most widespread Hallidayan influence on lan-
guage teaching has been the work on cohesion. Nowadays work on cohe-
sion is often related to specific genres, but from the date of the publication
(1976) of Cohesion in English by Halliday and Hasan, it attracted the atten-
tion of teachers of English as a foreign language, who realized that here was 
an aspect of English that had been seriously neglected. A glance at textbooks

t written before that time reveals that most cohesive devices were not taught
at all in any systematic way, and certain aspects of the grammar, particularly 
the nature of ellipsis and substitution in English, had previously been misrep-
resented in pedagogic grammars.

In one small-scale study, Bloor and Bloor (1992) identified three types
of stylistic infelicity in written academic texts caused by unusual use of the 

t Theme–Rheme and Given–New dimension of the grammar. They found that
inexperienced writers do not always have sufficient command of the gram-
matical devices that can be used to control the position of Given and New
information in the clause. Since there can be no recourse to intonation and 

 stress in written English, they suggest that more attention needs to be given in
teaching to this aspect of the grammar. A sophisticated writer in an academic
context needs a good control of the various exponents of textual theme (see 
Chapters 5 and 6) as well as an understanding of the distribution of Given
and New information. This control is, of course, often intuitive, but there is 
no doubt that some writers, particularly those working in a foreign language,
can be helped to improve their style by teachers who can raise their awareness 
of such issues.

From 2004 to 2008 a major piece of research was funded by the Economic 
and Social Research Council of Great Britain: ‘An Investigation of Genres
of Assessed Writing in British Higher Education’. A corpus of positively
assessed undergraduate writing, known as the BAWE corpus, was developed 
by three universities. This provided the data for the research, which is on-
going. Research has identified the ‘genre families’, their characteristics and
their distribution across departments. Research to date is reported in Nesi 
and Gardner (2012), a book which also has very useful references to other 
research into academic writing.
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Hyland (2009) provides an overview of academic writing issues from the 
point of view of both teaching and applicable research. The book includes 

 useful advice for teachers who wish to engage in action research, small pieces
 of research designed to help find solutions to specific learning or teaching

r problems. We recommend it to students who wish to undertake research for
a project or dissertation.

 A particularly interesting and fruitful line of enquiry has been modality 
and the closely related grammatical metaphor. Stubbs (1986) provided an 
overview of work on modality at the time and made a strong case for con-

t tinued research into the way modality was used in texts. Since then a great
deal of work has been done on metaphor and on vague language and the use 
of hedging in academic writing. See, for example, Pindi and Bloor (1987),
Henderson et al. (1993), and Myers (1989, 1990), discussed below.

 Surprisingly, when researchers writing in English make knowledge claims 
based on their research evidence, they rarely make bald confident statements, 
but they usually modify their propositions by the use of modal verbs such as
may, modal adjuncts such as possibly or lexical items that decrease the force 
of a proposition such as indicate or appear. Thus, we find, for instance, This
would appear to be in conflict with … rather than This is in conflict with …
and These results may have relevance to … rather than These results have
relevance to … and (in an example from Myers’ 1989 data) These results
suggest that U1 RNP is essential for the splicing of mRNA precursors …
rrather than These results show that …

Myers (1990; and elsewhere) has argued that hedging of this type in sci-
entific articles does not, as some have argued, indicate a lack of commitment 
to the proposition on behalf of the writer(s) – indeed, it is clear in most cases
that the writers are fully committed to the value of their claims – but rather 
that hedging is used to mitigate what might otherwise be considered a face-
threatening activity, something that could cause offence to fellow researchers,
after the earlier work of Brown and Levinson (1987) on politeness in spoken
English. Myers sums up his own view in the following (suitably hedged)
claim: ‘The hedging of claims is so common that a sentence that looks like 
a claim but has no hedging is probably not a statement of new knowledge.’

Myers’ work on hedging in scientific articles was followed up with work 
on economics articles (Dudley-Evans 1993; Bloor and Bloor 1993) where a 
rrather more complex picture emerges. Hedging is equally common in eco-
nomics, particularly hedging of major claims on theoretical issues in eco-
nomics, but other types of claim can be observed, some of which are not 
hedged. It has also been noted that hedging of claims may be more common
in English than in some other languages (Bloor and Bloor 1991), which has
implications both for translation of research articles and for writers whose
first language is not English but who are seeking to publish in English lan-
guage journals.
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fHyland (1998) not only provides a useful overview of many studies of 
f hedging not discussed here but also surveys the teaching of such aspects of

modality in textbooks on English for academic purposes. He finds that this
area of the language is widely neglected even in the teaching of writing with
only a patchy coverage of a limited range of items. Hyland supports Dudley-
Evans’ view that: ‘Materials writers need detailed analyses of the rhetorical 
and linguistic organization of the tasks (that need to be taught) if they are not 
to be over-reliant on their own intuition.’

It is precisely because of such detailed analysis that genre and register 
studies have proved useful in many educational projects in schools and uni-
versities around the world.

11.4 Language and literature: valued texts

All societies appear to recognize certain texts as ‘special’. In non-literate soci-
eties, spoken rhetoric and story telling are often highly valued and speakers
are honoured for their contributions. In English and many other languages,
texts like novels, essays and poetry can be placed in a category recognized as 
‘great literature’, which means that they are studied for their own sake and
become the object of analysis and criticism. Great literature does not only 

 consist of written texts even in literate societies. Drama, of course, is written
to be spoken, as is the whole of scripted radio and television. Currently, spo-
ken poetry known as rapping can be highly valued, recorded and distributed 
to wide audiences. Rapping is sometimes spontaneously produced and often
accompanied by music.

In recent research, some of the tools of functional analysis are being used 
 to discover the precise features of valued texts and there is clearly scope

for further applications, not only for educational purposes but also for busi-
ness, journalism, politics and other fields where effective communication is
important.

Literature has traditionally been the province of literary critics and the 
 academic discipline of literary study, but, after the innovative work of I.A.

Richards (1929), an increased interest was shown in the language of literature
and this led to what came to be known as stylistics, which used linguistic 
techniques to support the investigation of valued texts.

tThe use of linguistics to assist in our understanding of what makes great 
literature is often credited to the Russian linguist Roman Jacobson, a mem-
ber of the Prague School who went to America in the 1950s. However, as

ffar as linguistic stylistics in English is concerned, by the 1980s a range of 
publications was being produced, many of them drawing closely on SFG. In
the preface to Style in Fiction by Leech and Short (1981), Quirk referred to 

r this body of work as ‘the new stylistics’. Over thirty years later – no longer
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new – that book has been translated into a number of languages, is still in
print (latest edition 2007), and is used world-wide. Leech’s (2008) Language
in Literature is a collection of his articles on stylistics covering forty years.

Overall, published work in stylistics varies in the attention given to the role
of different metafunctions in literary text as well as to the degree in which
the analysis is quantitative or qualitative. Some analysis focuses more on the
ideational, some on the interpersonal and some on the textual.

Halliday’s key work of 1971, which looked in some detail at Golding’s
novel The Inheritors, compares the language at different stages of the novel,

flargely in the variable use of linguistic patterns. Each of the three sections of 
the novel is written in a different style, each with a preferred set of grammati-
cal patterns, such as nominal group modification and transitivity options. The
language is shown to reflect the behaviour and social interaction of the char-
acters and communities represented. Thus, the first style, supposedly used
by a character from pre-history with a limited construct of the world around 
him, has very few instances of human Actors. Humans more often appear as 
‘affected’ participants in mental processes. In addition, in this section of the
book, Golding uses an ‘excessive’ number of circumstantial elements, mostly
concerning objects in the natural environment (‘in the bushes’, ‘under water’, 

 etc.). Consequently, there is no cause–effect relationship expressed in this 
part of the book. Halliday contrasts this style with those used in the other two 
sections, making the point that the frequency of linguistic forms establishes 

 a ‘norm’ within a particular text, or part of a text, which may differ from the
 rest of the literary work and may not represent the linguistic norms of the 

language as a whole.
General, broad spectrum work on language in literature can be found in 

Cummings and Simons (1983). Toolan (1998, 2001) is noted for his detailed
investigation of narrative, drawing on rhetorical models and theories of plot 
structure as well as on more detailed functional analysis.

 Hillier (2004) reports on a study comparing two extracts from a novel by 
Charles Dickens: one the original nineteenth-century text and the other a sim-

 plified version. One aim of the work was to identify not only how the texts
differ but what the differences suggest about the way Dickens achieved his
effects of the ‘delay, difficulty, and duplicity of the legal system’. It pro-
vides an excellent example of how to design and execute a piece of stylistic
research.

With respect to the role that linguistics can play in understanding varia-
tion in texts, Leech has claimed that ‘there is no dichotomy between literary
and non-literary texts’. Matthiessen (2009: 33), however, does recognize a 
difference. He refers to valued literary texts as verbal art (presumably in cont -
trast with visual art) and literary stylistics as artistic linguistics, a term which 
he says has a literal translation in Chinese. He claims that these are useful
terms since ‘stylistics … can be seen as representing a methodology that is
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not restricted to verbal art’. It seems unlikely, however, that Matthiessen is 
claiming that a different methodology is required for investigating literary 
and non-literary texts.

A valid research question seems to be why any texts are highly valued
within their own discourse community. Popularly, there has always been con-
cern about communicative success over all types of language use from pub-
lic speaking to legal documentation. Most people would agree that language
users differ in their ability to communicate effectively on occasion. There 
seems to be an intuitive concept of ‘valued text’, even though it can be dif-ff
ficult for most people to explain why one speaker or writer seems better than
another.

Analytic methods can demonstrate not only how authors achieve success,
but can also point to why texts may fail or how infelicities occur. Halliday’s
(1993) article ‘Some grammatical problems in scientific English’ is a clas-

 sic piece of stylistic analysis, explaining the linguistic techniques he used
to analyse the grammatical features of scientific textbooks that learners find
inherently ‘difficult’.

Comparative text analysis has been used to test the popular view that short 
sentences and simple clauses are easier to understand than clause complexes

t or clauses with multiple embedding. The evidence has shown that, at least
with adults, complex clause structures can actually facilitate text comprehen-
sion, especially in cases where clause relations like reason, condition and 
result are clearly indicated (Anderson and Davison 1988). Even with spokent
discourse, there is no evidence that simple grammatical patterning is easier to 
understand. Prepared speech (in lectures, for example), which can often have 
a relatively high frequency of hypotactic clauses and embedded relatives, can
be rated by students as easy to understand (Tyler 1994).

Of course, when we speak of valued text we need to consider the purpose 
for which the text is constructed. Texts are produced within specific contexts 
and evolve within specific contexts and what is valued by one audience may
be rejected by another. Language which is appropriate and successful in a soft 
drinks advertisement would not be valued in a medical journal, and a scien-
tific report might not sell soft drinks – although it is the case that cosmetic
advertisements often ‘borrow’ chunks of formal scientific style to give the 
impression that some kind of serious evidence supports the predicted success
of the product (see Bloor and Bloor 2007: Chapter 9).

11.5 Language and power

 Since language is a human social phenomenon, it develops and changes
as people use it for social purposes. Much of our understanding of reality 
(our models of the world and the way in which we represent the world) is
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dependent on language. Usually we take this for granted and imagine that 
 we can talk and write about the world in a completely objective way, using
 language as a tool that is separate from our experience, but, if we stand back,

and look at the language that we use or the language that is used around us, 
t we can see how the words and grammar picture reality in certain ways that at

the same time reflect our attitudes and influence our perception of the world. 
Halliday (1990) illustrates this with the way in which modern societies use 
the word grow with favourable connotations even when writing about activi-

 ties that may not be good for the planet in any real long-term ways. Starting 
from the association of growth with such ideas as the growing child  or thed
growth of food and plants, we now talk about economic growth, lindustrial
growth, growth in air transport   and so on, and, regardless of reality, the ideat
that ‘growth is good’ permeates the language. He quotes from the Sydney
MMorning Herald, 12 March 1990, to the effect that the annual market fore-
cast of an aeroplane manufacturing company ‘says airline traffic to, from and 
within the Pacific area will lead the growth with rates unmatched anywhere
else in the world’ and adds that ‘the rationale for a more optimistic koutlook
includes prolonged air travel expansion driven by continued growth in dis-
cretionary incomes’ (our italics). This relates to a very common, but ques-

 tionable, idea of Western culture that ‘more is better’ and ‘bigger is better’
discussed by Lakoff and Johnson (1980).

The example of growth is a good illustration of how a particular ideology
mcan become set into the form of the language (in this case the lexical item

‘grow’) and where what might appear to be a standard – even objective – 
form is in fact coloured by a stock of opinions and attitudes.

A similar case, this time involving the grammatical use of possessive pro-
nouns, concerns the use of the word my or our   in conjunction with nominalsr

r representing things that, in fact, cannot be owned in any real sense, as for
example in well-attested examples like our language, my country, my home
town, my wife/husband. It seems likely that the use of possessives in this
way can colour people’s attitudes to the world and, as well as encouraging

 traditional loyalty and care, can also encourage possessiveness, nationalism 
and other negative emotions. If we think of a national group, for example, as 
belonging to ‘us’, we may seek to exclude others from having any right to 

 live in that community. This is the type of situation that can lead to so-called 
‘ethnic cleansing’, where people from one community, who may not actu-

 ally be the sole owners of the land they live on, assert a privileged position
with respect to land or property and force other people (the ‘not-us’) to leave

 on pain of death. In this way, political or national power can be reflected in
the language and the language in turn can reinforce such power. Similarly,

r if we talk about the language we learn as infants as ‘our’ mother tongue or
‘our’ language, we are encouraged towards an affinity to that language which 
may discourage us from a desire to engage in interaction in other languages 
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(which may be seen as ‘belonging’ to foreigners). It seems that some Central 
African languages, used in regions where most people tend to be multilingual,
moving from one small language group to another, do not have the linguistic
possibility of using possessive adjectives with the word language or of using
a possessive pronoun to stand in place of the word language. Although speak-
ers can talk about the language of such and such a village or such and such a

rregion, the language is considered to be available to those who use it whether 
they are native speakers or not, and the notion that a language can be the 
‘property’ of any group is considered nonsense.

k The notion of ideologies ‘hidden’ in language is central to current work
in critical discourse analysis (CDA). Hodge and Kress (1979) used SFL in 
establishing the field of critical linguistics, which developed later into what 
is now more often known as critical discourse analysis (CDA). CDA has
developed into a disciplinary field with some branches heavily influenced by 
sociology, some by philosophy, but with a central core focusing on Hodge 
and Kress’s belief that ‘ideology is linguistically mediated’. Nowhere is this
clearer than in the social construction of identity by, for example, racial clas-
sification systems introduced by governments in order to impose inequality 
and control through forcing every citizen to adopt a racial and religious iden-
tity as happened in Nazi Germany, apartheid South Africa and is happening 
in other countries even today. Equally important in CDA is the study of how
manipulative discourse (such we find in political speeches) can be success-
fully challenged by such techniques as revealing grammatical metaphors that 
disguise responsibility and identifying euphemisms and stock phrases (see
Bloor and Bloor 2007, for detailed analysis of these and other examples).

Halliday and Mattheissen (2006) discuss and develop Lakoff’s (1992) 
demonstration of how metaphor is used to manipulate public opinion in time 
of war. Applying the notion of grammatical metaphor, they unpack a military
text, showing how the writer or writers of the text avoid mentioning human
participants and represent the business of killing people in terms of imper-
sonal abstractions.

Fairclough, the author of Language and Power (1989), explains that his
objectives are ‘to help correct a widespread underestimation of the sig-
nificance of language in the production, maintenance and change of social 
relations of power’ and ‘to help increase consciousness of how language con-
tributes to the domination of some people over others’. In recent years he has 

rbeen concerned with what he calls ‘new capitalism’ which is maybe better 
known as ‘globalization’. Socioeconomic transformations, he claims, can be 
‘discourse driven’, and he demonstrates how discourse can be manipulated 
to make government policies seem inevitable and to represent political aims 
as ‘facts’. In Fairclough (2004), for example, he uses SFL to analyse a politi-
cal speech, showing how even education, knowledge and the arts are moved
into a commercial frame. Bloor and Bloor (2007) similarly discuss how the
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language of marketing infiltrates medicine and education and how the lan-
tguage of medical science is exploited by the cosmetics industry to construct 

a false credibility for product claims.
While stressing that description is only one stage in critical discourse

analysis (the others are interpretation and explanation  ), Fairclough specifies
the type of linguistic analysis that is appropriate for critical investigations into

r language use and suggests ten questions concerning vocabulary, grammar
and textual features that we can ask about the features of a text. The questions
concern the choice of words, grammatical form and text structure in terms 
of their experiential values (how is the speaker/writer’s experience of the
world represented?), relational values (how are social relationships between
interactants expressed?) and expressive values (how are the speaker/writer’s
attitudes to the topic expressed and social identities revealed? f ). As lack of
space here prevents a more detailed consideration, we list Fairclough’s gram-
mar questions, somewhat abridged, below:

1. What experiential values do grammatical features have?
What types of process and participant dominate?t
Is agency unclear?
Are processes what they seem?
Are nominalizations used?

2. What relational values do grammatical features have?
What modes (declarative, interrogative, imperative) are used?
Are there important features of relational modality?
Are the pronouns we and you used, and if so, how?

3. What expressive values do grammatical features have?
Are there important features of expressive modality?

4. How are clauses linked together?
What logical connectors are used?
Are complex sentences characterized by co-ordination or subordi-
nation?

None of these questions will seem strange to readers of this book, who, if they
 have worked through Chapters 1 to 10, will now have a command of the skills

necessary for this type of applied analysis. Of course, discovering what is in
a text is insufficient in itself. The analyst must be aware of the social context 
of the text, the likely effect on its audience, and of the alternative linguistic 
choices that the writer could have made.

11.6 On applications and SFL theory

In this chapter we have introduced some examples of where SFL has been
used in the analysis of actual social events. This sample is inevitably highly
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selective and reflects our personal experience and interests. We could have
considered applications to many other areas including translation studies, the 
media, legal issues and computational language modelling.

It is clear, however, even to the critical observer, that SFL theory has 
 proved productive as a tool for analyzing language in context and as a means

of approaching real problems in human communication and social control. 
But what does this tell us about the answer to the other questions posed in 

 the first section of this chapter concerning the truth of the hypotheses and the
validity of the grammar as a whole?

t The fact that a grammar or a linguistic theory can lead to insights about
the use of language in social contexts does not mean, in itself, that it captures 
the whole truth about language. A theory must be internally consistent, suf-ff
ficiently complex to handle all the phenomena, and, some would say, have 
the potential to provide an algorithm for the generation of language or even 
of discourse. No theory of grammar has yet achieved anything approaching

 these three goals. There is much still to be discovered about language. SFG,
however, since it is a grammar that incorporates strong hypotheses about the 
linguistic nature of textuality as well as a means of analyzing processes and 
their participants, is already a useful tool for social action. It is only through 
such action that the theory can be developed.

fAs a direct result of the uses to which it has been applied, the theory of 
 SFL has been improved, extended and polished. ‘Ideally,’ wrote Martin

(1989) ‘practice gives rise to new theory, which in turn enables new prac-
tice.’ This precept is a useful one for those who are engaged in any branch 
of applied linguistics. If we understand the theory we are using, our appli-
cations will be more soundly based and we will be able to contribute the

 findings from our individual projects to the general body of theoretical
knowledge. In short, SFL is an on-going research project to which every 
practitioner can contribute.

Summary

The chapter began with a discussion of the links between theory and applica-
tions. We then discussed applications to scientific and technical texts and to
research into child language development and language in education with

t special attention to the teaching of writing. This was followed by a look at
approaches to the study of valued texts, including works of literature. Finally,
we considered the use of SFL to help us recognize when people are using
language to exploit, mislead or oppress others.



240 Applications of functionalff analysis

Further study

 The key work for any reader interested in the language of science is Volume 
5 of Halliday’s Collected works (2004).There have been a number of studies
investigating language use in specific scientific fields, such as Gledhill (2000) 
on cancer research articles, Bloor, M. (1996, 1998) on language use in com-
puter science departments, Mortensen (2003, 2005) on the letters of patients
with brain impairment.

The collection edited by Martin and Veel (1998) brings together articles on 
aspects of scientific and technical discourse, including writing in industry and
even science fiction. More recently, Armstrong (2009) has written a survey
article outlining research applying SFL tools to communication disorders, 
such as aphasia, autism and other types of language impairment. Iedema also
edited a collection of articles on the discourse of hospital communication

 (2007), but here the focus is on interactive organizational issues rather than 
linguistic ones.

The work of Swales (1990) and Swales and Feak (2012) is focused on the
analysis of moves and the identification of linguistic features of academic

 genres in specific discourse communities and the application of this research 
r to the teaching of writing. (See also Bloor, M. 1999, 2004; Nesi and Gardner

2012.) This type of work is undertaken internationally and is published in
various international peer-refereed journals, such as English for Academic
PPurposes, Asian English for Academic Purposes and English for Specific
Purposes.

 A vibrant area of interest is the study of what is now referred to variously as
appraisal, stance and evaluation. This work investigates the linguistic means 
by which a text carries the attitude of the writer or, in fiction, of charac-
ters in the text. Hunston and Thompson (2000) is a collection of key articles 
on this topic. More recently, Hunston (2010) discusses corpus approaches 

 to evaluation. Other recommended reading for those interested in this area
includes White (2004), which reports on research into the attitudes and opin-

 ions expressed in news media, and Martin and White (2005), an introduction
and explanation of the terminology and analytic methods used in appraisal.

t Goatly has published widely in literary stylistics, often using SFL to assist
his analysis. His book Explorations in Linguistics  (2008) uses transitivity and

rtheme in his studies of a variety of novels (including one of the Harry Potter 
series). Toolan (2009) draws on SFL at relevant places in his corpus-based
work on narrative progression in the short story, as does Norgaard (2011).

The study of how language varies depending on who is using it and for 
what purposes, which we mentioned in Chapter 1, is used as the basis for 
fforensic linguistics. Forensic linguists use techniques from descriptive lin-
guistics (often SFL), to analyse features in written or recorded texts in order 
to identify criminals or witnesses or to test authorship. It has also been used to
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check the complexity of legal documents and study the comprehension prob-
 lems of children in court. Cotterill (2004) is an edited collection of a wide

variety of articles on language in the legal process from the police emergency
room to the appeals court. For an introduction to the field by experienced
linguists, read Coulthard and Johnson (2007). A different type of application
to legal issues can be found in Terauchi (2001), which is concerned with the
teaching of legal English to Japanese speakers and focuses on the specialized
use of legal lexis.

Young and Harrison (2004) is a collection of articles on critical discourse
analysis from an SFL perspective. Bloor and Bloor (2007) introduce the prac-
tice of critical discourse analysis with sections on the language of politics, 

a consumerism, racism, the law and aspects of the media. Martin (2009) is a
short article providing an overview of a selection of SFL publications in dis-
course studies (not confined to work on English) and giving a brief introduc-
tion to his own position. It does not address CDA.

NNote

1. Akinsanmi, A.O. 1990: Junior Secondary Agricultural Science. Harlow:
Longman.
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Historical perspectives

12.1 Origins

We ignore the achievements of our predecessors not only to our individual
detriment but greatly to the peril of our collective scientific enterprise.

(Charles Hockett, cited by Robert de Beaugrande, Linguistic Theory, 1991)

Given enough background knowledge and determination, we can trace most 
ideas back to earlier ones, or can at least see that they have their origins 
in some notion that was present in earlier work. This volume is primarily
concerned with one particular approach to the study of language, Systemic
Functional Linguistics. In many respects this is unique, but it has its ori-

 gins in the work of earlier scholars. It is informative to consider what these
rare, and it may also be of interest to see how SFL differs from some other 

approaches.

12.2 Before the twentieth century

There is a long history of ideas about language. Perhaps it might be more
accurate to say that there are numerous histories, with various traditions in

t different cultures (Western, Middle Eastern and Far Eastern) and different
preoccupations and purposes. These histories are complex and not always
distinct from each other.

The main line of Western thought about grammar can be traced back to
the Ancient Greeks from about the fourth century bc, a tradition which argu-
ably reached its peak with the grammar of Dionysius Thrax in about 100 bc  ,

 though it has continued up to the present with modifications – first by the
 Romans, adapting Greek models to Latin, later by others. Although modern
 grammars may differ from traditional grammar in very significant ways, they 

all owe something to this tradition. Among the many valuable concepts that 
we inherit from the ancients are the word classes (or parts of speech); and
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also the notion of active and passive voice; tense; subject and t object; gender, 
pperson, number andr subject–verb agreement, to name but a few.

The Western classical tradition, however, has been greatly affected at vari-
ous times in history by contact with other traditions, notably those of the Arab 
world and of India. With the exception of Hebrew, investigated primarily
in connection with Biblical studies, non-European languages were relatively 

 neglected in the West for centuries, but in the Middle Ages Arab culture and
scholarship had spread widely and were well established in Spain as well as
the Middle East and North Africa so that Islamic philosophy and linguistic 

f studies made a major contribution to medieval thought. The complexity of
the relationship can be seen in the fact that the Arab grammarians had them-
selves long been aware of Classical Greek ideas. Similarly, Jewish scholars 
working with Hebrew had a symbiotic relationship of ideas with Arab and
European grammarians.

The influence of Indian scholarship was at least as important. At the end
of the eighteenth century, largely as an indirect result of British imperialism,
there was an expansion of European interest in Asian languages. Beginning
with the work of a British colonial officer, Sir William Jones, startlingly new
information about the relationship of many Indian and European languages 
became available; in addition, an impressive long-standing Indian tradition 
of linguistic analysis, more sophisticated in many respects than the classical

k European tradition, was revealed to European scholars, and some were quick
to profit from it. Much Hindu scholarship had conservative religious motiva-
tions and focused on the sacred texts. The best-known exponent of the Indian
tradition is Panini, a grammarian of Sanskrit, who wrote between the fourth
and seventh centuries bc.

For over a hundred years after Jones, linguistic research was dominated by 
a concern with tracing the historical connections between languages, particu-

t larly those in the Indo-European family, and accounting for the changes that
languages undergo as time passes. Research into regional dialects played a 
part in this, as it does today.

Meanwhile, traditional grammar dominated the education system. A quaint, 
beautifully illustrated booklet for children called The Infant’s Grammar or a
Picnic Party of the Parts of Speech (Harris 1824, republished 1977) intro-
duces (in verse) the parts of speech personified as people attending a party. A
sample fragment gives the tone.

And these actors the VERBS, when they’d room to DISPLAY
Both WRESTLED, and TUMBLED and GAMBOLLED away.

The value of this as an educational tool is open to doubt, but its very exist-
ence, clearly targeted at young children, says something about the status
of grammatical studies in the early nineteenth century. Although modern
linguistics differs significantly from traditional approaches, the insights 
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of earlier times underpin much modern thought, including Halliday’s, and
 provide a core of terms and concepts, which is crucial to the grammatical

analy  sis of most modern schools of linguistics. In the words of J.R. Firth
(1957, p. 216):

The great languages of the older civilizations were well served by grammarians
whose eminence has not been levelled or overlaid by the thousands of grammars 
of modern languages […]. What modern linguist would wish to find serious fault 
with the grammatical outlines of Panini for Sanskrit, of Dionysius for Greek, of 
Donatus and Priscian for Latin, or of Sibawayhi and Al Khalil for Arabic?

rThere may be a suggestion in Firth’s words that, good as they were for their 
original purpose, traditional grammars are inadequate for the task of describ-
ing other languages, and this has been a widespread view among linguists.
Nevertheless, it would be wrong to suggest that the centuries of applying

 traditional grammar to languages other than Sanskrit, Classical Greek, Latin 
t and Classical Arabic were wasted effort. It would also be wrong to think that

there is one monolithic traditional grammar, unchanged since ancient times.
r In fact, there have been debate and reformulation of ideas about grammar

throughout history. However, there is enough common ground to justify this
broad label, and outside the linguistics community, some form of traditional
grammar is still the most widely known.

12.3 De Saussure

 Discussion of the development of modern linguistics often starts with the 
Swiss scholar, Ferdinand de Saussure (1857–1913), whose Course in lGeneral
LLinguistics was put together by his students and colleagues and published in
1916, three years after his death. De Saussure (translated by Baskin, 1959)
set out what he considered to be the principles of a science of linguistics, and
many of these remain central to modern approaches. Though few, if any, lin-

 guists accept all his views, they at least take account of them and usually have
 recourse to some of his terminology. Although his fame in his lifetime rested

ton his historical comparative work, including his doctoral thesis completed at 
the unusually early age of 21, one of de Saussure’s contributions was the redi-
rection of linguistic studies away from historical concerns to the ‘synchronic’

ranalysis of contemporary language. Others had already suggested a need for 
less historically oriented studies, but his comments distinguishing linguistic
descriptions as either diachronic (through historical time) or synchronic (at a 
particular point in time) provide a historical marker for this shift of emphasis.
Not all linguists accept this dichotomy, and Halliday has expressed reserva-
tions about it.
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 De Saussure argued that a language in general could never be fully
explained, but that it can be perceived on the one hand as langue, which is the 
collectively inherited set of signs, the language system; and, on the other, as 
pparole  , which can be roughly glossed as the individual’s use of the system.
(For de Saussure a sign is a combination of a concept and its representa-
tion.) He argued that langue, and not parole, is the proper object of linguis-
tic enquiry. Half a century later Chomsky took a similar line in his positing 
of competence and performance (or later I-language and E-language). In 
answer to a direct question on this point, Halliday (1978: 51) rejects the need 
for the dichotomy, citing his mentor, Firth; but he adds that whether you need 
to make such suppositions depends to some extent on why you are looking at 
the language. Halliday does not find it useful for his purposes.

Another key contribution to linguistic thinking, and one that plays a sig-
 nificant part in Systemic Functional Grammar is the Saussurian distinction

between syntagmatic and paradigmatic dimensions. De Saussure observed
that linguistic items are significant only in relation to other linguistic items in

 the system. Using a spatial metaphor, he says that language is systematically
organized along two axes: horizontal and vertical.

The horizontal (syntagmatic) axis is typified by the fact that, in any utter-
ance, words follow each other in prescribed sequences; in the sequence fif
II rewrite this chapter, r each word has a syntagmatic relation to every other
word: if+I+rewrite+this+chapter. In compound words such as rewrite, the
two morphemes (re- and write) t relate syntagmatically. We could say that
re- is significant in English because (among many other things) it combines
with write; that the significance of the word this r is in part its potential for 
co-occurring with chapter, and so on. Also syntagmatic are phenomena such
as Subject-Finite agreement and word order. Likewise, sounds relate to each
other sequentially: for example, /i/ and /f/ /ff combine syntagmatically to make
up /if/ff .

However, items are significant also because they relate on the paradig-
matic axis to other items. Part of the significance of write is that it contrasts
with read. When we say write, we choose not to say read  . The same can be
said of write with regard to inscribe, or scribble, r or for that matter any other
verb. The relation is a paradigmatic one in that the items are in a sense alter-
natives within sets. The relation between write, writes, wrote, written  and
writing is thus also paradigmatic, as is the relation between written, bitten,
spoken, taken and broken.  In the sound system, the paradigmatic significance
of the phoneme /i/ is that it is not /o/ or some other sound; so /i  / and /o/ are
paradigmatically related, and, by extension, /if/ has a paradigmatic relation
to /of/.

Syntagmatic relations, then, realize the items’ potential for combina-
tion in a string; paradigmatic relations are the alternations between items.

 In Systemic Functional Grammar, syntagmatic and paradigmatic relations
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are sometimes discussed as chain and choice, but the terms syntagmatic and
paradigmatic are more usual in recent publications; a system is a set of para-
digmatic choices; a structure is a syntagmatic phenomenon, a chain of ele-
ments, in which each element is the result of some paradigmatic choice.

De Saussure saw linguistics as merely part of a larger discipline, at that 
time non-existent, which he called semiology, ‘a science that studies the life
of signs within society’ (1959: 16). In addition to linguistics, he mentions
such systems of signs as ‘writing, the alphabet of deaf mutes, symbolic rites,
polite formulas, military signals, etc.’ (1959: 16). In the second half of the
twentieth century, de Saussure’s thinking was perhaps as noticeable in the
field of semiotics as in linguistics itself. European philosophers and semioti-
cians such as Roland Barthes and Umberto Eco, whose essays included stud-
ies of such social phenomena as wrestling, striptease and blue jeans, might 
be regarded as de Saussure’s intellectual grandchildren, but the influence on

f linguistics has also been profound, especially in Europe. One collection of
Halliday’s work is entitled Language as Social Semiotic  , and the introduction
begins with a detailed reference to de Saussure, albeit to distance Halliday 
somewhat from his views. Incidentally, SFL linguists have recently made
considerable headway into multimodalism: the semiotics of visual imagery 
and graphics (and occasionally music); for example, Kress and van Leeuwen 
(2002, 2006); van Leeuwen (2005).

12.4 Linguistics in America

The foundations of American linguistics were laid by the German émigré
 Franz Boas (1858–1942), an anthropologist, and Edward Sapir (1884–1939), 

who was also born in Germany. Under Boas’ influence, Sapir turned away
from orthodox European historical linguistic studies (philology) to examine
the languages of Native Americans (or North American Indians, as they were 
then called). The work of Boas and Sapir led to new ways of describing the
grammatical structure of languages, rejecting the classical model which had
evolved from Ancient Greek grammar.

Sapir (1921: 8) gave a definition of language that clearly places him in an 
empiricist tradition that sees language as a social – and arbitrary – communi-
cation system:

Language is a purely human and non-instinctive method of communicating ideas,
emotions, and desires by means of voluntarily produced symbols.

 This statement occurs as part of the introduction to Sapir’s classic work,
LLanguage (1921), r a chapter subtitled ‘Language Defined’. In this, Sapir
(1921: 4) contrasts language with the human capacity for walking, which is
‘an inherent biological function of man’.
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Not so language. It is, of course, true that in a certain sense the individual is 
predestined to talk, but that is due entirely to the circumstance that he is born not 
merely in nature, but in the lap of a society that is certain, reasonably certain, to 
lead him to its traditions.

Probably the most prestigious figure in the first half of twentieth-century
American linguistics, however, was Leonard Bloomfield (1887–1949), who 
also began as a philologist and had studied in Germany. Bloomfield estab-
lished the basis for structural analysis which dominated American linguistic 
scholarship for nearly thirty years. He set out to make linguistics an autono-
mous subject and a scientific one, and the type of analysis which he devel-
oped, usually called American Structuralism, had a major effect on language

rteaching in providing the linguistic basis for pattern practice drills and other 
aspects of the so-called ‘audio-lingual approach’, dominant in the 1950s and
1960s and still in use today in many classrooms (Lado and Fries 1970 and 
earlier). Bloomfieldian linguistics was strong in the areas of phonology (pro-
nunciation) and morphology (word-formation) and made some inroads into
syntax (sentence structure) but it had little to say about semantics (meaning).
Many modern linguists see this last point as its major weakness, together 

t with Bloomfield’s espousal of behaviourist psychology, which argued that
language is merely a set of acquired habits. Gleason (1965) introduced the
concept of agnation, which has become a key term in SFL.

The dominance of Bloomfieldian linguistics lasted in America until the
late 1950s, when it was side-lined by Noam Chomsky. Chomsky (born
1928) was himself a product of American Structuralist training, and his lin-

 guistics reflects that fact, not least in its relative downgrading of meaning,
but it also represents a significant departure from Bloomfield’s (or Sapir’s) 
approaches, especially in its psychological and philosophical orientation. In 
the first fifteen years or so of Chomsky’s reign, his most significant contribu-
tions seemed to be in two technical notions in the field of syntax: (i) deep and 
surface structure; and (ii) the mechanism of the transformation (which gave 
rise to the name Transformational Grammar). Both these apparently central
notions gradually faded from view as the case for them became less tenable
under the pressure of further research, and they now appear vestigially, if at 
all. Chomsky’s overwhelming dominance in America and beyond was well 
established by the mid-1960s and his approach still remains highly influen-
tial, perhaps partly because of his unrelated but significant left-wing political 
writings.

fIt is interesting to compare Chomsky with Halliday: they are linguists of 
 the same generation but Chomsky’s linguistics position is in many ways the

antithesis of Halliday’s.
One of Chomsky’s preoccupations is with the universals of language; 

 hence the model’s later preferred name of Universal Grammar. Unlike
t Halliday, and most of the people mentioned above, Chomsky has no interest
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in the social aspect of language, but views language as essentially a biologi-
 cally determined phenomenon: something with which we are endowed by 

four genetic structure as humans. Comments by Chomsky about the nature of 
human language contrast markedly with the quotations from Sapir (above). 

 Halliday’s views are closer to Sapir’s on this score since, for both, language
is primarily a social phenomenon.

Furthermore, Chomsky (1993) has a view of language comparable to de
Saussure’s dichotomy of langue and parole  , regarding actual manifestations
of language as E-language (external), which is only a very rough, ‘degenerate’

f representation of I-language (internal). Originally, he discussed this aspect of
the theory using the terms performance and competence. For Chomsky, the
goal of linguistics is to explain the human grammatical faculty by focusing 
on I-language. As we have seen, Halliday rejects such dualistic claims. In his 
comment on de Saussure’s langue and parole, he concedes that some degree
of abstraction is necessary but says that it should be kept to a minimum.

Chomsky’s concept of I-language leads to a process of idealization, dis-
cussing abstract forms rather than authentic samples of language in use. The
linguistic data which Chomskyans examine are not texts, or even fragmen-
tary utterances actually produced in communication, but examples thought 
up by the linguist to check the plausibility of the grammar that is proposed.

 Chomsky is interested in models of mental grammars; Halliday is interested 
in languages and communication.

rFunctionalist views are incompatible with Chomsky’s views on other 
fissues, too, notably the Chomskyan claim that the grammatical structure of 
 a sentence (its syntax) is autonomous with regard to meaning (semantics): 
 that is to say that the rules of syntactic structure operate without reference to

semantics. For Chomsky semantics merely interprets the syntactic structures. 
For Halliday, meaning is at the heart of everything in language. Chomsky is 
a formalist, and Halliday is a functionalist.

Yet another contrast lies in the self-imposed criteria for the grammar. 
r Chomsky pursues a policy of ‘parsimony’ (also known as ‘economy’ or
f‘simplicity’), attempting to limit the grammar to the smallest possible set of 
 principles and parameters. His claim is that this will explain how children are

able to master the apparently insuperable task of mentally developing a gram-
fmar. He assumes that the optimal grammar must be a short one; hence one of 
t the many labels assigned to his approach over the years was the Minimalist

Programme. Halliday and his followers, working from different assump-
tions about the object of investigation and the nature of language acquisition,
are happier with a rich multistratal account of language or what they call an 
‘extravagant’ grammar.

The American linguists labelled as generative functionalists (Ellen Prince
and others), although they have some functional concerns such as authen-

r tic data and interaction of discourse and grammar, are in some ways closer
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to Chomsky’s formalism than to SFL, accepting some of the fundamental 
principles of formalist approaches such as the autonomy of the grammar and 
innateness of the language faculty. Nevertheless, Prince has produced inter-
esting work in pragmatic situation-based discourse analysis. The West Coast 
functionalists such as Talmy Givón have more in common with SFL and are 
discussed below.

In fact, the category ‘American’ as applied to linguists is largely unhelp-
ful since it does not reflect any theoretical homogeneity. There are important 
American contributors to SFL working in the USA: Peter Fries (mentioned
elsewhere) and Jay Lemke, for example. Limitations of space preclude dis-
cussion of major modern American scholars whose interests are more akin to
Halliday’s than some we have considered: Bolinger, Chafe, Grimes, Hymes,
Lamb, Longacre and Pike spring to mind, and, less obviously, Labov and

 Lakoff. But one American demands his own short section here. His name is
Benjamin Lee Whorf.

12.5 Whorf

Whorf was not only a pioneer in linguistics. He was a pioneer as a human being. 
That should not be forgotten … To my mind, Whorf was the most interesting
linguist of his day.

(Lakoff, 1987, p. 330)

Whorf (1897–1941) was a fire insurance inspector, a graduate in chemical 
engineering and an amateur linguist. He is primarily associated with the idea
of linguistic relativism, the view that a language is intimately bound up with 
its speakers’ culture and influences their world view. This was not an entirely
new idea; it can be traced back at least as far as Wilhelm von Humboldt 
(1767–1835), but Whorf gave it a new impetus with his work on Native
American languages and his insights into the role of grammar in the creation
of meaning.

fWhorf’s employers seem to have been generous in allowing him time off 
to pursue his remarkable interests. As a result of his leisure-time work in
Mexico, decoding Mayan hieroglyphics and studying the native American 
language, Nahuatl (aka ‘Aztec’), he came into contact with Sapir, who encour-

 aged him to investigate Hopi, a distantly related language spoken in Arizona,
fthough Whorf’s informant was a Hopi speaker living in New York. Whorf 

argues that Hopi interprets – or creates – the world in a different way from the
languages which he calls Standard Average European (SAE). In the course
of his research, he developed interesting innovations in grammatical theory,
such as the concept of the cryptotype, a covert grammatical category that is

 identified only by its ‘reactances’; one example is the classes of adjectives in
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English that have different precedence in regard to their position in relation 
to the head noun.

According to Whorf, the Hopi’s perception of time (among other things) 
is fundamentally different from that of the speaker of SAE because the Hopi
language and SAE languages have fundamentally different ways of deal-

 ing with time. Indeed, Whorf goes so far as to claim that the Hopi language 
has:

no words, grammatical forms, constructions or expressions that refer directly to
what we call ‘time’, or to past, present, or future, or to enduring or lasting, or to 
motion as kinematic rather than dynamic […] Hence the Hopi language contains 
no reference to time, either explicit or implicit.

(1956, pp. 57–8; originally written about 1936)

Thus, Whorf argues, there is no reason to suppose that the Hopi has any
fconception of time as flowing from past through present into future or of 

time as separable from a static space, perceptions which Europeans and Euro-
Americans (speakers of SAE) often take to be universal, even indisputable,
facts of physical reality.

 This does not mean, however, that the Hopi has a defective or less subtle
perception of the world than the SAE speaker:

The Hopi language is capable of accounting for, and describing correctly, in a 
pragmatic or operational sense, all observable phenomena of the universe.

(Whorf, 1956, p. 58)

Where SAE languages separate phenomena in terms of time (expressed lin-
guistically as tense and aspect), Hopi ‘gets along perfectly without tenses for 

 its verbs’ (1956: 64). However, Hopi makes distinctions on such bases as 
objective reality versus subjective experience (though the terms subjective
and objective   are themselves SAE concepts and may not be perceived in the
same way by the Hopi).

What one culture may perceive as a thing another may perceive as an tevent
(Whorf, 1956: 63):

Hopi with its preference for verbs, as contrasted with our own liking for nouns, 
perpetually turns our propositions about things into propositions about events.

This has an obvious bearing on Halliday’s notion of grammatical metaphor.
 Furthermore, far from suggesting that SAE languages or world-view are 

superior, Whorf says that Hopi does things with grammar that SAE languages
simply do not deal with. For example:

The Hopi realize and even express in their grammar that the things told in myths r
and stories do not have the same kind of validity as things of the present day, the 
things of practical concern.

(Whorf, 1956, p. 64; our italics)
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The opinion that European and Euro-American thinking may not have a
t monopoly of truth with regard to the physical nature of the world, or that

so-called ‘primitive’ societies may have some insights that are lacking 
in more ‘civilized’ societies, has acquired considerable popular currency
in recent years, but at the time of Whorf’s writing (mostly in the 1930s),
it was a startling idea to many Americans and Europeans (notwithstanding 
the ‘noble savage’ concepts of the Romantic movement, more than a cen-
tury earlier). The relativistic approach to the nature of the world, the debate
about whether there is an objective reality independent of our perceptions, is
a hardy perennial in philosophy, as is the debate about the extent to which 
we are products of society or of nature, but Whorf’s work puts these ideas in 
a new light.

Whorf still inspires heated debates, not least because those linguists com-
mitted to an extreme universalist position have a strong interest in opposing
his ideas. His views have been misrepresented as being more deterministic
than they probably were, and he is often identified with something called the

 Sapir-Whorf Hypothesis, a term which neither Whorf nor Sapir ever used.
Those sympathizing with Whorf’s views now tend to avoid the term. It is 
popularly associated with lexical issues, and especially with the claim that 
Inuit (Eskimo) languages have many distinct words for snow whereas SAE 
languages have very few. In fact, it was Boas who made this observation,

r and it has been widely disputed. It has since become a sort of ‘straw man’ for
 opponents of Whorf to attack. Unfortunately, Whorf’s relatively early death

at the age of forty-four meant that he was unable to fully defend and expand 
his arguments.

Boas himself, Sapir’s mentor, had earlier expressed views diametrically
opposed to an extreme language–culture determinism:

It does not seem likely, therefore, that there is any direct relation between the
culture of a tribe and the language they speak, except in so far as the form of the
language will be moulded by the state of the culture, but not in so far as a certain 
state of culture is conditioned by morphological traits of the language.

(Boas, 1964; originally written 1911)

Debates also take place about what Whorf actually meant, and whether Sapir 
agreed with Whorf, and so on, but we shall not pursue this further here. Of the
earlier American linguists mentioned here, Whorf is the one who is closest 
to the thinking of Michael Halliday although Halliday (1973: 106) denies an

rextreme Whorfian position while explaining that ‘Whorf himself was never 
extreme.’

f Modern preoccupations with the centrality of metaphor in language (Lakoff
and Johnson 1980; Lakoff 1987) directly relate to the Whorfian hypothesis, 
and thus can also be linked to the grammatical metaphor concept.r
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12.6 The Prague School

In the 1920s a group of linguists, mainly Czech and Russian, and centred
on Prague and Vienna, formed the Linguistic Circle of Prague and pub-
lished a series of scholarly papers. Some of their thinking can be attributed
to Saussurean principles. Major members included the Russians Trubetskoy 
and Jakobson and the Czech Mathesius. With World War II, the circle broke
up and some members were obliged to leave for other countries, but the tradi-

 tion has survived and still flourishes in the Czech and Slovak republics and
elsewhere in Europe. This approach is known as Prague School Linguistics
and came to be associated with such figures as the late Jan Firbas at Masaryk 
University and Frantis̆ek Daneš at Prague (see Chapter 5 in this volume).

The prestige of the Prague School has perhaps been most identified with 
t their insights into phonology, but, for the purposes of this volume, that is not
 their most interesting contribution. Unlike some of the Americans discussed
 here, the Prague linguists were not content simply to describe grammatical

structures but were interested in finding functional explanations for them.
The example of Theme and Rheme as conceived by the Prague School may
suffice for our purposes here (see Chapters 4 and 5).  Like the Prague School’s
grammar, Halliday’s has also come to be called Functional Grammar, and
like theirs, it places considerable emphasis on the investigation of thematic
organization, though, as we have seen in this volume, unlike Prague linguists,
Halliday usefully separates the concept of Theme/Rheme from the related
concept of Given/New.

Prague School linguists were greatly influenced by the German psycholo-
gist Bühler (‘arguably the greatest psycholinguist and psychologically ori-
ented language theorist of the first half of the twentieth century’, according
to Innis, 1987: 125). Bühler’s model of three functions of language (expres-
sive, conative and referential) can be seen as a forerunner of Halliday’s three

 metafunctions: interpersonal, textual and ideational, which differ significantly 
from Bühler’s, but are probably in part inspired by them. Halliday gives a 
concise explanation of the similarities and differences (Halliday 1978: 48).

12.7 Malinowski and Firth

When influences on Halliday are discussed, the two names most frequently
cited are Firth and Malinowski.

Bronislaw Malinowski was a Polish (later British) anthropologist, an inno-
vator in descriptive ethnography, whose professional career was mainly in

 Britain. Later described as ‘one of the giants among the founding fathers’
of anthropology (Sampson 1987), he was a colleague of J.R. Firth at 

 London University, where he was Professor of Anthropology from 1927. 
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Malinowski’s best-known work was carried out in the Trobriand Islands in
the South Pacific, now part of Papua New Guinea, where he spent years liv-

r ing with the village community. This was fairly unprecedented though it later
became the norm for such research. Malinowski argued that language was
primarily a tool for getting things done. He based this view partly on his
observations of the Trobriand islanders’ fishing expeditions where verbal 
exchanges were a central part of doing the work. At first, he thought that 
this ‘doing’ aspect of language was largely restricted to what he then called
‘primitive’ languages, but later he sensibly dropped the notion of ‘primitive
language’ and extended this functional view to all forms of language, includ-
ing Western academic discourse.

Malinowski coined the term context of situation, a notion which was to play
a large part in Firth’s thinking and, later, in Halliday’s. (He also influenced 

 the Prague School.) The claim made here was that, in order to understand an
utterance, we need to know not only the literal meanings of the words, in the
form of their approximate equivalents in another language, for example, but 
also all the complex of social detail in which the utterance occurs. The same 
is true for any cultural artefact. Indeed, meaning in language is its meaning
in the events where it is used, taking into account all the relevant factors: the
people engaged in the discourse, the social context in which they are func-
tioning, the broader presuppositions of the society, the nature of the task in
hand and so on.

J.R. Firth became the first person to hold a chair of general linguistics in a 
 British university when he was appointed professor at the School of Oriental
 and African Studies, London University, in 1944. Firth had studied Oriental,

especially Indian, languages. (Early in his career, Halliday specialized in
Chinese.) Firth had been Professor of English at the University of the Punjab
before returning to teach phonetics at University College London in 1928. He
did not publish a great deal, and his influence has been felt mainly through
the work of his successors, Halliday most notably. Perhaps it is in the field
of phonetics and phonology that Firth’s direct contribution to current prac-
tice is most apparent, particularly in work on prosody (intonation, tempo and
stress), which can be found in, for example, in Halliday and Greaves (2008)
and Tench (1996, 2011).

One very important concept of Firth’s that has played a large part in the 
work of Halliday is the system, a paradigmatic set of choices (see earlier 
chapters). Firth argues that the grammar of a language is polysystemic, a
system of systems.

In SFL, Firth’s somewhat sketchy suggestions about system have been
developed with greater rigour into elaborate networks representing the 
choices available to users of the language.

Where Firth differed most significantly from de Saussure was in his refusal
to accept that the proper topic of investigation for a linguist was la langue,
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the system of language signs divorced from actual use – or even to accept 
 that this was a realistic construct. In 1950, he endorsed a criticism that de 

Saussure’s approach was ‘static mechanical structuralism’. He added:

For my own part and for a number of my colleagues, I venture to think linguistics
is a group of related techniques for the handling of language events […] In the 
most general terms, we study language as part of the social process.

(Firth, 1957, p. 181; originally written 1950)

As already indicated, this characteristic contrast of approach is even more
t marked between Halliday (or Firth) and Chomsky, for de Saussure did at least

regard language as a social phenomenon, whereas Chomsky entirely excludes
social factors from his analysis, focusing exclusively on individual mental
processes, which he perceives as being biologically determined.

Like Malinowski, Firth stressed the individual’s role as a member of soci-
ety; hence the important interaction between nature and nurture:

You weave nurture into nature, and you do this with the most powerful magic – 
speech. In order to live, the young human has to be progressively incorporated
into a social organization, and the main condition of the incorporation is sharing
the local magic – that is, the language.

(Firth, 1957, p. 185)

In works such as Explorations in the Functions of Language (1973), Learning
HHow to Mean (1975) and Language of Early Childhood (2006), Halliday

ftakes such general observations as a starting point for an extensive theory of 
child language development.

12.8 Corpus linguistics

 Early work in modern corpus linguistics dates from around 1960 when the
first relatively large electronic collections of English texts became avail-

 able to linguists. Even before that, more traditional grammarians, such as 
the great Danish scholar Otto Jespersen (1860–1943) used (non-electronic)

k literary sources to produce descriptive grammars. Jespersen’s massive work
AA Modern English Grammar on Historical Principles (1909–49) is still a 
valuable source of information about English usage. The American struc-

fturalists also advocated the use of corpora, and C.C. Fries (eminent father of 
the Systemic Functional linguist Peter Fries) recorded telephone conversa-
tions as a basis for his innovative and iconoclastic model of English grammar 

 (Fries 1952). In fact, Chomsky’s refusal to use a corpus, preferring to rely on
‘native-speaker intuition’ as a source of data, might be viewed as an eccentric
departure from normal practice in twentieth-century linguistics.
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The first American English electronic corpus was constructed by Henry
 Kucera and W. Nelson Francis in the early 1960s at Brown University in

the USA. Relatively tiny by current standards, it contained about one mil-
/lion words, and was a collection of texts grouped according to genre and/

or domain. This was followed by the Lancaster-Oslo-Bergen (LOB) corpus
of British English established by Geoffrey Leech and Jan Svartvik at Lund
University in Sweden.

In parallel, in Europe, the London-Lund Corpus of Modern English was
developed as a joint project by Sydney Greenbaum, University College 
London, and Svartvik. This contained around 2 million words, and was the
largest available at the time. One of the best-known products of computer-

 stored corpus research was based on the Survey of English Usage, part of the
London-Lund Corpus. This is the descriptive reference grammar of Quirk and
colleagues (Quirk et al., 1972; Quirk et al., 1985) and its various spin-offs.

Advances in computer technology have facilitated great progress in corpus
and quantitative linguistics. The largest corpora of English available today are 
the British National Corpus (100 million words), American National Corpus

k(over 400 million words) and the Cobuild Corpus and its off-shoot, The Bank 
of English, based at the University of Birmingham, UK (650 million words). 
These figures are valid at the time of writing, but these corpora are growing

rin size. They are ‘open’, which means that they are accessible on-line for 
research and for educational purposes, and at least sections of them can be 
used without charge. Information about their use is available on-line.

Halliday was closely involved in the Cobuild project and has used it explic-
 itly in his own research (for example, Halliday and James 1993; Halliday

2004b). Many, probably most, systemic functionalists are strongly commit-
ted to corpus-based work.

A forceful advocate for corpora was John Sinclair (1933–2007), who 
established the Cobuild corpus at Birmingham University. Sinclair was a
former colleague of Halliday’s. With Malcolm Coulthard, he developed the 

 seminal discourse analysis model on Hallidayan principles (‘All the terms
used – structure, system, rank, level, delicacy, realization, marked, unmarked 
– are Halliday’s’, Sinclair and Coulthard 1975: 24). The Cobuild project pro-
duced, among other publications, a major dictionary and spin-offs as well as 
the Cobuild Grammar and a pedagogic student’s grammar (Willis 1991). The
main grammar research project carried out by Gill Francis, Susan Hunston
and Elizabeth Manning built on Halliday’s model though it has much in
common with the work of the British structuralist and editor of the dOxford
AAdvanced Learner’s Dictionary, A.S. Hornby (Cobuild Grammar Patterns
Series 1996 onwards). Other works using this Birmingham corpus include
Hunston and Francis (2000) on grammatical patterns and Hunston and 
Thompson (eds) (2000), a collection of papers on evaluation, a cover term 
for authorial stance, modality, affect and what James Martin, Peter White and t
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others call ‘appraisal’.  Cotterill (2003) uses Cobuild, alongside other tools,
to closely examine power relations in the language of legal trials, specifically
the controversial O.J. Simpson trial in America.

Corpus linguistics is not a model of language like Halliday’s, Bloomfield’s 
or Chomsky’s, but rather a tool for analysis. It has the ability to provide

 powerful challenges to common assumptions about linguistic phenomena, 
 enabling the analyst to discuss such issues as frequency of occurrence and 

t patterns of collocation (i.e., co-occurrence) of items whose relationship is not
transparent to intuition.

f More recently, corpus research has looked into the textual phenomenon of
colligation f (a term coined by Firth), which is the frequency of occurrence of 
grammatical patterns with given lexical items (Hoey 2005).

Much corpus work operates on a large scale without any concern for dif-ff
fering domains and registers. Large corpora are especially useful for quantita-
tive studies, where, for example, there is a need for information about word
frequency or statistical probability of occurrence in the language as a whole.
But corpora of various sizes and significance continue to be established, and

r there is always an interest in the study of language in specialist domains or
genres. Hence there has been an increase in the use of more selective samples
of language, such as the British Academic Written English (BAWE), referred 
to in Chapter 11 and the British Academic Spoken English (BASE) corpora, 
constructed of videoed university lectures from a variety of disciplines. These 
were designed for use in the development of materials to enhance communi-
cation at university level. See also, for example, Ghadessy et al. (2001) and

 also Gledhill (2000), who analyses a small corpus of cancer research articles, 
as we mentioned earlier. O’Halloran and Coffin et al.  (2004) and Koller and
Mauntner (2004) demonstrate the contributions that corpus linguistics can
make to critical discourse analysis (see Chapter 11).

aAs far as grammar is concerned, it seems so far that, besides providing a
major tool for implementing and testing existing grammatical models, corpus
linguistics throws up interesting facts about the language rather than sug-

 gesting major theoretical shifts in areas such as grammatical categories. One
t claim of profound theoretical significance, however, is Sinclair’s argument

that linguistic choices are much more tightly constrained (by lexical con-
t siderations) than had previously been suggested. This field has made great

strides in recent years and continues to do so.

12.9 Some functional alternatives

 In the past few decades there has been a proliferation of models of grammar,
a few of which we will briefly mention here.

 Talmy Givón is the best known of a small number of American linguists
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loosely grouped as West Coast Functionalists. Sandra A. Thompson and P.J.
Hopper work within a similar cognitive framework, also arguing that gram-

 mar emerges from discourse requirements. We say ‘loosely grouped’ because
as Givón himself says:

We have refrained from anointing – or even electing – leaders. We have refused
the label of ‘Theory’, ‘Grammar’, ‘school’.

(Givón 1995, p. 22)

Most of Givón’s titles include the word functional, and he is clearly a func-
tionalist, seeing language as being primarily about communication and
stressing the importance of textual considerations. Unlike formalists such as
Chomsky, Givón starts from the assumption that language is essentially com-
municative and his focus is on discourse and pragmatics. However, he is also
very concerned with the neurological aspect and places considerable empha-
sis on the individual cognitive dimension. West Coast Functionalists resem-
ble SF linguists in rejecting discrete grammatical categories, preferring the

fnotion of prototypes, where an item may be a more or less central example of 
a category (compare Halliday’s idea of clines); Givón suggests that we need
to balance flexibility with rigidity (1995: 13), which few functionalists would 
dispute. Also their views on language acquisition are close to Halliday’s.

Another grammar which calls itself Functional Grammar (FG), was origi-
nated by Simon Dik (1978) and seems to have a following mainly among

flinguists in Belgium and the Netherlands. It shares many of the concerns of 
Halliday’s linguistics and claims to be more ‘explicit’ and complete.

FG shares with other functionally oriented models all the major theoretical
assumptions of the functional paradigm; chief among them is the priority of the 
communicative over the cognitive function of language, with the accompanying 
socio-cultural as opposed to psychological bias. 

(Siewierska, 1991, p. 3)

One striking difference between Dik’s and most other functionalist approaches 
is that Dik’s grammar restricts itself to the sentence and tends to work with 
idealized data rather than authentic text. It is also heavily influenced by predi-
cate logic, which plays no part in SFL.

We hesitate to place the work of Fawcett, Tucker, Tench, Huang and col-
 leagues in this section since theirs is not merely a related approach but an

actual variant of SFL – in a frequently heard analogy, a ‘dialect’ of SFL. 
However, for want of a better location, we include it here although references
to their work have been made at other points. The version of SFL developed
by this group (and others) is often referred to (e.g. by Butler 2003a, 2003b) 
as the Cardiff Grammar. Their work is notable for its extreme rigour and 
its serious commitment to linguistic argumentation, decisions usually being
carefully and explicitly justified.
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 Fawcett spells out the differences between the mainstream model 
associated with Halliday and the Cardiff version of SFG very clearly in
Fawcett (2000a, 2008). The approach remains Systemic Functional and

t many differences are differences of detail, albeit often very significant
kdetail, but some are more sweeping, for example, the rejection of the rank 

scale and of the notion of hypotactic dependency as distinct from embed-
ding, and hence the Cardiff rejection of hypotactic clause and group com-

 plexes; this last was touched on in Chapter 9, Further study. What we
have described (in Chapter 9, in line with IFG) as a dependent hypotactic
expansion is analysed in the Cardiff model as an Adjunct that is ‘filled’
by an embedded clause. (See also Banks 2003b.) Further, a projected

t clause (see our Chapter 10) is, in Cardiff terms, an embedded clause that
‘fills’ Complement and Phenomenon. Further innovations are the qual-
ity group (see our Chapter 3, Further study) and quantity group  , which
can fill both an Adjunct like very much in I like it very much and also a
Premodifier like tall in a tall tree, which departs significantly from any
IFG-influenced analysis. Fawcett (personal communication) also argues
that, in the Cardiff Grammar, grammatical metaphor becomes an unneces-
sary concept.

A broader but less tangible difference is that, in Cardiff Grammar, parsi-
mony seems to be more of an issue than it is for Halliday and his colleagues. 
(See the discussion of Chomsky above.)

12.10 Systemic functional ‘grammars’

Throughout this volume we have used the term grammar t mostly in an abstract
sense to refer to the principles on which language, or more particularly a

r specific language, is organized. Or we have used it to refer to a model, or
account, of this, as in ‘traditional grammar’. In this section we use it in a 
sense that is perhaps more frequent outside academic circles, namely for a

 book describing the grammar of a language. In this context, we can mention
in passing the reference grammars of Jespersen or of Quirk et al r., the latter 
showing many features found in Halliday’s work but not explicitly commit-
ted to this or any other orientation.

In addition to the various editions of IFG, there are numerous exposi-
tions of Hallidayan grammar as applied to English. We have already men-
tioned Berry’s classic (1975, 1977) two-volume Introduction to Systemic
LLinguistics, which is a straightforwardly expository book without exercises.
An early one was Scott et al. (1968), English Grammar, the work of a group 
of scholars at the University of Auckland. Four years later Sinclair’s A Course
in Spoken English: Grammar  was published (Sinclair 1972), and 1980 saw
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the publication of David Young’s The Structure of English Clauses. A very 
comprehensive SFL reference grammar is Downing and Locke (2005).

r Most of these works combine the task of description (as in Jespersen or
Quirk et al.) with an explanation of the model and exercises in its applica-
tion. Thus, they combine the features of a reference grammar with the expos-

 itory qualities of a book such as IFG (Halliday 1985, 1994; Halliday and
Matthiessen 2004) or, to take a less exalted example, the present volume.

r Also, Downing and Locke present their volume as a pedagogic grammar for
non-native speakers. It is impossible to list all the introductory SFG texts 
now available, but they include Eggins (2004), Butt et al. (2000) and Morley 
(2000). Martin et al. (1997) has been referred to at various points: a valu-
able aid especially for analysts faced with difficult choices. Thompson (1996,
2004) is a book with similar aims to our own, though with some differences
of emphasis.

There are some differences of terminological and conceptual detail among
 some of these books and the IFG model (though less profound than those

between IFG and the Cardiff approach). In the case of the earlier ones this is
 partly because the model has evolved since they were published, and in some

it is presumably as a principled decision. However, the variations are rela-
tively small, and, it is to be expected – and desired – that there will be some
differences of opinion even in the best run schools of linguistics. As Halliday
and Fawcett jointly remark:

We present our proposals for modelling language to our fellow explorers, orally
or in writing, in a discourse in which evidence and counter-evidence is offered 
and ideas are exchanged, adopted, adapted and occasionally rejected – and there 
is no reason why this discussion should not be friendly. 

(Halliday and Fawcett 1987, p. 20)

Summary

This chapter is a very brief survey of the linguistics background to SFL.
Inevitably, we have left a lot out and sacrificed depth, but rather than trying to
give a full picture we merely raise a few of the basic issues and demonstrate 
some affinities and contrasts.

fThe relation of de Saussure to Halliday is somewhat ambivalent, and, of 
major modern schools of thought, both Bloomfield and Chomsky are strik-
ingly different from Halliday in their goals and methods. A significant influ-
ence on the Hallidayan approach to language study was Whorf, who believed
that the language of a community has a causal relation to the way in which
that community perceives reality. Another important source is the Prague 
School’s ‘functional’ account of language, particularly the concept of Theme
and Rheme, considerably modified in SFL work. More direct input is provided
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fby Firth and Malinowski with their emphasis on the importance of context of 
situation and language as action. Halliday’s model of linguistics, at least at 

t the outset, has been seen as essentially a detailed and rigorous development
of Firth’s less well-worked-out proposals, but it has far excelled Firth’s work.

Computer-based corpus linguistics is perceived as fully compatible with
r Halliday’s grammar, or even integral to it, enhancing and reinforcing it rather

than challenging it.
 Alternative functional approaches include, among others, those of Givón 

and Dik. The Cardiff model makes some significant departures from main-
stream SFL, while maintaining considerable solidarity. We conclude with
a brief mention of grammar books which develop or present the Halliday 
model.

Further study

fRobins (1967) gives a chronologically organized summary of the history of 
Western linguistics from the ancient Greeks to the twentieth century. Readers 
with a good knowledge of French would do well to consult de Saussure in the
original 1916 version as edited by Bally and Sechehaye in collaboration with
Reidlinger. Probably the best-known English translation is by Wade Baskin

t (de Saussure 1959), and compared with most later linguistics publications, it
is not difficult to read.

Also quite intellectually accessible is Bloomfield’s substantial volume 
LLanguage (1934), a fairly detailed but lucid account of the American structur-
alist view of language and linguistics. Sapir’s Language  (1921) is also very
readable. In his amazing work, Women, Fire and Dangerous Things, f Lakoff
(1990) gives a critical but predominantly positive evaluation of Whorf. (See 

 the quote at the head of our Section 12.5.) Halliday and Matthiessen (2006)
are overtly Whorfian and make extensive use of the notion of the cryptotype 
and cryptogrammar. A selection of Whorf’s original work was published in a
volume edited and introduced by Carroll (Whorf 1956).

t Chomsky (2009) is Chomsky’s history of linguistic theories that support
his views and is slightly more accessible than his more technical work. There 
are numerous introductions to Chomsky’s linguistics: Cook and Newson
(2007) is one such. McCabe (2011) is a more eclectic comprehensive intro-
duction to linguistics with short outlines of both Chomsky’s and Halliday’s
grammars and many other areas of the wider field of linguistics.

A collection of Firth’s papers was made in 1957. These are mostly on pho-
nology and phonetics, and the chapters most relevant to the present book are
Chapter 15 and Chapter 16. See also Firth (1964). Gunther Kress’s (1976)
introduction to his selection of Halliday’s papers has a penetrating discussion 

f of the roles of Firth and Malinowski and also Whorf in the development of
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Halliday’s thinking. The first chapter of Butler’s scholarly critique of sys-
temic linguistics (1985) also gives a very succinct account of Firth in relation 
to Halliday.

For an extensive account of the Prague School terminology and concepts,
see Duskova (2003). The relationship between the linguistic theory of the
Prague School and that of Halliday is explained in Davidse (1987).

Computational and Quantitative Studies (Halliday 2004b) is a collection
of Halliday’s publications relevant to the title over the past fifty years. Hoey
et al. (2007) combines theory and practice in a work by four eminent corpus
experts (Hoey, Mahlberg, Stubbs and Teubert) with an introduction by John
Sinclair. Thompson and Hunston (2006) is an edited volume which relates 
corpora to systems, and Coffin et al f. (2004) is another useful collection of 
articles on SFL and corpus analysis. Hunston et al. (2012) is an edited volume 
at the interface of corpus work and academic writing.

For an advanced treatment of systems and networks, see Halliday (1973),
Halliday and Matthiessen (2006) and Fawcett (2000a). A more introductory
treatment can be found in Eggins (2004) and Fawcett (2008). Fawcett (2000a) 
includes in the first part of the book a study of Halliday’s syntactic theory

rfrom the early days when it was known as Scale and Category Grammar 
 to the second edition of IFG; in the second part, he explains the ‘Cardiff’

alternatives. Butler (1985) offers a critique of SFL theory, including net-
works. Butler (2003a, 2003b) gives a detailed and evaluative account of three
theories, which he classes as structural-functional: SFL, Dik’s Functional 
Grammar and Role and Reference Grammar, with references to some other 
approaches. This is an invaluable reference work for advanced students and 
practitioners of this type of linguistics.
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Chapter 1

Exercise 1.1

1. From an information sheet inside a packet of Aspirin. It could have come from 
other sources, such as a popular book on medical treatment or from online infor-
mation.

2. A brochure advertising package holidays.
3. A recipe for a light meal, published in a magazine.
4. The entry in a short encyclopedia.
5. From a job advertisement, published in a newspaper.

Exercise 1.2

1. interrogative. 2. declarative. 3a. imperative. 3b. declarative. 4. declarative.
5a. imperative. 5b. imperative. 5c. imperative. 6. imperative. 7. interrogative.

Exercise 1.3

Some possible answers:
(a) The text begins with a welcome and words of encouragement to visit the city.

fIt then describes a sample tour, presenting information about the four stages of 
the tour in chronological order. The first stage simply begins ‘One tour …’, the r
subsequent stages are signalled with the words: next, then, final.

(b) Some indicators of attitude are the adjectives magnificent, unique, vibrant, and 
the noun charm. Note that generally the writer appraises the tour positively from 
the beginning by implying that ‘sights’, ‘fun’ and ‘adventure’ are desirable.

(c) There is no direct reference to the writer. Readers are referred to directly only
twice: your andr you.
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Chapter 2

Exercise 2.1

(a) 1 and 2 (Head nouns in italics).
[1] Water. [2] Small plants. [3] a motor car tyre. [4] a tyre [5] it [6] a plant t shortt
of water on a hot day. [7] Most of the water taken up by a plant. [8] A maizer
plant. [9] water vapour. [10] the stomata [11] Transpiration.

(b) Transpiration: noun; actually: adverb; helps: verb; to draw: verb; water:  noun;
up: preposition; the: determiner (or definite article); plant: noun; in: preposi-
tion; a: determiner (or indefinite article); way: noun; similar: adjective; to:
preposition; sucking: verb (or, arguably, noun); liquid: noun; up:  preposition;
a: determiner (or indefinite article); straw: noun.

(c) constantly: adverbial; cell processes: nominal; just as: conjunction; wilts: ver-
bal; evaporation from the leaves: nominal; about two litres: nominal; is lost:
verbal; very rapidly: adverbial.

Exercise 2.2

1. (a) had quoted: active. (b) had: finite operator; quoted: lexical. (c) Robins,
Stevenson: proper nouns; passage: common noun; from Stevenson: pre-
positional phrase; from: preposition; Stevenson: nominal group.

2. (a) was willing to use: active. (b) was: finite operator; willing: lexical; to use  :
lexical. (c) government: common noun; strategy: common noun.

3. (a) must have smiled: active. (b) must: modal operator; have: non-finite auxil-
iary; smiled: lexical. (c) Johnson: proper noun.

4. (a) were wiretapped: passive. (b) were: finite operator; wiretapped: lexical. (c)
people: common noun; the FBI: proper noun. (d) by the FBI: by: pre  position;
the FBI: nominal group.

5. (a) must be mentioned: passive. (b) must: modal operator; be: non-finite auxil-
iary; mentioned: lexical. (c) ingredient: common noun.

6. (a) worked: active. (b) worked: lexical. (a) had been brought: passive. (b) had:
finite operator; been: non-finite auxiliary; brought: lexical. (c) He, who: pro-
nouns; Bronstein, Kaplan: proper nouns. (d) with Bronstein: with: prepo-
sition; Bronstein: nominal group; into the firm: into: preposition; the firm:
nominal group; by Kaplan: by: preposition; Kaplan: nominal group.

7. (a) did … know: active. (b) did: finite operator; know: lexical. (c) we, it: pro-
nouns; time: common noun. (d) at that time: at: preposition; that time: nomi-
nal group.

8. (a) must have looked: active. (b) must: modal operator; have: non-finite auxil-
iary; looked: lexical. (c) her: pronoun. future, relations, moment:  common
nouns. (d) in corporate public relations: in: preposition; corporate public
relations: nominal group; at that moment: at: preposition; that moment: nom-
inal group.



6264 Answer key

iExercise 2.3

This is an open question, but plausible answers might include the following consid-
erations. Such expressions do not play an integral part in the structure of clauses;
they do not interact with other word classes. Some might argue that most examples
are not strictly speaking items of vocabulary or grammatical items at all but rather 
represent emotive noises. Items like Help! seem to be included on dubious grounds
since help occurs in other contexts as a verb and a noun, and there seems to be some
confusion here between grammatical word classes and utterance classifications such 
as exclamations. Rubbish is a noun. The fact that it is regularly uttered as an exclama-
tion does not make it something other than a noun. The same might be said of Help!
though it is a moot point whether it is a noun or a verb in exclamations. However, 
some categorial term seems to be needed for items like Ouch!, and interjection is as

r good as any other, but perhaps this is not a category on a par with nouns, verbs, or
even conjunctions and prepositions.

Exercise 2.4

Open question. Examples follow:

as Modifier: the supply of food would increase six times; most experts agree that 
a daily intake of about 3,000 calories is adequate; each person needing 70 grams 
per day; for the fourth time.
as Head: less than 2 per square kilometre; it is hoped to increase Australia’s 
present population of 11.5 million to 20 million; thousands have to be recruited;
we are always second.

Exercise 2.5

mThis is an open question about personal pronouns, raising points about prescriptivism
and individual/dialectal, conscious and unconscious variation in usage.

Many speakers of English sometimes use ‘subject pronouns’ (e.g., I, he) in non-
Subject functions while many sometimes use ‘object pronouns’ (e.g., me, him) in 
Subject functions. The (a) versions in 1 and 2 show the ‘subject-pronoun’ preference,
and the (b) examples offer the corrected version. Some people condemn the usage
exemplified in the (a) version, but it is widespread. It seems to occur when the pro-
noun in question is postmodified as in (1) and (4) or when it is linked with another 
noun or pronoun as in (2) and (3). ‘Subject-pronoun’ preference may be partly due
to over-correction by people trying to avoid misplaced object-pronoun preference.
Except in some regional dialects, we do not find it happening with simple pronouns: 
*I don’t mind giving money to they or *I like she.

In (1) the structure is somewhat stilted and (1a) could be a result of hyper-correc-
tion. It may be influenced by who being Subject in its own clause (see Chapter 8). 
Doubtful speakers might choose to say those who, thereby avoiding the problem.

In (3a) an ‘object-pronoun’ is used in a Subject function. (3b) seems to some people 
to suggest insecure carefulness whereas (3a) is more dialectal and unself-conscious; 
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or, possibly, aiming at an informal, colloquial effect. Some speakers substitute the 
reflexive pronoun myself in combinations of this kind, possibly reflecting the wide-
spread insecurity about the appropriate form.

Example (4a) is exceptional. In John Mortimer’s The Trials of Rumpole, She Who
MMust be Obeyed   is a comic nickname Rumpole gives to his wife. Hence, the capitald
letters. She Who Must be Obeyed is treated as though it were a single noun and thered -
fore invariable. Normally, the preposition (unlike) would be followed by her.

(5a) is recommended by a few pedants, but it is contrary to common and educated
usage, which is typified by (5b). IFG (Section 5.4.4.2) states that the usage exempli-
fied in (5a) is ‘just bad grammar, in the sense that it conflicts with the general princi-
ples that apply to such a clause’.

Exercise 2.6

 Honestly, usually, still, very, energetically, now, tonight, probably, outside, home,
exceptionally early.

Chapter 3

Exercise 3.1

Adjuncts are subclassified in the answers, but a simple A will suffice.

1. They cannot choose.

S F P

2. The nature of the city around us changed.

S F/P

3. This required positive effort.

S F/P C

4. All over the city the divisions increased.

Acir S F/P

5 The locations filled beyond capacity.

S F/P Acir

6. The Ninomaru Palace itself is a national treasure.

S F C

7. Industrialization brought a flood of people to the city.

S F/P C Acir

8. Telephones are reserved for trivialities.

S F P Acir
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9. Now we too were singing songs in the bath.

Acon S Acon F P C Acir

10. In Japan the word ‘duty’ has special meaning.

Acir S F C

11. Every appointment must be kept.

S F P

12. He handed me the document.

S F/P C C

13. The papers declared the strike a failure.

S F/P C C

14. The castle was built in 1603.

S F P Acir

15. In its day it served as a symbol of power and authority for the
Tokugawa military government.

Acir S F/P Acir

16. No word may be <carelessly> spoken in front of the children.

S F P <Acir> Acir

Note When one item interrupts another, as here A interrupts P,
the symbol <….> encloses the interrupting element.

17. The transoms are carved from massive cypress blocks.

S F P Acir

18. We had been protected from criticism for years.

S F P Acir Acir

19. These have been designated Important Cultural 
Properties

by the Japanese 
Government.

S F P C Acir

20. The disciplines are never obliterated.

S F Amod P

Exercise 3.2

1. Two conjunctive adjuncts: since then; furthermore
2. Two modal adjuncts: no doubt; possibly
3. Dummy Subject: in first sentence, it is place-holder for t [[that these recognition

systems are widespread in the body]].
Referring Subject: in last sentence, it refers to t part of its own tissue (and its
refers to the body).
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iExercise 3.3

1a. (S) Kim’s baby | (F) is | (C) beautiful.
1b. (S) She | (F) ’s | (C) a beautiful baby.

2a. (S) He | (F) had | (P) photographed | (C) the swan.
2b. (S) He | (F) had | (P) taken | (C) a photograph of the swan.

3a. (S) The firm | (F/P) delivered | (C) a filing cabinet | (A) to the wrong address.
3b. (S) The firm | (F/P) made | (C) a delivery of a filing cabinet | (A) to the wrong

address.
4a. (S) We | (F/P) dined | (A) on mince and slices of quince.
4b. (S) We | (F/P) ate | (C) a dinner of mince and slices of quince.

5a. (S) Arthur Miller | (F/P) wrote | (C) The Crucible, a play set in the 17th century.
5b. (S) The Crucible, a play set in the 17th century, | (F) was | (P) written | (A) by

Arthur Miller.

Chapter 4

Exercise 4.1

(a)  The Given and New distribution in Text 4I is unmarked, with the Given
information first in each clause. Two clauses consist of just New elements:
came to Britain in 1960 and has been translated into thirteen languages. 
The Given elements are: Kazuo Ishiguro or Kazuo Ishiguro was born; He;
He; His first novel, A Pale View of Hills; His second novel, An Artist of the
Floating World; it.

(b) An open-ended question. One possible answer might be:

Kazuo Ishi urog , novelist, born Japan 1954, educated in Britain and lives 
in London; awarded Winifred Holtby Prize for A Pale View of Hills and the 
Whitbread Prize for An Artist of the Floating World (1986).d

Unless you have used full clauses, the only Given is likely to be Kazuo Ishiguro.
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iExercise 4.2

Spain’s old capital, Toledo, is filled with artistic and architectural treasures

In 1577, the artist El Greco arrived in Toledo from Crete

He had amazing talent

Today his work is one of Toledo’s main attractions

Some notable paintings are displayed in Casa del Greco and its adjoining
museum

THEME RHEME

Exercise 4.3

1. (S) M  feet they y | (F) are | (C) sore ||
2. and | (S) M  limbs they y | (F) are | (C) weary |||
3. Marked Theme (C) Longg | (F) is | (C) the way ||
4. and | (S) the mountains | (F) are | (C) wild |||
5. Marked Theme (A) Soon | (F) will | (S) the twilight | (P) close | (C) moonless 

and dreary | (A) over the path of the poor orphan child.

Chapter 5

Exercise 5.1

(a) The Themes are: Once upon a time (marked topical Theme); The youngest; she;
her elder sisters; they; they (all unmarked topical Theme).

(b) The two nominal groups without nouns as Head are the youngest andt the pretti-
est of the three. They are both examples of elliptical nominal groups. The Head
nouns (daughter  in each case) have been omitted but can clearly be replacedr
from the context. They are cohesive with daughters in the first Rheme.

(c) She forms a tie with the youngest (daughter) and the prettiest (daughter). Both
uses of they form ties with her elder sisters.

(d) Two possibilities are:
beautiful – prettiest – quite attractive (i.e. linked by reference to lphysical
attraction)
good – kind – greedy – selfish (i.e. linked by reference to attributes fof
character).

However, you may have chosen to place good and d kind in the first group, puttingd
 together all the characteristics with favourable connotations. That grouping may

better represent the ideology of traditional fairy tales, from which this example is 
taken.
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iExercise 25.2

The Theme and Rheme of the first clause refer essentially to the same concepts: the
two basic periods and the year and the day t , the latter being an example of a split
Rheme. The Theme of the second clause, These  , refers to both the Theme and the
Rheme of the first clause. So we have either (or both!) constant and linear progres-
sion. The third clause has the Theme the year  , which progresses linearly from the
Rheme of Clause 1 and the final clause has the Theme The day which also progresses
linearly from the split Rheme in Clause 1. The clause beginning the earth is embed-
ded (see Chapter 8) so we do not analyse its internal structure for Theme and Rheme.

Exercise 5.3

1. Clausal substitution.
So, in the second sentence, stands in place of ‘(if) the contract is severable’.

2. Nominal ellipsis.
Fifteen people were killed; five [E: people] are missing.

3. There are two parts to this answer.
(a) There are two examples of substitution:

One stands in place of path in the phrases the short one and the long one.
(b) There is one example of ellipsis:

Both [E: paths] in my judgement are satisfactory.
4.  This one is slightly tricky. There is a clear case of nominal ellipsis in the second

sentence:
The car radio said more (E) was forecast.

We cannot be clear whether the speaker meant more rain or more sleet.
The first seems more likely, but this is an example of slightly confused reference, 

 which sometimes occurs in real speech and writing. It may lead to breakdown in
communication or the potential ambiguity may be resolved by the context.

Exercise 5.4

The doctor intends one as a substitute for toe. The man interprets one as a substitute
for crab. Since the role of the doctor is to cure the human body, he is much more
likely to express an interest in a toe than in a crab. Hence, the man’s response is 
unexpected.

Exercise 5.5

Any three of the following answers would be correct:

However (adversative);r On the other hand (adversative);d In addition (additive);
Moreover (additive); and (additive); d when (temporal).
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It could also be argued that ‘as far as’ has a cohesive function since it points to the 
contrast between public office in the previous sentence and private duties.

Chapter 6

Exercise 6.1

1. They
Actor

shelled
Pr: material

our village
Goal

and killed
Pr: material

many people
Goal

2. My mother
Actor

bought
Pr: material

me
Client

some pictures like these
Goal

3. My friend
Goal

was seized
Pr: material

by some of the crew
Actor

4. The clerk
Recipient

was handed
Pr:  material

a twenty-dollar note
Goal

5. She
Actor

plays
Pr: material

the violin
Scope

like an angel
Circumstance

6. Make
Pr: material

me
Client

a willow cabin
Goal

at your gate
Circumstance

7. At the Belgian club
Circumstance

I
Actor

drank
Pr: material

Simba beer
Goal

and ate
Pr: material

chips
Goal

8. The security men
Actor

walked
Pr: material

the reluctant intruder
Actor

out of the building
Circumstance

9. Why
Circumstance

did
Pr: material

<the chicken>
<Actor>

cross
Pr: continued

the road?
Scope

10. Sing
Pr: material

no sad songs
Scope

for me
Client

10 might be analysed as behavioural Process. Note also its resemblance to verbal 
Process with no sad songs resembling Verbiage; compare Say no sad words to me.

Exercise 6.2

1. f(Cir) Ahead, | (Senser) I | (Pr: mental) could discern | (Phenomenon) a line of 
palms.

2. (Cir) In retrospect, | (Carrier) the accident | (Pr: relational: attributive) seems |
(Attribute) an accurate omen

3. (Identifier) Which film | (Pr: relational: identifying) was | (Identified) the first 
talkie?
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4. (Quoted) ‘Listen!’ | (Sayer) Petersen | (Pr: verbal) shouted.
5. (Verbiage) What | (Pr: verbal) did < (Sayer) you > tell | (Receiver) them?

Compare: I told them something; I told them the truth.
6.  (Senser) These children | (Pr: mental) had seen | (Phenomenon) a motor-bike |

(Cir) the week before.
7.  (Cir) Above, | (Actor) several eagles | (Pr: material) soared | (Cir) on motionless

wings.
8. There (dummy subject) | (Pr: existential) were | (Existent) plenty of less polite

insults.
9. (Sayer) The sergeant | (Pr: verbal) told | (Receiver) him | (Verbiage) the pass-

word.
10. (Cir) Why | (Pr: behavioural) had < (Behaver) Mlle Nagant> stayed?

(or Pr: material; Actor)r
11.  (Carrier) The car | Pr: relational) had ended up | (Attribute) at right angles to the

road.
12. (Sayer) Reacher | (Pr: verbal) said | (Verbiage) nothing.
13. (Senser) I | (Pr: mental) spotted | (Phenomenon) a man waving a piece of paper.

[[(Actor) a man | (Pr: material) waving | (Goal) a piece of paper]]
14. (Carrier) marriage with Catherine Howard | (Relational) proved | (Attribute) no 

happier
Compare: proved no happier.

15. (Senser) Reacher | (Pr: mental) saw | (Phenomenon) nothing | (Cir) on the way
down.

Exercise 6.3

The rewritten versions are suggestions. There are other possibilities.

1a. (Quoted) ‘Do you have any medicines?’ || (Sayer) the woman | (Pr: verbal) said.
1b. (Sayer) The woman | (Pr: verbal) asked | (Receiver) us || (Reported) if we had 

any medicines.
2a.  (Sayer) The watchman | (Pr: verbal) told | (Receiver) us || (Reported) she was in

the library.
2b. (Quoted) ‘She’s in the library,’ || (Sayer) the watchman | (Pr: verbal) said.

Exercise 6.4

1. (Actor) I | (Pr: material) come | (Pr: material) to bury | (Goal) Caesar | (Pr: ver-
bal) not to praise | (Target) him.

2. (Actor or Behaver) You | (Pr: material or behavioural) don’t perform | (Scope)r
the arabesque; || (Carrier) you | (Pr: relational) become | (Attribute) the ara-
besque. (The speaker fancifully (pretentiously?) claims that it is not a material
(or behavioural) process – an action – but a relational one: a transformation from
a dancer into a dance movement.
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iExercise 66.5

This is another joke based on ambiguity. Comedian B is asking about the dog’s abil-
ity to smell things. In the intended meaning (the most obvious meaning) of his ques-
tion, the process is mental and he (that is, the dog) is Senser. Comedian A, ignoring 
the relevance of the question, surprisingly interprets it as an entirely new topic con-
cerning the odour carried by the dog. In this reading of the question, the process is
relational and he (the dog) is Carrier. Comedian A treats the verb smell r as a copular 
verb.

Comedian B’s intended meaning

How does <he> smell?

Circumstance Process: mental <Senser>

Comedian A’s interpretation

How does <he > smell?

Attribute Process: relational <Carrier>

Comedian A’s answer (without ellipsis)

He smells terrible.

Carrier Process: relational Attribute

Exercise 6.6

This is a relatively open-ended question. The following are merely suggestions.

1. She announced that her husband’s spirit had contacted her.
2. Someone (?) decided years ago that no patent for such a device would be con-

sidered.
3. Someone (?) may/might/could publish a similar book.
4. One can understand why crystals interest us./Crystals interest us and we/one can

understand why they do so.
5. A keel boat will lean much more easily because/as/since she has no hard bilge

and so does not resist.
6. The I-Ching succeeds/People like the I-Ching t  because it flatters and does not

threaten them.
7.  Someone (?) has/People have searched for the elusive substance and while

f doing so he/she/they/someone else (?) has/have discovered several processes of
merit.

8. Soil which crumbles easily is more stable.
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iExercise 66.7

(a) f Debatable, but we consider (2) to be more congruent because the process of
‘melting’ is realized by the verb.

(b) In fact, (1) is the original. Melting point and boiling point are grammatical metat -
phors.

Exercise 6.8

Our answer is that at first sight this is a relational process (possession).

Subject/Carrier: India.
More congruently: Many such dams exist in India.
Process: existential. Subject/Existent: many such dams.
In this version, in India is Circumstance (location).

Chapter 7

Exercise 7.1

1. This can be interpreted as He loved the teacher of Japanese (Classifier) or He
loved the teacher who was Japanese (Epithet).

2. This is ambiguous because Swiss German  can be the name of a variety of the
t German language, i.e. the German traditionally spoken in Switzerland. So it

could mean (a) Ingrid is Swiss and teaches German; or (b) Ingrid teaches Swiss
German. In (a) Swiss is Epithet and German is Classifier; in (b) Swiss German   is
Classifier. (However, in (b) if we break down Swiss German, Swiss has an inter-
nal classifying function in relation to German.  ) A third interpretation seems less
plausible: (c) that Ingrid is a teacher (of unspecified subjects) who is a German-
speaking Swiss. If this is a possible reading, Swiss German is Epithet.

3. working: Classifier: i.e. The road was blocked by working-class men VERSUS
working: Epithet, i.e. The road was blocked by men who were (in the process of)
working.

Exercise 7.2

1. The three red wires one terminal

Deictic Numerative Epithet Thing Numerative Thing

2. Domestic manufacture of goods several significant changes

Classifier Thing Qualifier Numerative Epithet Thing
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3. Rapid extensive technical development older concerns

Epithet Epithet Classifier Thing Epithet Thing

4. The first dam on the Indus the Indus

Deictic Numerative Thing Qualifier Deictic Thing

5. This vast forested river basin

Deictic Epithet Epithet Classifier Thing

Exercise 7.3

1. Adjunct. 2. Postmodifier. 3. Adjunct. 4. Adjunct. 5. Postmodifier.

Exercise 7.4

1. no past and no future: nominal group complex.
2. utterly and completely: adverbial group complex.
3. low pay or poor working conditions: nominal group complex.
4. low carbohydrate diets and low protein diets: nominal group complex.
5. neither criticize nor condone: verbal group complex.
6. Chinese New Year, a major festival: nominal group complex.
7. above and below: prepositional group complex.
8. on the payment of debts and as gifts to relatives: prepositional phrase complex.
9. seemed to shrink and grow: verbal group complex.

10. here and now: adverbial group complex.

Exercise 7.5

All except (a) are open questions and the answers given here are only suggestions.

(a) Replacement windows; patio doors; timber; softwood; hardwood; aluminium;
plastic; unplasticized polyvinyl chloride; uPVC.

(b) In timber (softwood or hardwood) the linked nominal groups in brackets form a 
complex; they expand on the meaning of timber f  by specifying that it can be ofr
either type; timber must be either softwood or hardwood. In plastic (unplasti-
cized polyvinyl chloride – uPVC) the bracketed pair of nominal groups similarly
expand on the meaning of plastic by specifying the type of plastic in question.
Plastic is a superordinate, general term and unplasticized polyvinyl chloride is 
both a specialized (as used by specialists in the field) and more specific term (a 
hyponym of plastic).
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(c) The Subject function is realized by a paratactic nominal group complex replace-
ment windows and patio doors.  The Complement is realized by a paratactic
nominal group complex timber (softwood or hardwood), aluminium or plastic
(unplasticized polyvinyl chloride – uPVC). This is a particularly complicated
group complex because it contains complexes within it. That is to say it is possi-
ble to identify a hierarchy of groupings within it. Softwood and hardwood mform
a complex which immediately combines with timber. uPVC forms a complex
with unplasticized polyvinyl chloride and together they combine with plastic.
Together with aluminium (the only simple group) they all form a larger complex
realizing Complement.

(d) uPVC forms a complex with unplasticized polyvinyl chloride. It expands on
unplasticized polyvinyl chloride  by offering an alternative (abbreviated) name.
It could have been bracketed but it seems that, as the whole complex is in brack-
ets, the author decided to use a dash to avoid confusion.

(e) Wooden, made-to-measure, aluminium, uPVC  . (Italicized items introduced in
the first sentence; wooden only obliquely.)

(f) The preceding clause suggests that ones is a substitution for made-to-measure
windows rather than just windows.

Exercise 7.6

The meaning intended by A is that in a stolen car is Postmodifier/Qualifier of nomi-
nal Head man. B assumes that it is an Adjunct/Circumstance:means.

Chapter 8

Exercise 8.1

1. someone who deters a voter (rel: full)r
2. any copies that they hold (rel: full)d
3. details of the meeting points (pp)
4. our opportunity to get the policies in place (other)
5. the seats we need (rel: contact)
6. the secrecy of the ballot (pp)
7. the options specified in that ballot (rel: red)t
8. individual members like you (pp)
9. the options being voted on (rel: red)

10. more likely to vote (other)
11. a nightmare that robs him of his family (rel: full)
12. the uncomfortable juxtaposition of melodramatic hokum and horribly texplicit

violence (pp)
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iExercise 8.2

1. These divers could find things [[which
[[     S

are
F

invaluable]]
P     ]]

S F P C

2. The evil [[that
[[  C

men
S

do  ]]
F/P ]]

lives after them

S F/P A

3. Here was a man [[who
[[  S

was
F

unhappy ]]
         C       ]]

A F S

4. You must complete the tear-off section [[attached
P

to this leaflet ]]
A

S F P C

5. We would like to hear about [[ what
[[    C

we
S

did
F

well ]]
    A   ]]

S F P A

OR If hear about is construed as a phrasal verb,t about is in P and the embedded t
clause is C.

6. I was one of the youngest
people

  [[ acting
  [[    P

on that stage]]
          A          ]]

S F C

7. I would recommend it to
anyone

[[who
[[   S

wants to be
F/P

an actor.]]
C     ]]

S F P C A

8. It is obvious [[that
[[

these atrocities
S

cannot
F

go on.]]
      P   ]]

S <   F C    > S continued

9. The group [[that
[[  S

used
F

to meet
P

on Saturdays]]
         A         ]]

has been disbanded.

S F P

10. This speech typifies a party [[whose time
[[         S

is
F

up.  ]]
C    ]]

S F/P C
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iExercise 8.3

1.  An appointment has been made [[for you to attend Dr Smith’s Cardiology
Clinic]].
Or  : An appointment has been made for you [[to attend Dr Smith’s Cardiology
Clinic]].

2. It’s essential [[that diabetes is diagnosed quickly]].
3. Please choose the method [[which you feel most comfortable with]].
4. He guided us back to a point [[where a cattle trail led into the bush]].
5.  [[What makes them especially appealing]] is the fact [[that they are still nearly

all in use]].
6. One has the impression [[that there is nothing [[that cannot be bought]] ]].
7. Valencia’s festival par excellence, and one [[which is unrivalled anywhere else 

in Spain]], is Las fallas.
8.  You can create letters and other documents [[that look just as good as anything

[[you might buy from a high street print shop]] ]].
9. We are constantly looking at ways [[to improve the care and services [[we pro-

vide at our hospital]] ]].
10. [[What you see]] is [[what you get]].

Exercise 8.4

1. Postposition: Examples 1 and 2.
2. Postposed Qualifier: (for you) to attend Dr Smith’s cardiac clinic.
3. Please choose the method [[with which you feel most comfortable]].
4. Embedded clauses S and C: Example 10.
5. Embedded clause S: Example 5.
6. The sentences referred to in (d) and (e) express relational processes (Pr: rela-

tional).
7. Relative adverb: where in Example 4.
8. An appointment to attend Dr Smith’s Cardiology Clinic has been made for you.

Or: An appointment for you to attend Dr Smith’s Cardiology Clinic has been
made.
(Correct but the uninterrupted nominal group is more likely with the active 
voice:
We have made an appointment for you to attend Dr Smith’s cardiology clinic.)

Exercise 8.5

(a) The relative word is not omitted:
(i) when it is the Subject of the relative clause;
(ii) in prepositional phrase relatives, when the preposition comes at the begin-

ning of the relative clause;
(iii) when it is possessive whose;
(iv) when it is where.
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With regard to (i), the grammar gives us:

This is the man [[that she married]]. (Relative pronoun as Complement.)t

OR:

This is the man [[^ she married]].

and ALSO:

This is the man [[that married her]]. (Relative pronoun as Subject.)t

but NOT:

*This is the man [[^ married her]].

With regard to (ii), the grammar gives us:

the road [[^ you’re driving on]]
the road [[on which you’re driving]]

but NOT:

*the road [[on ^ you’re driving]].

Or, to look at it from the opposite direction, if we omit the relative pronoun when it is
Complement of a preposition, the preposition has to be at the end, not the beginning,
of the relative clause.

With regard to (iii) the grammar gives us:
the woman [[whose research was so influential]]

but NOT:

*the woman [[^ research was so influential]]

With regard to (iv), the grammar gives us:

the street [[where you live]]

but NOT:

*the street [[^ you live]]

Note: Here, ^ indicates an omitted relative and * indicates an ungrammatical form.
(b) that-relative cannot occur after a preposition. The grammar gives us:

the house which she lives in
the house in which she lives
the house that she lives in

but NOT:

*the house in that she lives.

It is possible to make a connection between the constraints on the occurrence of tthat
and the omission of the relative pronoun.
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Chapter 9

Exercise 9.1

1. ||| (1)   The guarantee does not cover normal wear and tear, misuse or accidental
damage ||
(2) and is conditional upon respect for the care instructions. |||

2. ||| (1) Loewi got out of bed, || (2) went to his lab, || (3) and did the experiment. |||
3. ||| (1) Remove the starter shield, || (2) and disconnect the electrical starter leads. |||
4. ||| (1) He thumped the table, || (2) spilled his tea, || (3) and actually seemed to be,

for a moment, steaming. |||
5. ||| (1) It’s used as a last resort || (2) but don’t be frightened. |||

Exercise 9.2

1. ||| (b) Before one can love another, || (a) one has to love oneself enough. |||
2. ||| (b) Though today there are no more than 400 of these magnificent trees, ||

(a) the cedars of Lebanon were once famous all over the world. |||
3. ||| (a) Your doctor may wish to change your dose ||

(b) to allow for any reduced kidney function. |||
4. ||| (a) If you are not sure about this, || (b) check with your doctor. |||
5. ||| (a) She seems almost arrogant, || (b) challenging the viewer to a fight. |||

Exercise 9.3

1. Paratactic
||| (1) You’ll be treated fairly || (2) and you won’t end up in jail. |||

2. Hypotactic
||| (b) Subsequently released, || (a) he fled to England. |||

3. Paratactic
||| (1) The singers were in costume, || (2) but the stage was bare. |||

4. Hypotactic
||| (a) Any words can be used || (b) if they provide a space for the music. |||

5. Hypotactic
||| (b) When he approached Florence, || (a) seemingly stable governments crum-
bled overnight. |||
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iExercise 9.4

The good news is [[ ||| that there are several steps [[you can take ]] ||
[[ a

to protect yourself and your family on holiday ||| ]].

b ]]

Exercise 9.5

||| King Hu’s fourth film, A Touch of Zen, <<which was made in 1968 | but only released

a b1 b2

in its present form in 1975, >> is a remarkable and assured reflection on the mesh 
of historic

a continued

forces [[ that define Chinese culture ]]. ||| Set in the Ming dynasty, a favourite period for Hu

b

and one [[ marked by corruption and the development of a particularly lethal secret police 
force ]], ||

the film centres on the strange encounter between a local artist and the mysterious woman

a

[[who takes up residence in a nearby abandoned fortress]]. |||

Note: The non-defining relative consists of a clause nexus (a two-clause complex 
within a larger complex) interrupting the a clause and labelled b1 and b2. You could
use three sets of angle brackets to reflect this, but it is unusual. The clause begin-
ning Set in the Ming dynasty (including its long nominal group in apposition, which
contains an embedded clause) is analyzed as a dependent clause. The final clause is 
analyzed as a defining relative, but if you thought it was a non-defining relative and
hence ab, you could be right.
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iExercise 9.6

||  The more scientific systems of ‘New World’ commercial pastoralists keep the animals

a

scattered,|| so ensuring more uniform
grazing ||

and reducing the danger of
[[producing bare

b1 b2

patches completely devoid of 
vegetation.]].

|| A country with much experience of semi-arid

a

livestock farming is Australia,|| where wide areas of grazing land do not receive more than

b

250 mm of rainfall a year. ||| It has been found [[that cattle withstand such arid conditions
better

than sheep.]] ||| Interior Australia is still a
land of pioneer settlement, ||

and as the better-

1

watered areas become fully
settled and developed,||

land-hungry farmers will inevitably be forced

2b 2a

into the so-called ‘desert’ 
country. |||

Hitherto the carrying capacity of the outback has remained

a

rather low.|| averaging 1–4 animals per square kilometre. ||

b

Exercise 9.7

1. ||| Japan has its great cities || and it has evolved

S F C S F P

1 2a

its own elaborate systems || to control urban congestion.|||
C P C

2b
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2. ||| Shimura is superb in the central role,|| and not the least of

S F C A

1

Kurosawa’s achievements is his triumphant avoidance of happy-ending uplift. |||
S F C

2

3. ||| Yuko sings quietly to herself || as she watches the water. |||
S F A A S F/P C

a b

4. ||| One of the few films [[ that never fails ]] is this one, ||
[[ S A F/P ]]

S F C

a

which is a Japanese classic. |||
S F C

b

5. ||| Saddled with a slavish boring 
laundry job, ||

Kikuchi barely leaves his apartment. |||

P A S A F/P C

b a

Chapter 10

Exercise 10.1

1. projection. 2. projection. 3. expansion. 4. expansion.
5. expansion. 6. projection. 7. projection. 8. expansion.

Exercise 10.2

1. embedded. 2. dependent. 3. embedded. 4. dependent. 5. embedded.
6. dependent. 7. dependent. 8. embedded. 9. embedded. 10. dependent.
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iExercise 10 310.3

1. ||| (1) ‘I want to talk to him,’ || (2) he says to the guard at the door. |||
2. ||| (a) Luke claims || (b) that Quirinius was Governor of Syria. |||
3. ||| (a) Tetsu tried to explain || (b) that this was a sort of tingling in the legs. |||
4. ||| (a) Intel swears || (b) it isn’t true. |||
5. ||| (1) Then she thought, || (2) ‘Suppose he isn’t quite dead?’ |||
6. ||| (a) I vowed || (b) that my brothers would never go hungry. |||
7. ||| (1) Dandelion muttered, || (2) ‘Leave the warren, Frithrah!’ |||
8. ||| (1) ‘But not from some impoverished family?’|| (2) asked Sara slyly. |||

Exercise 10.4

1. ||  ‘It looks like a film shoot,’ | said the woman, || pointing at the floodlights in the
charred field. |||

1 2a 2b

2. || I think | Martinssen went out|| to get something [[to eat]]. |||
a b g

3. ||| ‘But you said || you’d have a real holiday,’|| said Paul, || ‘and now you work.’ |||
1a 1b 2 3

4. ||| If he didn’t, | his colleagues would think || he was arrogant. |||
b aa ab

5. ||| Weir said, || ‘Get out | before another one blows. |||
1 2a 2b

6. ||| David Rigg explains, || ‘As you poise your pen over the piece of paper, ||
1 2b

you think of your girlfriend’s number.’ |||
2a

7. ||| ‘There’s one thing [[that’s odd]],’ || said Högland. |||
1 2

8. ||| It wasn’t natural || [[to think || that someone would intentionally have torn off his hair]]. |||
[[   a b ]]

9. || Bachelier thought | it was reasonable [[ to assume || that the Central Limit Theorem

[[  a b

a b

of probability theory would apply to these price fluctuations]]. |||
embedded b clause continuedb

superordinate b clause continuedb
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10. ||  Geldof just says | that <<when he sees something [[he thinks could be changed]] >>

a bb

he considers it his duty [[ ||| to do anything in his power || to flag it up || ]]. ||
[[ a b ]]

ba

Note. We have indicated here that the binder that belongs with the ba clause, hence
the angle brackets but this is a refinement. You could simply place a normal clause
boundary after the embedding.

Exercise 10.5

||| Seated in Sawiyeto’s second house, || we were asked ||
P A S F P

b a1a

if we wanted coffee || and we accepted. |||
S F/P C S F/P

a1b a2

Exercise 10.6

More than one possibility here. Suggestions:

1. … his insistence that he is innocent … ; or … his insistence on his innocence …r
2. … the court’s declaration that the contracts were invalid … ;

or … the court’s declaration of invalidity …r
3. … her conclusion that he was lying … ; ? her conclusion as to his veracity/men-

dacity … 

Exercise 10.7

More than one possibility here, too. Here are two suggestions: one active and one
passive.

His parents/teachers/ someone brought him up, educated him, and trained him 
in the way they did because they assumed that in any situation his class were the
natural leaders.

/He had been brought up, educated and trained in the way he had because people/
someone assumed that, whatever was happening anywhere, his class were the 
natural leaders.



Glossary

Note: The capital letters used in this glossary follow the conventions of SFG.

adjective A word class. Typically realizes Modifier in a nominal group, but 
can also be Head of a nominal group.

Adjunct (A) A function at the rank of clause (the others being Subject, Finite, 
Predicator, Complement). A grammatically optional element with a wide
range of positions in the clause. Subclasses: circumstantial (Acir  , telling when,
where, how, who with, etc.); conjunctive (Acon, signalling how the parts of a 
text relate to each other); modal (Amod, indicating the speaker/writer’s degree

 of commitment to or viewpoint on what he/she is saying). Realized in various
ways, most typically by prepositional phrase or adverbial group.

adverb A very large and diffuse word class with many subtypes. Sometimes 
characterized by the suffix -ly. Typically Head of an adverbial group t, but 
some (e.g., intensifiers like very) can realize Modifier in (i) an adverbial 
group or (ii) a nominal group with adjective as Head.

adverbial group A group with adverb as Head (and as Modifiers where these 
are present). Typically realizes Adjunct.

agnation f A relationship between two different structures which is not one of
lexical substitution but is regular and grammatical, e.g. I wrote him a let-
ter: I wrote a letter to him; We need a change: What we need is a change;
Five people were in the room: There were five people in the room; I believe
that the world is flat: … my belief that the world is flat …

anaphoric Referring back to something already mentioned in the text. 
anaphoric noun (A-noun) t A noun used to encapsulate the semantic content

of a previous section of the text; e.g., development, explanation, concept,
ideas. Often modified by the, this or these.

article A word class, subclass of determiner. Can be more delicately classed 
as definite article (the); indefinite article (a/an).

Auxiliary An experiential function in the verbal group. When there is more 
than one in a given verbal group, they are numbered in a labelled analysis. 
See Finite and Event.
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auxiliary (verb)  One of a closed set of verbs whose meaning is largely
grammatical (contrast lexical verbs). Combines with lexical verb in verbal
group. Sometimes used specifically to mean a non-finite auxiliary.

binding conjunction (or binder) A conjunction f which joins two units of
unequal status, where one is dependent on the other (also known as ‘sub-
ordinating conjunction’); e.g., because, until, ifff

Circumstance One of a set of three experiential functions in the clause as
representation, the others being Process and Participant.  Expresses the
circumstances, conditions, constraints, etc., of the Process. Subtypes are: 
Extent, Location, Manner, Cause, Contingency, Accompaniment, 
Role, Matter and Angle. Normally conflates with Adjunct.

circumstantial Adjunct See Adjunct.
Classifier One of a set of experientia functions in the nominal group  (the

others being Deictic, Numerative, Epithet, Thing, Qualifier).  Its function is
to subclassify the Thing. Typically conflates with Modifier. Typically real-
ized by a noun, participle (gerund) or adjective. Examples (in italics): dbird
cage; mineral deposits; supporting beam, floppy disk.

clause The highest rank in the rank scale f , immediately above the rank of
group. Analysable into the following functions: Mood and Residue; SFPCA;
Process, Participant, Circumstance; Theme and Rheme; Given and New.
Either ‘full’, i.e. including Finite, or moodless, i.e. lacking a Finite.

clause complex A combination of two or more clauses by linking or binding,
i.e. by parataxis or hypotaxis. Roughly corresponds to traditional ‘com-
pound sentence’ and ‘complex sentence’.

cline A continuum of meaning where categories have fuzzy boundaries.
closed set A set of items that cannot readily be added to (e.g., personal pro-

nouns, auxiliary verbs).
cohesion The quality of being woven together as a text. (See textuality.) Cohesive

resources are reference, conjunction, ellipsis, substitution and lexis. 
colligation The statistical tendency in text for a particular grammatical pat-

tern to co-occur with a given lexical item.
collocation The statistical tendency for a pair of lexical items to co-occur in

text within some specified degree of proximity; in current corpus linguis-
tics this is often within a distance of four or five words each way from the 
word being measured but can be much greater.

Complement (C) A function at the rank of clause (the others being Subject,
Finite, Predicator, Adjunct). Typically follows Predicator in an unmarked
declarative clause but there are many exceptions to this. Typically realized 
by nominal group. The nominal group in a prepositional phrase is some-
times described as Complement of the prepositional group.

complementizer A label in formal linguistics for the word that used as a
binder, e.g., in projected clauses like (No one believes) that he is guilty;
and in nominalizations, e.g., (the belief) that he is guilty.
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flconflate When a single element or structure realizes two or more functions,
these functions are said to conflate (or be conflated); e.g., in The boat has
left a stormy land, the functions of Actor, Subject and Theme  conflate and
are realized by the nominal group the boat.

congruent Not grammatically metaphorical. See grammatical metaphor.
conjunction See binding conjunction and linking conjunction.
conjunctive Adjunct (Acon) See Adjunct.
contact clause A finite relative clause with relative pronoun omitted; e.g., in

Here is a book you will enjoy, the contact clause is you will enjoy.
copular verb A grammatical verb (as opposed to a lexical verb) which indi-

cates relation, typically relating Subject and Complement in a relational
Process; e.g., be, seem. 

declarative An option in the MOOD system, contrasting with interrogative and, 
indirectly, with imperative. A declarative clause is characterized by the
sequence S, F. Stereotypically identified with the speech acts ‘statement’, 
‘assertion’, but there is no absolute correspondence. 

defining relative clause (Also restrictive relative clause) A rankshifted
clause embedded as Postmodifier in a nominal group. Semantically restricts
the scope of reference of the Head (its antecedent). 

Deictic An experiential function in the nominal group, (the others being 
Numerative, Epithet, Classifier, Thing and Qualifier). Typically realized by 
a determiner, a possessive pronoun (e.g., my  ) or a possessive noun (e.g.,
Michael’s) as Modifier. The ‘pointing’ function.

delexicalized verb See light verb.
dependent clause A clause which depends on another in a clause complex, 

the other being dominant. The relation between the two is hypotactic.
If the dominant clause is labelled a, the dependent is b  . Functions as an
expansion or projection.

determiner A word class typically realizing Deictic function in the nominal 
group; e.g., the, a/an; this, these, that, those, each, every, some, any.

dominant clause See dependent clause.
dummy Subject Also ‘empty Subject’ or ‘empty pronoun’. A non-referring 

pronoun in Subject position; e.g., it with t postposed clause structures; also 
there in existential Process clauses: e.g., There are three applicants.

ellipsis  Systematic omission of a word, group or clause where the meaning
can be recovered from the context; a feature of cohesion.

embedded clause A clause functioning as a group or part of a group and
therefore describable as rankshifted; e.g., as Postmodifier in a group or as 
Subject of a clause.

empty Subject See dummy Subject.
Epithet An experiential function in the nominal group (the others being

Deictic, Numerative, Classifier, Thing and Qualifier).  Usually conflates
with Modifier but may be Head when Thing is absent. Typically realized
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by adjective or participle. Example (in italics): a beautiful, old country 
house.

Event The key experientia function in the verbal group, comparable to Thing
in the nominal group. Related functions in the verbal group are Auxiliary
and Finite.

expansion One of a pair of alternative functions of a continuing clause or 
dependent clause in a clause complex, the other being projection. A clause
is linked or bound to another clause in order to develop it, by explanation,
addition, description, etc. May also be realized as an embedded clause.

experiential See ideational metafunction.
extraposed clause See postposed clause.
finite That auxiliary verb which in principle has tense and agrees in /person/

number with the Subject; e.g., has in She has been studying in Osaka; the
first item in a finite verbal group of more than one word; the verbal item
in a mood tag. A finite verbal group is one which has tense/mood and in
principle agrees in person and number with the Subject. A finite clause is 
a clause which has a finite verbal group as Finite and Predicator. See also
Finite and operator.

Finite (F) (i) A function at the rank of clause (the others being Subject,
Predicator, Complement, Adjunct). Interacts with Subject in the Mood
part of the clause. Precedes Predicator in an unmarked declarative   clause
and may be fused with Predicator in a one-word verbal group (e.g., goes  ).
When not fused, it is realized by a modal operator or finite operator. (See
also finite.) (ii) Also used as the label for the first experiential f  element of
the verbal group (others being Auxiliary and Event).

fused Finite When the Finite and Predicator are combined in a single word,
they are said to be fused.

genre A type of text identified by its communicative purpose and its con-
ventional form; e.g., editorial, sermon, lecture, begging letter, recipe, 
sonnet.

gerund A ‘verbal noun’: morphologically a verb participle (-ing t form) but
functionally a noun, realizing Head of a nominal group (His shouting is
offensive) or Classifier (a typing class).

Given A function in information structure, contrasting with New  . Given is
 treated by the speaker as mutual knowledge to be taken for granted though 

usually stated.
grammatical metaphor A non-congruent mode of expression, e.g., a nom-

inalized process; a modal adverb, modal adjective or modal noun (e.g.,
probability) instead of a modal operator (may, might).

group The rank below clause and above word in the rank scale. Logically 
analyzable as Head with or without Modifier(s). Groups are: nominal,
verbal, adverbial, preposition(al), conjunction f (al) and, in some versions of
SFL, ‘adjectival’.



Glossary 289

group complex Combination of two or more groups to fulfil a single func-
tion. Either hypotactic or paratactic.

Head The dominant logical element at the rank of group, the other (depend-
ent) being Modifier. In a nominal group, the Head   is typically (not always)
realized by a noun f and usually conflates with the experiential function of 
Thing. In an adverbial group the Head is an adverb, and so on.

hypotaxis The binding of unequal elements where one is dominant and the
other dependent. Symbolized as a, b, g, d, e, z.

ideational metafunction One of the three metafunctions (the others being
interpersona and textual). Subdivides into (i) experiential: to do with 
conceptual content, the representation of ‘goings-on’ in the world (or else-
where); (ii) logical: to do with the semantic relations between experiential
elements, e.g., Head/Modifier; dominant/dependent.

IFG Introduction to Functional Grammar (Halliday 1985, 1994; Halliday
and Matthiessen 2004, 2013.) Either the book or the model of grammar 
presented there.

imperative Option in the MOOD system, contrasting with indicative. 
Characterized by absence of Subject. Stereotypically associated with the
speech act command, but there is no one-to-one relationship.

indicative Option in the MOOD system contrasting with imperative. r(In fuller 
accounts it also contrasts with subjunctive and exclamative.) More deli-
cately classifiable as declarative or interrogative.

inflection Grammatically motivated morphological variation in a lexical
item; e.g. choice between zero and /-s/ at the end of a noun to indicate
singular or plural.

information structure Organization of the clause in terms of the functions 
Given and New. Realized by intonation.

interpersonal metafunction One of the three metafunctions (the others
being ideational, textual). Concerns the interactional aspect of language, 
the speaker-hearer dimension: typified by vocatives, MOOD options, modal-
ity (expressions of degree of certainty, commitment, etc.).

interpersonal Theme Theme realized as an interpersonal element: e.g., voc-
ative, modal Adjunct (e.g., maybe, surely), Finite in interrogatives. Usually
combines with topical Theme in a multiple Theme.

interrogative Option in the MOOD system, contrasting with declarative, 
and, less directly, with imperative. A polar interrogative is an inter-
rogative ‘inviting’ the answer yes or no; a wh-interrogative is more 
open-ended. An interrogative clause is typified by the sequence F,
S (Subject-Finite inversion); exception: wh-interrogative where wh-
word is Subject or part of Subject. Stereotypically identified with
the speech acts ‘question’ and ‘request’, but there is no one-to-one
relationship.

lexical verb A verb with ‘dictionary meaning’; that is, with semantic content 
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other than purely grammatical meaning (contrast auxiliary and copular
verbs). Realizes the experiential function Event in the verbal group.

lexicogrammar A term reflecting the SFL view that grammar is inseparable
from lexis.

light verb Also delexicalized verb. A verb which is used (more or less)
without the semantic force of its ‘dictionary meaning’ but combines with a 
nominal group to realize a process: e.g take in take a walk; make in make
love; have in have a rest.

linking conjunction (or linker) A conjunction which joins two units of equal
status (also known as ‘co-ordinating conjunction’); e.g., and, but, or.

logical See ideational metafunction.
marked Theme A Theme which is untypical; e.g., in a declarative clause,

anything other than Subject  . Markedness is graded: Subject (unmarked)
– circumstantial Adjunct (marked) – Complement (more marked) – 
Predicator (even more marked).

metafunction One of the three superordinate functional categories which
characterize meaning in language. These are: ideational, interpersona and
textual. They co-exist in all texts. 

metalanguage  Language used for discussing language: grammatical terms,
rhetorical categories, etc. For example, most of the language in this book. 

metalinguistic Pertaining to metalanguage. 
modal adjectives Small set of adjectives. Examples include: possible, prob-

able, likely, certain.
modal Adjunct See Adjunct and modal adverb.
modal adverbs Small set of adverbs; often realizes Head of modal Adjunct.

Examples include perhaps, possibly, maybe, certainly.  Semantically akin
to modal verb, modal noun and modal adverb.

modal nouns Small set of nouns. Examples include: probability, possibility,
likelihood, certainty. 

modal verb One of a closed set of verbs, always finite but invariant in form; 
e.g., may, might, can, could, shall, should, will, would, must t . Where present
in a verbal group, it is the first item: the operator. Its function is to modu-
late or modularize the verb (i.e., say something about the degree of cer-
tainty, obligation, etc.), a function similar to that of some modal Adjuncts. 

Modifier The dependent element in the logical function of the group (the 
other – the dominant element – being Head). Subclassifiable as Premodifier
or Postmodifier, according to its position in relation to the Head.

mood A system offering the choices declarative, interrogative, imperative.
Conventionally printed in small capitals.

Mood The part of the clause that expresses MOOD choices, made up of Subject
and Finite. Conventionally printed with capital M only.

moodless clause See non-finite clause.
mood tag Also question tag. A structure consisting of a Finite   (which may
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be positive or negative) and Subject (pronoun), attached to the end of a 
declarative or imperative clause, producing a kind of interrogative struc-
ture; e.g., You will be there, won’t you? (tag in italics). 

morpheme The lowest rank in the rank scale, immediately below word. A 
constituent of a word, e.g., the word indoctrinates consists of the mor-
phemes: in+doctrin+ate+s.

morphology  (i) The formal structure of a word. (ii) The study of word
formation. 

multiple Theme A Theme made up of two or more Themes, i.e., the topical 
Theme in a clause plus any textual and interpersonal Themes preceding it.

network A set of inter-related systems.
New A function in information structure, contrasting with Given. New is the 

information which is not treated as mutual knowledge. 
nexus A single linkage in a complex f (e.g., a paratactic or hypotactic pair of 

clauses inside a clause complex). 
nominal group A group which can function as Subject and Complement in

a clause and complement of a preposition in a prepositional phrase. Its 
Head is typically noun or pronoun, but also sometimes adjective, numeral, 
or determiner. 

nominalization See grammatical metaphor. 
non-defining relative clause Also ‘non-restrictive relative clause’. A

dependent clause expanding on (but not restricting the scope of reference
of) a nominal group in the dominant clause, or expanding on the entire 
dominant clause. Usually signalled by commas or ‘comma intonation’;
e.g., He is constantly acting, which can be a strain.

non-finite clause Also moodless clause. A clause without a Finite (e.g.
Looking to the west, they spied land). 

non-restrictive relative clause See non-defining relative clause.
noun A word class. Functions as Head of a nominal group; sometimes also 

Modifier/Classifier. Subtypes include: proper noun  (e.g., personal names:
Michael); common noun (e.g., book); abstract noun (e.g., beauty; divi-
sion); concrete noun (e.g., book). Nouns are also classed as countable
(e.g., book) or uncountable (bread).

number A system offering the choice of singular and plural. 
numeral A word class which includes cardinal numbers (three, seven), ordi-

nal numbers (third, seventh) and quantitative words like many, several,
numerous, few.

Numerative An experiential function in the nominal group. Usually conflates 
with Modifier but can be Head. Typically realized by a numeral.

open set A set of lexicogrammatical items that can readily have new items
added (e.g., common nouns).

operator The finite or moda word in a verbal group. Realizes the function 
Finite in the clause. It appears with the Subject in a mood tag.
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paradigmatic irelations The phenomenon of ‘choice’ in the linguistic sys-
tem; e.g., the choice between he/she/it or the choice between has gone and
had gone. In SFG, described in terms of systems and networks  . Identified
with de Saussure’s two major organizing principles of language: ‘paradig-
matic’ (or ‘associative’) and ‘syntagmatic’. 

parataxis The linking of equal elements, symbolized by 1, 2, etc., in order 
of occurrence. 

participant An ideational (experiential) function in the clause, typically real-
ized by a nominal group. Certain participant roles are associated with cer-
tain Process types: e.g., Actor and Goal with material Process; Senser and 
Phenomenon with mental Process. 

participle See present participle and past participle. See also gerund.
parts of speech A traditional term for word classes; typically: noun, verb,

adverb, adjective, preposition, conjunction, pronoun, article, interjection.
Some can be subclassified. 

past participle A form of verb. Its most distinctive morphological marker is 
the suffix -en (e.g., broken), but the most common is -d or -ed (e.g., scat-
tered). Combines with auxiliary have for present perfect and past perfect 
tenses and with be or get for passive voice. Frequently realizes t Modifier   in
a nominal group.

person (in verbs and pronouns) Examples: 1st: am, I, we; 2nd: you; 3rd: is,
he, she, it. 

polarity A system offering the choices: positive and negative.
Conventionally printed in small capitals. 

Postmodifier r Modifier placed after the Head which it modifies. Postmodifier
conflates with Qualifier and is usually realized by a prepositional phrase,
embedded clause or participle. 

postposed clause Also ‘extraposed clause’. An embedded clause sepa-
rated from the Head which it modifies and placed at a later point in the
superordinate clause t ; e.g., the continuation of a discontinuous Subject
with dummy it in Subject position, as in: It is obvious that this will
happen.

Predicator (P) A function at the rank of clause (the others being Subject,
Finite, Complement, Adjunct). The ‘verb’ element minus Finite. Follows 
Finite in an unmarked declarative clause and may be fused with Finite in a
one-word verbal group. Realized by lexical verbs plus non-finite auxiliaries
where these are present. Finite and Predicator a together are realized by a
verbal group.

Premodifier Modifier preceding the Head which it modifies. In a nominal
group, Premodifier may be realized by several word classes, stereotypi-
cally by determiner and adjective, but also frequently by numeral, noun
and participles or combinations of any or all of these; conflates with the
experiential functions: Deictic, Numerative, Epithet and Classifier. 



Glossary 293

preposition A word class which functions as Head of a prepositional group; 
e.g., in, on, over, by.

preposition(al) group A group with preposition as Head (rarely modified).
Combines with a nominal group to make a prepositional phrase.

prepositional phrase A phrase consisting of a prepositional group and 
a nominal group. Note: not the same thing as a prepositional group and 
outside the rank scale. Typically functions as Postmodifier r in a group or 
Adjunct in a clause.

present participle A form of verb. Invariably has the morphological suf-ff
fix -ing. Combines with auxiliary be for continuous (progressive) aspect.
Frequently realizes Modifier function in nominal group. See gerund.

probe A diagnostic test or check to confirm an analytical decision; a means 
of identifying a function or category; e.g., the mood-tag probe for Subject.

Process (i) The ideational (experiential) meaning of a clause: the represen-
tation of ‘goings-on’. (ii) The experientia meaning associated with the 
Predicator (and sometimes Finite) in a clause. Type of Process determines
the Participant roles available. Process types are material, mental, rela-
tional, verbal, existential and behavioural.

projection A projection expresses a representation of speech or thought 
rather than a direct representation of experience; the projection is direct 
or indirect speech (or thought), respectively paratactic and hypotactic. tIt 
may also be realized as an embedded clause in a nominalization. Contrasts
with expansion.

pronoun A word class; a type of nominal. Has various sub-classes; e.g., per-
sonal pronoun: I, you, it, etc.; possessive pronoun: my, mine, your,   etc.;
wh-pronoun (also called relative and interrogative pronoun): who, which,
what, whose, etc.

Qualifier An experiential function in the nominal group (the others 
being Deictic, Numerative, Epithet, Classifier, Thing). Conflates with
Postmodifier, following Thing. Typically realized by embedded clause, 
prepositional phrase or participle. Examples (Qualifier in italics): the talks 
proposed by the government; the best beach in Portugal.

question tag See mood tag.
rank scale A hierarchy of grammatical constituents (clause, group, word,

morpheme) in which each rank is made up of one or more members of the 
rank below. 

rankshifted clause A clause functioning at a lower rank, as part of a group; 
e.g., embedded as postmodifier in a group or as Subject or Complement in 
a clause. See embedded clause.

recursion The process whereby one structure is embedded in another of the
same kind; e.g., a prepositional phrase in a nominal group t  which is part
of a prepositional phrase; a relative clause r  in a nominal group in another
relative clause.
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reduced irelative clause Non-finite relative clause (i.e., moodless, lacking the
functions S and F).

register Variety of a language as determined by social context; e.g., formal
written academic English; casual spoken English.

relative clause See defining relative clause and non-defining relative clause.
relative pronoun Wh-pronoun or that-realizing Theme in a relative clause.
Residue The clause minus the Mood. Includes any of P, C, A, but not S and F.
restrictive relative clause See defining relative clause. 
Rheme One of a pair of textual functions of the clause, the other being Theme.

Rheme is that part of the clause which is not Theme. Typically carries the 
New in the information structure, but there are many exceptions to this.

sentence A unit of written language, usually signalled with an initial capital
and a final full stop. 

SFG An initialism for Systemic Functional Grammar, the subject of this
book.

SFL   An initialism for Systemic Functional Linguistics, the Neo-Firthian
school of linguistics developed by Michael Halliday and his followers.

SFPCA An initialism for Subject, Finite, Predicator, Complement, Adjunct.
Sometimes used in this book to refer to the ‘clause as exchange’ in
general.

Standard English A convenient shorthand term for a variety of English with 
no regional base. A fictional construct of dubious linguistic validity.

structural Theme A subcategory of textual Theme.
Subject (S) Function at the rank of k clause (the others being Finite, Predicator,

Complement, Adjunct). Interacts with Finite (F) in the Mood part of the 
clause; determines person and number agreement of finite   verb, where
such agreement is manifest. Co-refers with the pronoun in a mood tag.
Typically realized by a nominal group.

Subject-Finite inversion (F, S) A structure where Finite precedes Subject,
e.g., in interrogatives.

superordinate clause The clause in which a rankshifted clause is embedded.
syntagmatic relations The linguistic phenomenon of ‘chaining’. In lan-

t guage, items are strung together ‘horizontally’ in structures, as in Subject
+ Finite + Predicator + Complement; or re+enter+ing. Contrasted with
paradigmatic, the other major organizing principle of language.

system A set of lexicogrammatical choices, e.g., the POLARITY system: posi-
tive or negative; the VOICE system: active or passive.

taxis A system offering the choice of parataxis and hypotaxis.
textual metafunction One of the three metafunctions (the others being 

ideational, interpersonal). Concerns the organization of text:  Theme and
Rheme, conjunctive Adjuncts, cohesion.

textual Theme a A Theme which is realized by a textual element such as a
continuative (e.g., now, well, so) or a conjunctive Adjunct (e.g., however,
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nevertheless). Combines with topical Theme to make a multiple Theme. 
Subcategories include structural Theme.

textuality The quality of being coherent text, constructed by textual organi-
zation: Theme and Rheme; Given and New and cohesion.

Theme One of a pair of textual functions of the clause, the other being 
Rheme. Usually signalled by its position at the beginning of the clause. 
The Theme is the first experiential constituent plus preceding constituents,
if any. Themes are topical, interpersonal or textual, corresponding to the
three metafunctions: experiential, interpersonal, textual. Theme may be 
simple or multiple; topical Theme may be marked or unmarked. In a clause 
complex, the entire initial clause can be labelled Theme but it will contain
its own Theme and Rheme.

Thing Experiential function at the rank of group. Key experiential item in
a nominal group. Typically conflates with Head. Typically realized by a 
noun.

topical Theme An experiential constituent as Theme. The first experiential
element in the clause. Conflates with S, P, C or Acir.

unmarked Theme See marked Theme.
verb A word class realizing the elements of a verbal group. In traditional 

grammar or loosely, ‘verb’ sometimes also means what SFG calls a verbal 
group.

verbal group A group with verb as Head (and as Modifiers, if any). Usual 
congruent choice for a process. Realizes Finite and/or Predicator func-
tions, which together conflate with Process. Its experiential functions are: 
Finite; Auxiliaries, Event.

vocative A nominal group in direct address: e.g., Michael, can you help? Be
quiet, you stupid idiot!

voice A system offering the choices active and passive.
wh-word One of the closed set of words beginning with wh- (plus how),

typically occurring thematically in interrogatives and relative clauses.
word Rank immediately belowk group and immediately above morpheme in 

the rank scale. Usually indicated in writing by a space on either side.
word class Category of lexical item, roughly equivalent to traditional ‘part of

speech’. Central word classes in SFG are: noun, adjective, numeral, deter-
miner, verb, preposition, adverb, conjunction (though these can be grouped
less delicately or subdivided into more delicate classes).
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