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Preface

We are witnessing a rapid growth of technological and business interest
towards distributed computing environments, also named Global or Integrated
Computing environments. The features of these environmentsinclude mobility,
open-endedness, heterogeneity of dataand applications, mobility of computing
entitieson avariety of devices, network systems, and logical and physical inter-
connections channels. In these systems, various resources (applications, data
and repositories, as well as user contexts scenarios) demand to be merged
under common interoperability paradigms, possibly based on standards and com-
mon policies, as well as on enabling technologies for interconnection, such as
web Services, internetworking connection technol ogies, or distributed code and
data management. Heterogeneity is a key factor in interconnection: the ability
to manage it means the possibility to manage distributed and differently struc-
tured and managed resources under unifying paradigmsfor computing resources
and networks.

In this scenario of integrated environments, the ability to create and man-
age large shared systems in a secure manner is an areathat has received atten-
tion in various ways, from formal research to practical approaches, methods,
and products. A comprehensive, systems approach to security is required if
security consolidation is to succeed. This book serves as a forum to describe
security threats, technologies, methodologies and deployment in the area of
systemsintegration. The book collects submissions from academiaand industry
presenting research and development on theoretical and practical aspects re-
lated to designing, building and managing secure distributed systems.

The included topics range from Cryptographic Algorithms to Key Man-
agement and Public Keys Infrastructures for Security Management, from Au-
thorization Frameworks for Security and Trust management to M odels of Secu-
rity in Federated Systems and Security for Internet Service Oriented Architec-
tures and web-managed data formats.
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BOOK AIMS

The basic aim of the volume isto state the point of recent achievementsin
the field of security related to the interconnection of computers and applica-
tionsthrough internetworking. Infact, the Internet isaworldwide collection of
networksthat are accessible by individual computing hostsin avariety of ways,
including gateways, routers, dial-up connections, wireless networks and I nternet
service providers. In principle, the Internet is easily accessible to any person
endowed with acomputer and anetwork connection; individuals and organiza-
tions worldwide can reach any point on the network without regard to national
or geographic boundaries or time of day. However, along with the convenience
and easy access to information, new risks for security of information and per-
sonal dataarise. First, the general risk isthat valuable information will be lost,
stolen, corrupted, or misused and that the computer systems, that is, itsvaluable
data and applications, will be corrupted or damaged. It is well known and ac-
cepted that information electronically managed and available on networked
computersis vulnerable: intruders do not need to enter an office or abuilding,
and may be located anywhere. They can steal or tamper information without
touching a paper or a computing device, creating new or altered files, run their
own programs, and, particularly, they can easily hide evidence of their unautho-
rized activity, practically leaving no trace of their actions.

Concepts

Just to briefly review the basic security concepts, important to informa-
tion on internetworking applications, we remind confidentiality, integrity, and
availability. Concepts relating to information users are instead authentication,
authorization, and non-repudiation.

When information is read or copied by someone not authorized to do so,
the result is known as loss of confidentiality. For some types of information or
organi zations and companies, confidentiality is avery important attribute. Ex-
amplesinclude research data, medical and insurance records, new product speci-
fications, and corporate investment strategies. In some |locations, there may be
alegal obligation to protect the privacy of individuals. Thisis particularly true
for banks and loan companies; debt collectors; businesses that extend credit to
their customers or issue credit cards; hospitals, medical doctors’ offices, and
medical testing laboratories; individuals or agencies that offer services such as
psychological counseling or drug treatment; and agencies that collect taxes.

Besides, information can be corrupted when it is available on an insecure
network. When information is modified in unexpected ways, the result isknown
asloss of integrity. This means that unauthorized changes are made to informa-
tion, whether by human error or intentional tampering. Integrity is particularly
important for critical safety and financial data used for activities such as elec-
tronic funds transfers, air traffic control, and financial accounting.
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Information can be erased or become inaccessible, resulting in loss of
availability. Thismeansthat people who are authorized to get information can-
not get what they need.

Availability is often the most important attribute in service-oriented busi-
nesses that depend on information (e.g., airline schedules and online inventory
systems). Availability of the network itself isimportant to anyone whose busi-
ness or education relies on a network connection. When a user cannot get
access to the network or specific services provided on the network, they expe-
rience a denial of service.

To makeinformation available to those who need it and who can be trusted
with it, organizations use authenti cation and authorization. Authentication, which
is the way to prove that a user is whom he/she claims to be, needs involved
partiesto provide a“proof.” This may involve something the user knows (such
as a password), something the user has (such as a“smart card”), or something
about the user that proves the person’sidentity (such as a fingerprint). Autho-
rization is the act of determining whether a particular user (or computer sys-
tem) hastheright to carry out a certain activity, such asreading aremotefile or
running aprogram. It is nowadays well accepted that authentication and autho-
rization go hand in hand. Moreover, security is strong when the means of au-
thentication cannot later be refuted — the user cannot later deny that he or she
performed the activity. Thisis known as non-repudiation.

QUESTIONS

The book addresses several questions, such as: What kind of crypto algo-
rithms are being used and are emerging? What kind of certificate and public
key infrastructure is the appropriate one for the global Internet? What is the
state-of-the-art of certificatesin solving authentication problems, and how can
authorization problems be solved in a distributed environment? What security
problems are emerging in distributed federated databases and document man-
agement systems or in distributed code? For example, the information industry
is heading rapidly towards adopting Java as the programming language for the
Internet. Will the Java Sandbox approach be sufficient to fulfill users' and in-
dustrial needsfor building the global information infrastructure? For smart cards,
industry studiesindicate that there could be some 2.5 to 3 billion smart cardsin
use by the turn of the century. Major users of these joint smart card technol o-
gies are forecast to include telecommunications, banks, hotels, airlines and in-
surance companies, as well as healthcare providers and governments. Smart
cards, however, are limited in their processing power and storage capacity,
which most security algorithmsrequire. How will theindustry solve these short-
ages and what impact smart cards have on enhancing individuals’ security and
privacy?



Finally, recent proposals suggest a peer-to-peer relation between the cli-
ent and the server, where the server will be able to push some content to client(s).
Will push technology invade individuals' privacy and create aflooded Internet;
or should it be regulated to become subscription based?

Will governments open the national boundaries and stop regulating the
encryption technology as well as giving common rules and standards for de-
signing lightweight security algorithms and trusted systems? Will it be possible
to build Intranet/Extranets and Virtual Private Networks with full security?
Finally, will the Internet and e-commerceriseto the expectation and flourish in
the global village? The answers to these questions are yet to be seen.

SECURITY AS A BUSINESS PROBLEM

Information security is today also a business problem, besides a techno-
logical problem. With the focus on information security in the media, and in
legislatures around the world, organizations are facing complex requirementsto
comply with security and privacy standards and regulations. Thisisforcing the
discussion of information security into boardrooms, as more executives and
boards of directors understand their responsibility and accountability in infor-
mation security governance. Current topics of discussion in the security field
aredriven mainly by thefollowing issues:

. Focus on information security: The awareness of the challenges and
issues to be faced in information security has grown. Through the media,
government, cyber-attacks/crimes, and proliferation of vulnerabilitiesin
products, information security continues to receive increased focus.

. Technology to protect information: As a result of successful attacks
(such as Code Red and Nimda), the organizations have acknowledged
that security products are not a complete solution to security problems,
but rather security is a business and organizational problem.

. Standards, regulations and legislation: Companies and organizations
have to face complex standards and regulations. Even within very spe-
cific, vertical areas, such as banking services, the complexity to meet se-
curity requirementsisdriven by the presence of different regulations(e.g.,
the U.S. Gramm-Leach-Biley Act of 1999 (GLBA), Basel Accords, Se-
curities and Exchange Commission (SEC) requirements, U.S. Patriot Act).
A complex set of requirements is emerging while organizations cross the
international boundaries.

. Legal liability: In 2002, legal liability from security has been stated. Or-
ganizations and software vendors are being pushed towards a higher de-
gree of accountability for security by their customers.



. Business partners demanding security: Organizations have to prove that
they are managing data and applications in a secure way, that is, they are
applying security to alevel that can satisfy their business partners. This
goes beyond discussing what security products are installed; thisrequires
that organizations be able to communicate compliance and management
practice of security. For example, in the U.S., the National Strategy to
Secure Cyberspace released by the White House recommends that orga-
nizations disclose their security audit and compliance status.

As a consequence, organizations can expect to see increased regulation,
specifically in industry areas that are considered as critical, such as finance,
transportation, communication, health care, energy, and utilities. Furthermore,
regulatory requirementswill come up from governments seeking to boost infor-
mation security. Luckily, information security has turned into a well founded
and defined profession, and many common security services will continue to
be valuable and areal necessity — vulnerability management, secure commu-
nications, penetration testing, policy design, intrusion detection — while others
may be changing or evolving radically.

Currently, information security is turning from awareness into action in
many corporate environments, building on what we have seen in the last de-
cade. Boards of directors and executive management are paying closer atten-
tion to their responsibilitiesin the protection of their information assets. More-
over, we are assisting at an increased focus on certification and accreditation
with continuous assessment: as organizations face compliance obligations, or
standards and best practices to manage information protection plans, we ob-
serve a focus on the certification and accreditation of system security before
production implementation. Thiswill be followed by the devel opment of acon-
tinuous assessment process to manage risk and compliance with standards and
regulations. For example, 1SO17799 and BS7799 have become the de facto
standards for defining (at a high level) an information security program/archi-
tecture. Also, the Common Criteriaproduct certification is more and more widely
pursued and recognized: with the mandate that security products be Common
Criteria certified in order to be purchased, at least by U.S. Department of
Defense Agencies, a significant increase is obtained in the adoption of Com-
mon Criteriacertification.

INTEGRATION TECHNOLOGIES

In the integration of different systems into a distributed global system,
issues of data dissemination, access to a variety of applications, disseminated
users of various typologies and with heterogeneous needs bring about new se-
curity needs. To mention just afew aspects, an integrated system must be able
to:
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. Authenticate users and applications in a distributed way;

. Selectively grant and revoke access rights to users of the distributed sys-
tem;

. Encrypt data in an effective and yet efficient way both when data are
transmitted and when data are stored,

. Treat in a confidential and privacy respectful way the large amount of
structured and unstructured data present in various formats: database data,
documents, web pages, links, and so on;

. Manage in a uniform way heterogeneous policies regarding data protec-
tion;

. Preserve data from sophisticated attacks that exploit the presence of in-
ter-networked databases and systems, such as Trojan Horses attacks,
backdoors, distributed denial of service, or statistical inference.

Current trends in security technology go towards the improvement of
existing security systems, based on new requirements and customer dissatis-
faction. For example, signatures and vulnerability management, or Intrusion
Detection Systems (IDS) are being redesigned and improved to decrease the
number of “false positives’ and improving reliability, while preparing for inte-
gration of 1DS systems with firewalls, crypto systems, authentication and au-
thorization schemes and models, and security management tools. Also, security
models in operating systems, in databases and in web-based systems are being
improved by adding standardized ACLs, capability modes, and other security
features.

Distributed and peer-to-peer systems, e.g., in service oriented architec-
tures, are starting to gain commercial acceptance; in the meanwhile, architec-
turesfor distributed services are emerging with reliable hosting, communication
security, backups, secure computation, secure content management, and so on.
With trends towards distribution, secure communications are increasingly rel-
evant, since hijacking scenarios, or mis-authenticated agents and servers be-
come possible. A key to securing distributed and cryptography-employing sys-
tems will be the strong authentication of any message or data, by employing
reliable Public Key exchanges and trusted cryptographic identification. Strong
authentication may act as foundation for flexible and availability — assuring
accounting and billing systems, such as service management, integrated with
Quality of Service Standards on the IP level, in combination with wireless au-
thentication.

Luckily, aslong asthe technology is evaolving, thelegislation on the themes
of security of electronically managed information is becoming stricter and de-
manding at the national and international levels. Rules and laws are requiring
producers and manufacturers, application devel opers, and service providersto
adequate their systems to existing and emerging security levels and standards.
As a consequence, companies and Public Administrations are more and more
constrained both for business problems and for regulation and legislative prob-
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lems to protect their data and application patrimony. Not the last are the prob-
lems of industrial espionage, of citizens' personal data discovery and of busi-
ness and image losses due to attacks and to denial of service or discontinuity of
services.

This book wants to put a head forward in the direction of integration of
technologies tackling the use of new paradigms, such as web access, (wire-
less) internetworking, web services, and service oriented computing. These
have lead to the urgent need for companies, agencies, and administrations to
endow their systems with security measures for physical, logical and organiza-
tional security.

BOOK ORGANIZATION

Many research and development efforts worldwide are currently focused
on providing stronger and more efficient cryptographic algorithms and infra-
structures. Section | of this volume is devoted to presenting an overview of
recent progresses of cryptography and of its usability, as well as advances in
one technological area, the one of smart cards.

Mathematical progresses are presented and crypto applications are illus-
trated, such as in digital signatures, digital certificates, secure data formats,
secure communication protocols, time stamping, insurance of Trust, PK| Serv-
ersand Wireless LAN certificates. Aspects of authentication mechanisms based
on traditional passwords schemes and on truly complex systems, such as smart
card based systems, biometrics authentication, and dedicated software systems
are then presented. For networks, the basic of techniques remains cryptogra-
phy, which is able to ensure alarge set of security properties; the problem with
cryptography liesin the need to produce more and more sophisticated encryp-
tion algorithms and in the need to have manageabl e systems that reveal to be of
treatable complexity in front of encryption/decryption cost and time. Hence the
problems are to set up efficient cryptographic systems able to generate and
handle crypto keys and certificates and to reach a corporate-level structure of
cryptography such as PK| systems, requiring an acceptable effort by managers
to operate all the aspects related to the presence of a cryptographic system.

Then, the market orientation of a vendor of security productsisinserted,
providing aninsight on security challenges, on aparticular, vertical application,
i.e., smart cards, but also providing aninteresting overview of the security mar-
ket perspectives.

Another set of efforts in research and development in the security area
are devoted to authorization frameworks, which are aimed at ensuring selec-
tive access to information. Section |1 of this volume contains articles devoted
to models and systems that allow a precise definition of access rights, based
on a wide range of paradigms, such as DAC and MAC controls, role based
access controls, or credential and reputation based controls. These frameworks
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are presented with focus on Internet data and applications, such as Internet-
based transactions, workflow systems, federated databases, and information
exchange in the semantic web, where machines are regarded as “intelligent
agents” able to process and make inferences on a large variety of data

On federated and distributed system, data distribution and dissemination
in the networks resources brings about problems of individual privacy, of selec-
tive and dynamic authorization to access portions of the data and to deal with
datain various formats, such as web-compliant, XM L-based data and images,
semantic web oriented information, and voice. Section |11 of thisvolume con-
tains two articles dealing with confidentially and privacy respectful way the
large amount of structured and unstructured data present in various formats:
database data, documents, web pages, links, video and voice streams, images,
and so on.

Subsequently, the book moves to new applications deployed on
internetworked environments, tackling security problems in data and applica-
tion distribution and web services frameworks based on peer-to-peer environ-
ments. Some interesting comparisons among distributed development environ-
ments are provided, discussing enabling security technologies. Section 1V of
the book examines distributed application hosting services (DAHSSs) and next
offers an evaluation of claimed security features in some popular products ori-
ented to web service management.

In more detail, the book sections have the following contents.

Section |: Cryptography and Technology

This first section of the book sets the basis for cryptography with some
details on algorithms and on crypto-analysis techniques and tools.

Chapter | by Bertoni et al., “Architectures for Advanced Cryptographic
Systems,” is intended to give an overview of recent developments in modern
cryptography. In the last few years, modern cryptography has been dominated
by traditional systems, such as DES and RSA. Such systems have provided a
secure way for storing and transmitting information, and are nowadays incor-
porated in many network protocols and secure storage media. However, more
recently, the increasing power of crypto-analysis techniques and tools, and the
emergence of new applications, such as wireless communications and mobile
computing, service-oriented architectures, and integrated systems have stimu-
lated the research and development of innovative cryptographic algorithms.
New integrated systems require a more detailed and sophisticated mathemati-
cal formalization of cryptographic techniques. This chapter aims at giving the
reader a comprehensive understanding of innovative crypto-systems, of their
basic structure, of the alternative hardware architectures to implement them, of
the application fields, and of their performance requirements and characteriza-
tions. Focus is put, among the others, on Advanced Encryption Standard and
Elliptic Curve Cryptosystem.
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Chapter |l by Berbecaru et al., “Digital Certificates and Public Key Infra-
structures,” is an exhaustive overview of PKI basics, architectures, and appli-
cations. Digital Certificates are signed objects containing a set of data bound
together by a digital signature. Currently, Digital Certificates can be divided
into three classes, based on the data they are bound to: identity certificates
(often referred as public-key certificates, PKC) attribute certificates, and au-
thorization certificates. The chapter exploresthe various possibilities of certifi-
cate structures, standards and usages.

Chapter 111 by Maradan et al., “Smart Card Applications and Systems:
Market Trend and Impact on Other Technological Developments,” tackles a
themethat isstrategicin all fields of security and for all types of organizations.
The chapter evidences the new needs and requirements for this important au-
thentication support. The diffusion of new communication technologies has
pushed smart cards to a very urgent need of applications, although GSM has
been the market driver of this authentication means. In this chapter, our will is
to provide ideas and trails to explain what make the strengths of smart cards,
exploring both technical security issues and market trends. At the same time,
the chapter explores the state-of-the-art of hacking techniques, and reveals
some counter measures that could redesign modern security platforms. The
chapter illustrated the evolution of smart card platforms and their impact on
integrated systems, focusing on content protection, e-commerce, and pay TV
systems. It finally presents a case study: the e-content protection and Smartright
proposal.

Section Il: Authorization Frameworks

Chapter IV by Wijesekeraet al., “A Flexible Authorization Framework,”
gives advancesin application areas, such as | nternet-based transactions, coop-
erating coalitions, and workflow systems, which have brought new challenges
to access control. In order to meet the diverse needs of emerging applications,
it has become necessary to support multiple access control policiesin one secu-
rity domain. This chapter describes an authorization framework, referred to as
the Flexible Authorization Framework (FAF) that is capable of doing so. FAFis
a logic-based framework in which authorizations are specified in terms of a
locally stratified rule base. FAF allows permissions and prohibitions to be in-
cluded in its specification. FAF specifications can be changed by deleting and
inserting its rules. We also describe FAF's latest additions, such as revoking
granted permissions, provisional authorizations, and obligations.

Chapter V by Rezgui et al., “Enforcing Privacy on the Semantic Web,”
presents a reputation-based system for web environments aimed at an auto-
matic process of privacy enforcement in a semantic web. Since web services
and software agents exchange alarge amount of semantically correlated infor-
mation, the chapter presents a model for assigning a reputation to services.
Reputation is a set of attributes built upon “how well” the services has per-
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formed in its life cycle using a common perception on the service behavior.
Reputation attributes are assigned to services using five criteria defined in the
chapter related to security (permeability, authentication-based disclosure of in-
formation, correct delivery of data to authorized users, use of cryptography,
and seniority seen as period of correct behavior). The architecture presented
for areputation management system sees a Reputation Manager, a set of Prob-
ing Agents, and a set of Service Wrappers. The system is distributed to enable
support of peer-to-peer applications. Examples are provided in the field of e-
government applications.

Section I11: Data Distribution and Dissemination on

the Net

Chapter VI by Bertino et al., “ Secure Data Dissemination,” considersthe
development of a new class of information-centered applications focused on
the Selective Dissemination of Information (SDI). The purpose of these appli-
cations is the delivery of data to a large user community. “ Selective” means
that each user should not receive all the data but he/she may receive only
specific portions of them. Such portions can be determined according to sev-
eral factors, such as the user interests and needs, or the access control policies
that the data source has in place. Additionally, SDI services can be classified
by taking into account additional aspects, such asfor instance the adopted dis-
tribution mode, the events starting up the distribution, and the network and ar-
chitecture supporting the service. Due to these reasons, the chapter provides a
taxonomy of SDI services and presents a detailed overview of the current ap-
proaches. Then, the chapter focuses on security issues for selective data dis-
semination services. In particular, focusis on four security properties: authen-
ticity, integrity, confidentiality, and completeness, in the scope of Secure SDI
applications is wide and heterogeneous. For instance, a relevant scenario for
such kinds of applicationsisrelated to electronic commerce or digital libraries
or electronic news (e.g., stock price, sport news, etc.). In such a case, users
subscribe to a source and they can access information on the basis of the fee
they have paid. Additionally, the service must ensure that contents are not eaves-
dropped on during transmission. Another important scenario for Secure SDI
applicationsis data dissemination within an organization or community, where
the delivery is controlled by security rules defined by system administrator(s),
for instance, documents contai ning sensitive information about industrial projects.

Chapter VII by Fernandez-Medinaet al., “Multimedia Security and Digi-
tal Rights Management Technology,” considersthe crucial topic of multimedia
content delivery applications on high bandwidth networks. It considersthe per-
vasiveness of XML as a data interchange format, which has given origin to a
number of standard formats for multimedia, such as SMIL for multimedia pre-
sentations, SV G for vector graphics, VoiceXML for dialog, and MPEG-21 and
MPEG-7 for video. Innovative programming paradigms (such as the one of
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web services) rely on the availability of XML-based markup and metadata in
the multimediaflow in order to customize and add val ue to multimedia content
distributed via the Net. In such a context, a number of security issues around
multimedia data management need to be addressed. First of all, it isimportant
toidentify the parties allowed to use the multimediaresources, the rights avail -
able to the parties, and the terms and conditions under which those rights may
be executed; thisisfulfilled by the Digital Rights Management (DRM) technol-
ogy. Secondly, a new generation of security and privacy models and languages
is needed, capable of expressing complex filtering conditions on a wide range
of properties of multimedia data. In this chapter, the general problem of multi-
media security is analyzed, summarizing the most important XML -based for-
mats for representing multimedia data; a language for expressing access con-
trol policiesis presented and finally, the most important concepts of the DRM
technology are discussed.

Section 1V: Service Oriented Computing Frameworks

Chapter VII1 by Linet al., “Dataand Application Security for Distributed
Application Hosting Services,” considers web and Internet services and the
emergence of enabling techniques, such as J2EE and .NET, which have led to
atrend toward distributed application hosting services (DAHSSs). Such hosting
services, using rented Internet, computation power, and data storage space to
clients are relatively a cheap and effective solution for achieving data and ser-
viceavailability, abalanced load on the servers, and increased scal ability. How-
ever, these DAHSs, implemented within the Internet environment, introduce
many security concerns for the content and application owners. This chapter
discusses security concerns for DAHSSs, the available security technologies
and protocols at different tiersin the Internet information management hierar-
chy, and the open challenges.

Chapter | X by Fernandez et al., “ Comparing the Security Architectures of
Sun ONE and Microsft .NET,” is an evaluation of claimed security featuresin
a couple of products oriented to web service management. In fact, several
companies have announced strategies for supporting web services, all using
two basic reference architectures: Microsoft .NET or Sun ONE. Barely these
architectures mention security, while the authors rightly point out that this as-
pect can be one of the fundamental success factors of the products. Therefore,
the chapter examines the security features in .NET and ONE web services
architectures, in particular, on how web service programs on specialized, shared
systems are stored, on how user’s data are managed on these shared systems,
e.g., on repositories or catal ogs. Examined security features are confidentiality
and integrity of the web service data, control on the code actions, access con-
trol (only paying subscribers can use the service), and service availability.
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ABSTRACT

In the last 20-30 years, the world of modern cryptography has been largely
dominated by traditional systems such as the Data Encryption Standard
and the RSA algorithm. Such systems have provided a secure way for
storing and transmitting information and they are nowadays incorporated
in many network protocols and secure storage media. More recently, the
increasing advance of crypto-analytical techniques and tools and the
emergence of new applications, for example wireless communications and
mobile computing, have stimulated the research and development of
innovative cryptographic algorithms. These newer systems require a more
detailed and sophisticated mathematical formalization and operations,
which are not normally supported by general-purpose processors. For
example, many basic operations required to implement recently proposed
cryptographic algorithms, such as the Advanced Encryption Sandard or
Elliptic Curve Cryptosystems, are based on arithmetic in finite fields (or
Galois fields). This chapter is, thus, intended to give an overview of such
developments in modern cryptography. In particular, it aims at giving the
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reader a comprehensive understanding of innovative cryptosystems, their
basic structure, alternative existing hardware architectures to implement
them, and their performance requirements and characterizations. Emphasis
will be made throughout on two important cases: the Advanced Encryption
Sandard and Elliptic Curve Cryptosystems.

INTRODUCTION

Itiswidely recognizedthat datasecurity will play acentral roleinthedesign
of future IT systems. Although the PC had been the major driver of the digital
economy until a few years ago, recently there has been a shift towards IT
applicationsrealized asembedded systems, and it isexpected that thistrend will
continue as we advance into the 21st century. In addition, many of those
applications either rely heavily on security mechanisms, including security for
wireless phones, faxes, wireless computing, pay-TV, and copy protection
schemes for audio/video consumer products and digital cinemas, or they will
require security mechanismsto protect data, communications and our privacy.
Thus, it is a pressing need to implement security measures and, in particular,
cryptographic algorithms on platforms that are part of embedded systems.

Traditionally, ASICs have been common components in the design of
embedded systems by providing the high performance, low power dissipation,
and lower price per unit cost that many systems require. Furthermore, ASIC
implementations of cryptographic algorithms are more secure than software
ones because they cannot be as easily read or modified by an outside attacker.
Nevertheless, ASIC implementations suffer from several drawbacks. Among
thosewe can mention: (i) higher development costsand longer design cyclesand
(i) lack of flexibility with respect to algorithm and parameter switchinginfielded
devices. These drawbacks are especially prominent in security applications,
which are designed using new security protocol paradigms. Many of the new
security protocols decouple the choice of cryptographic algorithm from the
design of the protocol. Users of the protocol negotiate, on the fly, the choice of
algorithm to use for a particular secure session. Thus, it would be desirable for
the devices that will support these applications not only to support a single
cryptographicalgorithmand protocol, but alsotobe“ algorithmagile”; thatis, able
to select from avariety of algorithms. For example, | PSec (the security standard
for the Internet) allows applicationsto choose from alist of different symmetric
and asymmetric ciphers.

Inthe mid-90sthe use of reprogrammable components, in particular FPGAs
(Field Programmable Gate Array), was introduced. FPGAs allowed for faster
design cycles than ASICs because they enabled early functionality testing.
Nonetheless, the performance and size of FPGAs did not permit them to
substitute ASICs in most applications and thus, they were mainly used to
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prototype embedded chips small enough to fit in the FPGA. In recent years,
however, FPGA manufacturers have come closer to filling the performance gap
between FPGAsand ASICs (Application Specific Integrated Circuit), enabling
them not only to serve asfast prototypingtools, but al so to becomeactiveplayers
as components in embedded systems (Wong et al., 2002). The trend in both
industry (see Altera Corporation, 2000; Altera Corporation, 2002a; Altera
Corporation, 2002b; Chameleon Systems; Triscend Corporation; Xilinx Inc.,
2002; Xilinx Inc., 2003) and academia (see Bondalapati & Prasanna, 2002;
Hauser & Wawrzynek, 1997) isto devel op chipswhichinclude either embedded
componentsin them, such as memory, I/O controllers, and multiplier blocks, or
both system reconfigurable componentsand programmabl e cores. Theresulting
processors/chips, which are not anymore a single part of an embedded system
but rather can be used to devel op the whol e system, are known by various names
ranging from hybrid architectures to Systems-on-Chip (SoC), Configurable
System-on-Chip (CSoC), Reconfigurable Systems-on-Chip (RSoC), and Sys-
tems on Programmable Chip (SoPC), among others (Bondalapati & Prasanna,
2002). Thus, FPGAsand, in particular, reconfigurable devicesare also integral
parts in embedded system design.

From the above discussion, one can see that the security engineer is faced
with the challenge of implementing cryptographic algorithms on both custom
hardware and reconfigurable platforms. This chapter provides the reader with
a self-contained overview of both traditional (DES and RSA) and newly
introduced (AESand ECC) cryptographic algorithmsand of thelatest trendsand
architectures used to implement them on hardware platforms such asASICsand
FPGAs. We notice that the implementation of cryptographic systems presents
several requirements and challenges. First, the performance of the algorithms
isoften crucial. One needs encryption algorithmsto run at the communication
link transmission rates or at fast enough rates that customers do not become
dissatisfied. Second, in order to achieve such satisfactory performance, it is
imperative to have a good understanding and knowledge of: (i) the encryption
algorithms, (ii) thealgorithmsunderlying their implementation (not necessarily
theencryption algorithm but al gorithmswhich are used to implement them, such
asalgorithmsfor finitefield arithmetic), and (iii) thehardware platform. Finally,
the security engineer also has to be aware of the latest trends in the design of
encryption schemes as well asthe latest attacks. This chapter makes emphasis
ontheimplementation aspects. We provide several implementation approaches
and compare them, thus allowing the reader to have awide range of optionsfor
different applications. In other words, some applications might require the
fastest possibleimplementation of the AES, without regard to power consump-
tion and/or area, whereas others might want to be optimized for the last two
parameters as long as an acceptable performance level is still achievable.
Finally, we also hint at possibl e attacks on implementations and some solutions
presented in the literature.
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Chapter Organization

Theremainder of thischapter isorganized asfollows. Webeginwithabrief
introduction to cryptography and the mathematical background needed to
understand the encryption schemes described in latter sections. We make
emphasis on definitions and when appropriate give relevant examples and refer
the reader to other bibliographical sources for the proofs of theorems that we
might use. The next two major sections involve discussions of symmetric and
asymmetric cryptosystems. In particular, we discuss DES and AES as prime
examples of symmetric schemes and RSA and ECC for the asymmetric case, as
these arethe most widely deployed algorithmsin practical applications. Weend
thischapter with ashort overview of attacksagainst the presented cryptographic
schemes and their implementations as well as possible countermeasures.

MATHEMATICAL BACKGROUND

Thissection should probably more appropriately becalled “ AnIntroduction
toFiniteFields,” sincetheseare, by far, themost widely used algebraic structure
in the construction of cryptographic schemes. Examplesinclude: the AES, the
Diffie-Hellman key exchange protocol and those systems based on solving the
difficulty of DiscreteLogarithm (DL) problem, and elliptic curvecryptosystems.
We refer the reader to Lidl and Niederreiter (1997) for a comprehensive
treatment of finite fields.

Definition 1. Let Sbe aset. Then, the mapping from SxSto Sis called
abinary operation on S. In particular, a binary operation is arule that assigns
ordered pairs (s;t), with steS, to an element of S. Notice that under this
definition theimage of the mappingisrequiredtobealsoin S. Thisisknown as
the closure property.

Groups
Definition 2. A group isaset G together with abinary operation * on the
set, such that the following properties are satisfied:

(i) The group operation is associative. That is o*(f*y) = (a* B)*y, for al
o,B,veG.

(i) Thereisan element e G, caled theidentity element, such that t* o= o* 7=
o for al aeG.

(i) Foral aeG, thereisan element or'e G, suchthat o* o' = ar™* oc= m. The
element or*iscalled theinverseof o. If thegroup also satisfies o* B = B* o
for al o,Be G, then the group is said to be commutative or abelian. Inthe
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Table 1: Notation for common group operations, where oce G and n and m
are integers

Multiplicative Notation Additive Notation

of' = ovrorkorx. . +or (oemultiplied | noc= oo+ ..+ (o added to

by itself n times) itself n times)
o= (oh)" -na=n(-0)
oo = o™ no+moc = (n+m) o
()" =™ n(me) = (nm) o

remainder of this chapter, we will only consider abelian groups unlesswe
explicitly say something to the contrary. Note that we have used a
multiplicativegroup notationfor thegroup operation. |f thegroup operation
is written additively, then we talk about an additive group, the identity
element is often associated with the zero (0) element, and the inverse
element of aiswritten as—o. Notation conventionsare shownin Table 1.

Examplel. (i) Theset of integers Z forms an additive group with identity
element 0. (ii) Theset of realsR formsagroup under the addition operation with
identity element 0 and under themultiplication operationwithidentity element 1.
(iii) Theintegersmodulo m, denoted by Z , form agroup under addition modulo
m with identity element 0. Notice that the group Z  is not a group under
multiplication modulom, sincenot all itselementshave multiplicativeinverses.

Definition 3. A group Gisfiniteif thenumber of elementsinitisfinite,i.e.,
if its order, denoted |G|, isfinite.

Definition 4. For n > 1, let ¢(n) denote the number of integersin therange
[1,n] which arerelatively prime (or co-prime) ton (i.e., aninteger aisco-prime
to nif gcd(a,n) = 1). The function ¢(n) is called the Euler phi function or the
Euler totient function. The Euler phi function satisfiesthefollowing properties:

(i) If pisprimethen ¢(p) = p-1.
(i) TheEuler phi functionismultiplicative. Inother words, if gcd(p,q)=1, then
¢(pa) = ¢(p) #(q).

(ili) If n = ple p2#2...pk* is the prime factorization of n, then ¢(n) can be
computed as:

¢(n):n[l_pi111_é}”[l‘ﬁ)
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Example 2. Let the set of integers modulo m which are co-prime to m be
denotedby Z* . Then, theset Z" under the operation of multiplication modulo
mformsagroup of order ¢(m) withidentity element 1. Inparticular, if misprime
then g(m)= [Z" | = m-1.

Definition 5. A group Giscyclicif thereisan element ae G such that for
each Be G, thereis an integer i such that B = o/. Such an element is called a
generator of G and we write G = <o>. The order of 8 € G, denoted ord(p),
isdefined to bethe least positive integer t such that B'=r, where ristheidentity
element in G.

Notice the difference between the order of an element ae G (ord(c)) and
the order of the group G (|G|).

Example 3. (i) The multiplicative group of integers modulo 11, Z*  , isa
cyclic group with generators 2, 22 = 8 mod 11, 27 = 7 mod 11, and 2° = 6 mod
11. Notice that the powers of two, which result in generators are co-prime to
theorder of Z* ,i.e., 10. Infact, it can be shown that given agenerator ae Z°
B = o/ mod misalso agenerator if and only if gcd(i, ¢(m)) = 1. (ii) Theadditive
group of integers modulo 6, Z, has generators 1 and 5.

Rings and Fields
Definition 6. A ring, (R,+,*), isaset Rtogether with two binary operations
on R, arbitrarily denoted + (addition) and * (multiplication), which satisfy the
following properties:
(i) (R+)isan abelian group with identity element denoted by O.
(i) The operation * is associative, that is, o (8*y) = (o B)*y, for adl o,8,7e R
(i) Thereisamultiplicativeidentity element denoted by 1, with 0= 1, suchthat
foral aeR, o*1 = 1*a = o
(iv) Theoperation* isdistributiveover the+ operation. Inother words, o* (3+7)
= (a*B)+(o*p) and (ot P)* o= (B* )+ (y* &) for Al o,B,y € R.
If the operation * isalso commutative, i.e., o* = B* o, thentheringissaid
to be commutative.

Example 4. (i) The set of integers Z with the usual addition and
multiplication operations is a commutative ring. Similarly, the set of rational
numbers Q, the set of reals R, and the complex numbers C are all examples of
commutativeringswiththeusual additionand multiplication operations. (ii) The
setZ_of integersmodul o mwith modul o maddition and multiplication operations
isacommutative ring.

Definition 7. A field F is a commutative ring in which every non-zero
element (i.e., all elementsexcept for the 0 el ement) have multiplicativeinverses.
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A subset Sof afield F which itself isafield with respect to the operationsin F
is called asubfield of F. Inthiscase F issaid to be an extension field of S.

Definition 7 impliesthat afield F isaset on which two binary operationsare
defined, called addition and multiplication, and which containstwo elements, 0
and 1, whichsatisfy 0= 1. Inparticular, (F,+,0) isan abelian group with additive
identity O and (F",*,1) isan abelian group under the multiplication operation with 1
as the multiplicative identity (F"is the set F without the element 0). The
operations of addition and multiplication are related to each other via the
distributivity law, i.e., o* (B+7) = (o B)+(a*y) and (B+7) * o= (B* o)+ (¥ @),
where the second property follows automatically from the fact that (F",*,1) is
an abelian group under multiplication.

Example 5. (i) The set of integers Z with the usual addition and
multiplication operationsisnot afield sincenot all itselementshave multiplica-
tiveinverses. Infact only 1 and —1 have multiplicativeinverses. (ii) The set of
rational numbers Q, the set of reals R, and the complex numbers C are all
examples of fields. (iii) The set Z_ of integers modulo m with the modulo m
addition and multiplication operationsis afield if and only if mis prime. For
example, Z,, Z,, Z,, etc., are all fields.

mtimes

Definition 8. The characteristic of afieldissaidtobeOif 7,171,174 ...41
isnever equal to O for any value of m>1. Otherwise, the characteristic of afield

is the least positive integer m such that >.1=0. [t can be shown that if the
k=1

characteristic mof afield isnot 0 then misaprime.

Definition 8 impliesthat Z,, Z,, Z, ..., Z where p is prime are fields of
characteristic p. Wenoticein particular that they arefieldswith afinite number
of elements and thus they have received the name of finite fields or Galois
fields after its discoverer Evariste Galois, French mathematician of the 18"
century. The number of elementsin the field is called the order of the field.
Finaly,itisworthmentioningthat Z , for p prime, arejust but afew of theexisting
finite fields. To provide constructions for other finite fields we introduce the
concept of polynomial rings.

Example 6. (i) If p is prime then we can find the inverse of any number
a modulo p via Fermat’s Little theorem which states that if gcd(a,p) = 1, (this
isalwaystrueif pisprimeand a<p) then a*! = 1 mod p and thereforeit follows
that a*2istheinverse of a modulo p. (ii) Theinverse of 3 modulo 7 (3* mod 7)
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can befound as 3°= 243 =5mod 7. A quick check verifies our assertion: 3*5
=15=1mod 7. (iii) A second way to find the inverse of an integer modulo p
is to use the extended Euclidean algorithm which guarantees that we can find
integers uand v such that a*v + p*u= d = gcd(a,p). It followsthat if gcd(a,p)
= 1, then we can find the inverse of amodulo pasa*v + p*u= 1= a*v=1
mod p = al=v mod p.

Polynomial Rings
Definition 9. If R is a commutative ring, then a polynomial in the
indeterminate x over Ris an expression of the form:

= n n-1 2
AX)=a x"+a X"+ .. +a X+ ax+ta

where each a € Randn >0. Asin classical algebra, the element a is called
the coefficient of X in A(x) and the largest nfor whicha_=0Oiscalled the degree
of A(x), denoted by deg(A(x)). Thecoefficienta iscalledtheleading coefficient
of A(X). If a = 1then A(x) is said to be amonic polynomial. If A(x) = a,then
the polynomial is a constant polynomial and has degree O whereasif A(x) = 0
(i.e., al coefficientsof A(x) areequal to0), then A(x) iscalled thezero polynomial
and for mathematical convenience is said to have degree -co.

Example7. Twopolynomials A(X)=Y ax' and B(x)=Y b X overRare
i=0 i=0

said to be equal if and only if a = b, for 0 <i <n. The sum of two polynomials
isrealized in the familiar way as:

AX)+B(x)= X (a +b X

Example 8. The product of two polynomials A(X)=YaXx and
i=0
B(x) = J_Zobjxj over Risdefined asfollows C(X) = kZCka =A(x)*B(X) where
= =0

G = Z a,b,
elzk and addition and multiplication of coefficientsisperformedinR.
0<j<m
Together with the operationsof addition and multiplication defined asaboveitis
easily seen that the set of polynomials over Rforms aring.
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Definition 10. Let R be commutative ring. Then the set of polynomials
over Rwith addition and multiplication of polynomialsdefined asin Example6is
called a polynomial ring and we denoted by R[X]. Notice the difference in
notation between the set of all polynomialsover R, together with the operations
of additionand multiplication of polynomials, denoted by R[ X] (square brackets)
and one element of R[X], say A(X), which we denote also with capital letters but
round parenthesis. In the remainder of this work we will only consider
polynomial rings F[X] defined over F, where F isafield.

Elements of F[x] share many properties with the integers. Thus, it is
possible to talk about divisibility of a polynomial by other polynomial. In
particular, apolynomial B(x) € F[X] issaid to divide another polynomial B(x) €
F[x] if thereexistsapolynomial C(x) € F[X] suchthat A(X) = B(x) * C(X). Thus,
we say that B(X) isadivisor of A(X) or that A(x) isamultiple of B(x), or that A(X)
isdivisible by B(x). Theidea of divisibility leads to a division algorithm for
polynomials. In fact, we can prove that for any B(x) # 0 in F[x], and for any
A(X)e F[X], we can find polynomials Q(x) and R(x) such that A(x) = Q(x) * B(X)
+ R(X) where deg(R(X)) < deg(B(x)) and Q(X) and R(X) are unique.

Definition 11. A polynomial P(x) € F[X] is said to be irreducible over F
if P(X) has positive degree and writing P(x) = B(X)* C(x) impliesthat either B(x)
or C(x) is aconstant polynomial. Otherwise P(x) is said to be reducible.

Much in the same way aswith theintegers, we say that if A(x),B(X) € F[X],
then A(X) issaid to be congruent to B(x) modulo T(x) if T(x) divides A(x) —B(X),
written T(X)|(A(X)-B(x)). Thecongruency relationisdenoted as A(X) =B(x) mod
T(x). For afixed polynomial T(x), the equivalence class of a polynomial
A(X)e F[X] istheset of all polynomialsin F[x] congruent to A(x) modulo T(X).
It can be shown that the relation of congruency modulo T(x) partitions F[ x] into
equivalence classes. In particular, we can find aunique representative for each
equivalence class as follows. From the division algorithm for polynomials we
know that given any two polynomials A(X) and T(x) we can find unique
polynomials Q(x) and R(x) where deg(R(x)) < deg(T(x)). Hence, every polyno-
mial A(x) is congruent modulo T(x) to a unique polynomial R(x) of degree less
than T(x). Thus, we choose the unique polynomial R(x) to be the unique
representativefor equival ence class of polynomialscontaining A(x). Wedenote
by F[X]/(T(x)) the set of equivalence classes of polynomialsin F[x] of degree
lessthan m= deg(T(x)). Itturnsout that F[Xx]/(T(x)) isacommutative ring and
if T(X) isirreducible over F, then F[x]/(T(x)) isafield.

Definition 12. An element o € F, is said to be aroot (or zero) of the
polynomial P(x) € F[X] if P(a) = 0.
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Construction of Finite Fields GF(p™)

In previous sections, we saw thatZ for p prime, was an example of afinite
field (also called Galois field GF(p)) with p elements where addition and
multiplication werethe standard addition and multiplication modul o p operations
and inversion could be achieved via Fermat’s Little theorem or using the
extended Euclidean algorithm for integers. In this section, we construct the
remainingfinitefields.

Definition 13. Let m be a positive integer and P(X) be an irreducible
polynomial of degree mover GF(p). Moreover, let o be aroot of P(X), i.e., P(c) = 0
Then, the Galoisfield of order p™and characteristic p, denoted GF(p™), isthe set
of polynomials a_, o™+ a_, o™+ ...+ a, o’ + a a+ a, with aeGF(p)
together with addition and multiplication defined asfollows. Let A(«),B() €

m-1 ) m-1 )
GF(pm), with A(a)=§)aa' and B(a)=§)b.oc' and a,b. € GF(p) then:

i)  Clay A(a)+B(a)=§(a +b )’ € GF(p™)

(ii) Cla)y Ala)x* B(Of)=§:0i06i € GF(p™) as follows: Define C(« ) to be
theresult of multiplying A(c) by B( o) viastandard polynomial multiplicationas
described in Example 8. Thus, C(« ) isapolynomial of degree2m-1. Then, we
define C() to beC( ) modulo P(x), i.e., C(e) = C(a) mod P(x). Notice that
C(o) can be found since the division algorithm guarantees that we can write
C(a) as C(a )= P(a)Q(er )+ C(er ) Wheredeg(C(e)) <m. Since o satisfies P() =
0, we have that C(«r ) = C(c)e GF(p™).

Example 9. Let p= 2 and P(x) = x*+x+1. Then, P(x) isirreducible over
GF(2). Let a be aroot of P(x), i.e., P() = 0, then the Galois field GF(2%) is
defined by:

GF(2%) = {a, &® + a,0*+aa+a, | a € GF(2)}

together with addition and multiplication asdefinedin Definition 13. TheGalois
field GF(2%) is of characteristic 2 and has order 2* = 16, in other words, it has
16 elements.

To add of+1 and o+ o>+ 1 we simply perform polynomial addition and
reduce the coefficients of the resulting polynomial modulo 2. Thus, (o®+ 1)+
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Table 2: Representation of elements of GF(2%)

Asad4-tuple Asapolynomial | Asapower of o
0000 0 0
0001 1 =1
0010 o o
0011 o+l o
0100 o of
0101 oA+1 o’
0110 oA+ o o’
0111 oA+ot+l o®
1000 o o’
1001 ot+1 o
1010 o o’
1011 oo+l of
1100 o+ o’
1101 ac+of+l o
1110 o+ P+ a ot
1111 o+ oP+a+l o?

(oB+a?+1) = o2 Similarly, (e2+1) multiplied by (o*+o?+1) is obtained as

(oB+1)*(of+ 02+1) = of+od+ o+ o+ o+ 1= o+ o+ o+ 1 mod P(o).
Notice that GF(2%)" in other words GF(2%) minus the zero element, is a

cyclic group of order 15 generated by ¢, thus we can write GF(24)" = <o>.
We end this section with some basic facts about finite fields.

(i) (Existence and uniqueness of finite fields) If F is a finite field then F
contains p™elementsfor some prime p and positiveinteger m>1. For every
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(ii)

(iif)

(iv)

(V)

prime power p™, there is aunique, up to isomorphism, finitefield of order
p™. Thefinitefieldisdenoted as GF(p™). Informally speaking, two finite
fields are isomorphic if they are structurally the same, although the
representation of their field elements may be different.

If GF(q) isafinitefield of order g=p™, p a prime, then the characteristic
of GF(q) isp. Inaddition, GF(q) contains a copy of GF(p) as a subfield.
Hence GF(q) can be viewed as an extension of GF(p) of degree m.

Let GF(q) afinitefield of order g = p™, then every subfield of GF(q) has
order p"for somepositivedivisor nof m. Conversely, if nisapositivedivisor
of m, then there is exactly one subfield of GF(q) of order p". An element

Ae GF(q) isin the subfield GF(p") if and only if A” = A. The non-zero
elementsof GF(q) formagroup under multiplication called themultiplica-
tive group of GF(q), denoted GF(q)". In fact GF(q)" isacyclic group of
order g-1. Thus, A’= Afor all Ae GF(q). A generator of GF(q)” iscalled
a primitive element of GF(Qq).

Let AeGF(q), with g=p™, then the multiplicative inverse of A can be
computed as A= A+2, Alternatively, one can use the extended Euclidean
algorithm for polynomials to find polynomials S(«) and T(«) such that
S)Al(a) + T(x)P(er) = 1, where P(x) is an irreducible polynomial of
degree m over GF(p). Then, A'= ).

If A.Be GF(q) isafinitefieldof characteristic p, then (a+ B)” = A" + B* for
alt>0.

CRYPTOGRAPHY AND ITS
IMPLEMENTATION

Cryptography involvesthe study of mathematical techniquesthat allow the

practitioner to achieve or providethefollowing objectivesor services (Menezes
etal., 1997):

Confidentiality is a service used to keep the content of information
accessible to only those authorized to have it. This service includes both
protection of all user datatransmitted between two points over aperiod of
time as well as protection of traffic flow from analysis.

Integrity is a service that requires that computer system assets and
transmitted information be capable of modification only by authorized
users. Modificationincludeswriting, changing, changing the status, del et-
ing, creating, and the delaying or replaying of transmitted messages. Itis
important to point out that integrity relatesto active attacks and, therefore,
it isconcerned with detection rather than prevention. Moreover, integrity
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can be provided with or without recovery, the first option being the more
attractive alternative.

e Authentication is aservice that is concerned with assuring that the origin
of amessageis correctly identified. That is, information delivered over a
channel should beauthenticated astotheorigin, date of origin, datacontent,
time sent, etc. For these reasons this serviceis subdivided into two major
classes: entity authentication and dataoriginauthentication. Noticethat the
second class of authentication implicitly providesdataintegrity.

. Non-repudiation isaservicethat prevents both the sender and the receiver
of atransmission from denying previous commitments or actions.

These security services are provided by using cryptographic algorithms.
There are two major classes of algorithms in cryptography: Private-key or
symmetric-key algorithmsand Public-key algorithms. Thenext two sectionswill
describe them in detail .

Symmetric-Key Algorithms

Private-key or symmetric-key algorithms are algorithms in which the
encryption and decryption key is the same, or where the decryption key can
easily be calculated from the encryption key and viceversa. The main function
of thesealgorithms, which areal so called secret-key algorithms, isencryption of
data, often at high speeds. Private-key algorithms require the sender and the
receiver to agree on the key prior to the communication taking place. The
security of private-key algorithmsrestson thekey; divulging the key meansthat
anyone can encrypt and decrypt messages. Therefore, as long as the commu-
nication needs to remain secret, the key must remain secret.

There are two types of symmetric-key algorithms that are commonly
distinguished: block ciphersand stream ciphers (Schneier, 1996). Block ciphers
are encryption schemes in which the message is broken into strings (called
blocks) of fixed length and encrypted one block at atime. Examplesincludethe
Data Encryption Standard (DES) (NIST FIPS PUB 46-3, 1999), the Interna-
tional Encryption Standard (IDEA) (Lai etal., 1991; Massey & Lai, 1992), and
the Advanced Encryption Standard (AES) (NIST FIPS PUB 197, 2001). Note
that, due to its short block size and key length, DES expired asa U.S. standard
in 1998, and that the National Institute of Standards (NIST) selected Rijndael
algorithm asthe AESin October 2000. AES has ablock size of 128 bitsand the
ability to support 128-, 192- and 256-bit long keys. Stream ciphersoperateon a
singlebit of plaintext at atime. In somesense, they areblock ciphershaving block
length equal to one. They are useful because the encryption transformation can
change for each symbol of the message being encrypted. In particular, they are
useful in situations where transmission errors are highly probable because they
do not have error propagation. Inaddition, they can be used when the data must
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be processed one symbol at a time because of lack of equipment memory or
limited buffering. Inthischapter, weareonly concerned with block ciphers, thus,
stream ciphers are treated no longer.

It isimportant to point out that the trend in modern symmetric-key cipher
design has been to optimize the algorithms for both efficient software and
hardwareimplementation, in contrast to DESwhichwasdesigned with hardware
implementationsin mind. These design criteria are evident if one looks at the
performance of the AES on different platforms. The internal AES operations
can be broken down into 8-bit operations, which is important because many
cryptographic applicationsrun on smart cards, which are traditionally based on
8-bit CPUs. Furthermore, one can combine certain steps to get a suitable
performancein the case of 32-bit platforms. At the sametime, AES implemen-
tations can easily achieve speeds in the Gbits/sec range when implemented on
hardware platforms such as ASICs or FPGAs. Finally, notice that one of the
major issueswith symmetric-key systemsisthe need to find an efficient method
to agree on and exchange the secret keys securely (Menezeset al., 1997). This
isknown as the key distribution problem. Diffie & Hellman (1976) proposed a
new concept that would revolutionize cryptography asit wasknown at thetime.
This new concept was called public-key cryptography.

Public-Key Algorithms

Public-key (PK) cryptography is based on the idea of separating the key
used to encrypt a message from the one used to decrypt it. Anyone that wants
to send a message to party A can encrypt that message using A’ s public key but
only A can decrypt the message using his/her private key. Inimplementing a
public-key cryptosystem, it is understood that A’s private key should be kept
secret at all times. Furthermore, eventhough A’ spublickey ispublicly available
to everyone, including A’ sadversaries, it isimpossiblefor anyone, except A, to
derive the private key (or at least to do so in any reasonable amount of time).

Ingeneral, onecandividepractical public-key algorithmsintothreefamilies:

e Algorithms based on the integer factorization problem: given a positive
integer n, find its prime factorization. RSA (Rivest et al., 1978), the most
widely used public-key encryption algorithm, is based on the difficulty of
solving thisproblem.

e Algorithms based on the discrete logarithm problem in finite fields:
given o, e GF(q), find x suchthat f= o. The Diffie-Hellman key exchange
protocol isbased onthisproblem aswell asmany other protocols, including
the Digital Signature Algorithm (DSA).

e Algorithms based on the discrete logarithm in the group of points of an
elliptic curve: given two points P and Q on an elliptic curve E, find an
integer k suchthat Q=kP. Elliptic curvecryptosystems(ECC) arethe most
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recent family of practical public-key algorithms, but are rapidly gaining
acceptance. Notice that they have become part of standards such as the
ANSI X9.62-1998, the FIPS 186-2 Digital Signature Standard, which
includes ECDSA, and the |EEE P1363 Standard for Public-Key Cryptog-
raphy. Duetotheir reduced processing needs, elliptic curvesareespecially
attractive for embedded applications.

Despite the differences between these mathematical problems, all three
algorithm familieshave something incommon: they all perform complex opera-
tionsonvery largenumbers, typically 1024-2048 bitsinlength for systemsbased
ontheinteger factorization problem, i.e., RSA, and discretelogarithm problem
infinitefieldsor 160-256 bitsin length for elliptic curve based systems. Notice
that the most common operation performed in public-key schemes is modular
exponentiation, i.e., theoperation o*mod n, or point multiplicationinthe case of
elliptic curves, i.e., computing kP by adding P toitself ktimes. Performing such
an exponentiation (or point multiplication) with 1024-bit long operands (or 160-
bit operands) is extremely computationally intensive and thus, it requires a
careful selection of methods that take advantage of the characteristics of the
underlying cryptographic scheme.

Public-key cryptosystems solve in avery elegant way the key distribution
problem of symmetric-key schemes. However, PK systems have a major
disadvantage when compared to private-key schemes. As stated above, public-
key algorithmsarevery arithmeticintensive and,if not properly implemented or
if the underlying processor has a poor integer arithmetic performance, this can
lead to poor system performance. Even when properly implemented, all PK
schemes proposed to date are several orders of magnitude slower than the best-
known private-key schemes. Hence, in practice, cryptographic systems are a
mixture of symmetric-key and public-key cryptosystems. Usually, apublic-key
algorithm is chosen for key establishment and authentication through digital
signatures, and then a symmetric-key algorithm is chosen to encrypt communi-
cations and data transfers, achieving in this way high throughput rates.

BLOCK CIPHER IMPLEMENTATION

In this section we illustrate the basic structure of symmetric block cipher
algorithms. A symmetric block cipher can beviewed asafunctionwithtwotypes
of inputs, the data blocksto be encrypted and the secret key, and one output, the
encrypted data blocks. All block ciphers have as an input plaintext and as an
output ciphertext (encrypted text) of the same size in bits. The adjective
symmetric indicates that the same (secret) key is used both for encryption and
decryption. Standardized block ciphers, suchasDESand AES, arewidely used
sincethey guarantee an appropriate security level for particul ar applications. At
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the same time, in most cases there is ho known practical attack that can be
performed with complexity better than that of an exhaustive search. In addition,
they can be easily implemented in both software and hardware, and they admit
different implementation choices; for instance, different algorithmic versions
allowing a cost/performance trade-off (code size versus time latency in soft-
ware, silicon area versus time latency/throughput in hardware).

Symmetric ciphers can be modeled according to alayered structure. At the
bottom of the model are the operations directly performed on the data elements
(bits, bytes or words): these include Galois Field operations, such as addition,
multiplication, andinversion of field elementsaswell ashit permutations. The set
of operationsused by the encryption algorithmisorganized in amacro-function
called the round transformation, or simply the round, which depends on the
specific cryptographic algorithm and, hence, it will be explained later for the
cases of DESand AESin detail. Theround transformation isthe building block
used to implement the two basic services necessary in the cryptosystem,
encryption and decryption of data, and one additional internal service, usually
called key schedule, which is dedicated to processing the secret key. A block
cipher encryptsdatain blocks of fixed size. Thus, in order to process messages
that exceed the block length, so-called modes of operation are introduced.
Generally the size of the input/output data block is 64 or 128 bits. Some
algorithms use or admit larger data blocks, but most modern block ciphers (for
example all AES candidates) have ablock length of 128 bits. Theblock sizeis
mainly driven by security requirements but also complexity of implementation
and performance. For example, in asoftware implementation, datablocksto be
processed larger than 128 bitswould requiretheall ocation of too many processor
registers.

The number of rounds in ablock cipher varies greatly and depends on the
cipher’s design criteria and on what the designers considered an appropriate
security level. For example, DES has 16 rounds, the AES accepts 10, 12, and
14 rounds depending on the key size, and Serpent had 32 encryption rounds.
From the number of rounds, it is possible to obtain a range of values for the
throughput of the system. For example, in hardware implementations, if a
dedicated functional unit ableto executearoundin oneclock cycleisavailable
and thedesigner hasenough arearesources, itispossibletoinstantiateall rounds
of the cipher by means of as many functional unitsasnecessary and pipelinethe
system, thus achieving throughputs in the order of gigabits per second. Inthe
case of software implementations on general purpose CPUs, most encryption
algorithmsprocesstheinput datablock in hundredsor thousandsof clock cycles,
thus reaching only throughputs in the order of megabits bits per second.

All symmetric block cipher algorithms share acommon structure as shown
in Figure 2. They are not implemented as a single function mapping the input
data block to the output; rather, they consist of amacro-function that isapplied
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Figure 1. Generic symmetric cipher algorithm as a layered model
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iteratively to the input data. As mentioned previously, this macro-function is
called theround transformation. Thus, the structure of ablock cipher algorithm
can be viewed as a for loop: at the beginning the input of the algorithm is the
plaintext, which is subsequently processed by the loop body, i.e., the round.
The number of rounds applied to transform (encrypt or decrypt) the input data
block is fixed and it is a constant of the algorithm (actually most modern
algorithmsadmit two or maorechoices, which arechosen according tothedesired
security level). Itisimportant to point out that the internal operationsthat make
up the round should exhibit certain characteristics. In particular, at |east one of
the internal transformations should be dependent on the secret key and at |east
one of the internal transformations should be highly non-linear. We refer to
Schneier (1996) for moredetailsregarding thedesign of block cipher algorithms.

In order to increase the security level of the algorithm, the secret key isnot
used asitisinevery round; rather, itistransformed. The processing of the secret
key is called key schedule or key expansion. The data blocks extracted or
derived from the secret key and then used by the rounds are called round keys
or sub-keys.

One of the most common structures used in the design of block cipher
algorithms is the Feistel network. The architecture of a Feistel network is
depicted in Figure 3. Theinput block isdivided into two halves, called left and
right half or part. A round processes theright part of the input block through a
non-linear function involving the round key, and the output of the non-linear
functionisthenaddedtotheleft part. Theresult of theaddition becomestheright

Figure 3: The structure of a round organized as a Feistel network
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part of the next round, whiletheleft part of the next round istheright part of the
previous round, which was left unprocessed.

A relevant property of thiscipher designisthat thef-function should benon-
invertible, eventhoughtherounditself isinvertible duetoitsinner structure. In
fact, itispossibleto calculateL, and R startingfromL  and R, provided that
the round key is available.

Some important block ciphers designed as Feistel networks are: DES,
MISTY/Kasumy, (proposed in 3GPP), FEAL, GOST (the USSR DES), and
Blowfish. TheFeistel network isnot theonly possiblearchitecturefor designing
asymmetric block cipher algorithm. For example, the Substitution Permutation
Network (SPN) is another structure commonly used in modern block cipher
design. The Advanced Encryption Standard (AES), which will be presented
later, is precisely an SPN cipher algorithm. Usually SPN are based on the
iterative application of around primitiveaswell. Similarly to Feistel network-
based ciphers, the secret key isnot directly used, rather akey schedulealgorithm
is performed to derive the round keys, which are used directly in the encryption
and decryption processes.

The general structure of ablock cipher algorithm istherefore organized as
arepetition of a single macro-function, the round, thus allowing for different
implementation options. For instance, one can implement the round structure
once and reuseit. Thisimplementation strategy yields abenefit in terms of cost
reduction. Toreach ahigh performancein hardware, it is possibleto instantiate
all the rounds requested by the algorithm and pipeline them, thus reaching an
extremely highthroughput, asitisrequiredin modern high-end network servers,
capable of supporting thousands of simultaneous encrypted network channels.
Thisstrategy is performed at the additional cost of extracircuit area. So far we
have seen basic design principles used to build block ciphers. In the next
paragraph, wewill ook at how to processdatawhosesizeislarger thantheinput
block of the algorithm.

The simplest way to use a block cipher algorithm consists in dividing the
plaintext bit sequence into blocks, each block of the same size asthe size of the
algorithm’ sinput datablock and then encrypt the obtained bl ocksin succession.
Thismode of operation isthe simplest oneand it isreferred to asthe Electronic
CodeBook (ECB). ECB isquitesimplebut it may exposetheencryption process
to someweaknesses. If forinstancetherearetwoidentical plaintext blocks, then
they are mapped to identical cipher text blocks if the same key isused. This
observation can be used to mount an attack which can possibly recover the
encryption key.

In order to avoid such attacks, other modes of operation have been
introduced. Among the most commonly used ones, we find the Cipher Block
Chaining (CBC) mode. Inthiscasethe plaintext isnot encrypted asitis, rather
the output of the previous encryption operation is bit-wise XORed with the
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Figure 4: ECB mode of operation

current plaintext block. Such a procedure yields arandomization of the blocks
being encrypted. For the first block an initial vector (1V) is used, which is a
random data block; clearly, it is necessary to exchange the IV between the two
parties before starting the whole encryption process.

Noticethat if the size of the plaintext is not amultiple of the block size, the
plaintext is padded. The simplest way isto append as many bits as required to
reach the closest bit size multiple of the block size. Other padding techniques
exist as well, see Chapter 9 in Menezes et al. (1997).

Another mode of operation of interest in applicationsrequiring fast encryp-
tion rates and high security isthe“ counter mode.” Asin CBC, an Initial Vector
(IV) isnecessary. ThelV isencrypted directly and added to the first block of
plaintext. ThelV isthenincremented by one (theinitialization vector issimply
acounter, thusthe name counter mode), encrypted again and added to the second
block of plaintext, and soonfor all plaintext blocks (fromtimetotimethelV can
be reinitialized). The counter mode method has been recently included in the
IPSec specification. It is particularly interesting because it makes possible to
prepare astream of “encrypted noise” to be added in advanceto the plaintext for
improving security. A second interesting feature of the counter modeisthat the
decryption process does not require the presence of adedicated decryption unit
(or of a decryption procedure in the case of a software implementation): to
decrypt the encrypted text it sufficesto know the IV, encrypt it and subtract it
from the encrypted text (which again is a bit-wise XOR operation), thus
recoveringtheoriginal plaintext. Thisproperty isparticularly interesting for low
cost CPUs, where decryption may happen to be slower in comparison with
encryption.

The new encryption standard AES includes several other modes of opera-
tion. For more details we refer to NIST (2001c). Some of these modes of
operationareparticularly interesting sincethey combinethe possibility to encrypt
the plaintext and to compute aM essage A uthentication Code(MAC). TheMAC
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Figure 5: CBC mode of operation
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isasmall additional group of bits, typically of about the same size as one data
block, which allows checking theintegrity of the plaintext.

Data Encryption Standard (DEYS)

The DataEncryption Standard algorithm wasdevel oped at IBM. However,
the documents that describe the design of DES are still classified. There have
been alot of rumorsreported regarding the history and motivations of the design
of DES, especially with respect to the structure of the S-BOXes. It hasbeen said
that the National Security Agency (NSA) altered the original IBM S-BOX,
hidinginitatrapdoor. Noticethatitiswell knownthat NSA alteredthe S-BOXes
originally submitted by IBM, what isnot knownisthereason for changing them.
It was also said that the S-BOX was altered by NSA as a preventive counter-
measurein caselBM had hiddentheir owntrapdoorsinit. Nevertheless, all such
claims remain unsubstantiated to thisday. In addition, the 56-bit long key size
from the beginning caused a lot of controversy as it was considered as a
compromise, large enough to stop ordinary attacks, but small enough to allow
NSA to successfully carry out a brute force attack, even by means of the still
limited computing power that was available in the 1970s.

The DES standard has been, and viathe triple-DES extension will remain
for sometime, themost widely used symmetric block cipher algorithminthelast
twenty years. It is still nowadays the algorithm supporting most of the
cryptographic computingloadall over theworld. Themost famousprotocol using
DES is the Secure Socket Layer (SSL). The SSL protocol is used to secure
connections over the Internet, and it is supported by every web browser.
Moreover, DES is one of the mandatory algorithms in the I Psec protocol, the
secure version of the popular IP protocol, which is one of the two basic
components of the TCP/IP protocol suite (the other component is TCP).
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Figure 6: DES core function
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DESwasdesigned asatypical Feistel network. The algorithm maps 64 bits
of plaintext to 64 bits of encrypted text. The input data block isfirst processed
by an initial permutation, which simply changes the position of the input bits
without any computation. Thenthebasic roundisapplied sixteentimestothedata
block. At the end of the last round the data block is processed by a final
permutation that is exactly theinverse of theinitial permutation. The secret key
of DES is ablock of 64 bits, but 8 of these bits are parity bits, introduced to
guarantee error resilience. This effectively reduces the key size to 56 bits.

Figure 6 depicts the f-function of DES. It is composed of an initial
expansion function, mapping 32 bitsto 48 bits. Thereisno actual computation
in thistransformation: all the bits are permuted and some are duplicated. The
second transformation isthe key addition: the current round key (depending on
the round number) is XORed to the expanded data. Thethird transformationis
asubstitution: 8 S-boxesareused. Each S-box transforms 6 bitsinto 4 bits, thus
reducing theexpanded datablock from 48 bitsback to 32 bits. Theeight S-boxes
are specified in the DES standard presenting them as Look-up Tables. The
fourth and last transformation is a 32-bit permutation.
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Figure 7: DES key schedule
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Asit was said in every DES round, a different round key is required. The
round keys are derived from the 64-bit secret key. The process goes on
iteratively, deriving the next round key fromthe previousone. Initially, theeight
parity bits of the secret key are discarded; the remaining 56 bits are first
permuted and then divided into two 28-bit long words. These two words are
usually referred to as C (most significant bits) and D (least significant bits). In
every round the C and D words arerotated to theleft by two bit positions, except
inrounds 1, 2, 9 and 16, wherethetwo words are rotated (to theleft) by asingle
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bit position. Such shifting scheme ensuresthat, after the sixteenth round of key
schedule, the round key is exactly the same as it was at the beginning.

From the two words C and D, 48 bits are extracted at each round; these are
the bits corresponding to the current round key. The choice of the bits to be
extracted, whichisperformed by the block labeled PC-2in Figure7, isthesame
for the sixteen round keys. Since DES has the structure of a Feistel network,
to perform decryption one applies the same round asfor encryption, except that
the sequence of round keys, which are the same as for encryption, are used in
reverse order.

Triple DES

Itispossibletoreusethebasic DESstructureto obtain astronger encryption
scheme. A simpleschemeistheso-calledtriple DES. Theplaintext bit sequence
isfirstencrypted using DESwith secretkey K, thenitisdecrypted withasecond
secretkey K,, andfinally, itisencrypted againwith athird secretkey K,. A naive
analysis would indicate that the complete secret key of triple DES is a
composition of three 56-bit long secret keys, for atotal of 168 bits. However,
triple DES is susceptible to the well known “man-in-the-middle” attack which
can break any triple encryption algorithm with “only” 22" trials and 2" blocks of
storage asif only two simple DES keyswere used (here n refersto the key size
of thesimple algorithm, in thiscase single DES), thusthe actual key sizeis112-
bitlong. Notethatif K =K, =K, theoutputisthesameasif the plaintext had been
encrypted with single DES. This feature is relevant for ensuring backward
compatibility with single DES. To save memory when storing the complete
secretkey, itispossibleto useK,=K,. Thismethod, however, islesssecurethan
triple-DES using three different keys. We refer to Schneier (1996) for details.

DES Implementation

Hardware implementations of the Data Encryption Standard are quite
straightforward. If we analyze the DES round in Figure 6, we see four basic
transformations. First, an expansion of 32 bits is performed. Expansion in
practice is apermutation: thereisno actual computation and only wires and the
duplication of certain bits are necessary. After the expansion, theround key is
added. Therequired circuitisvery simplesincethedatablock and theround key
are added modulo 2, which only requires XOR gates. The next transformation
isthe substitution via S-BOXes. The design criteriaused for the eight S-boxes
isnot known, hencethe S-boxes are usually implemented as |ook-up tables, via
combinatorial circuits or using memory blocks. The round ends with a bit
permutation; this transformation isimplemented viawire-crossing as well.

One of the most commonly used design approaches to implement DES
consistsininstantiating asingleround unit and feeding the output of theround unit
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back to theinput by means of two 32-bit registers: asequential architecture. One
way to reduce the critical path of the round function and, thus, speed up the
implementation, is pipelining. However, pipelining is not always a viable and
successful techniquefor speeding up an encryption algorithm. In particular, for
certain modesof operation with datadependenciesbetween consecutiveplaintext
blocksit is necessary to wait for the end of the encryption process of the first
block before starting to encrypt the next one. This means that a pipeline
implementation can only work with data blocks coming from different streams,
possibly with different secret keys.

Asitwasillustrated in the description of the DES algorithm, the samelogic
used for encryption is reused for decryption; the only difference isin the key
schedule. Since the round transformation is the same for encryption and
decryption, only the key schedule is implemented both for encryption and
decryption, and the secret key is properly processed depending on the type of
operation. For instance, SandiaNational Laboratories (see Wilcox et al., 1999)
developed an ASIC DES chip, using a 0.6 um technology, running at a clock
frequency of 105 MHz and reaching a throughput of 6.7 Gbits/s. In this
implementation all sixteen rounds of DES were instantiated and pipelined for a
total of 16 pipelinestages. Trimberger et al. (2000) presented asimilar but more
parallel approach. Intheir architectureeachindividual roundwaspipelined. The
implementati on wasmapped onto an FPGA and thesingleround wasdividedinto
three stages, in such a way that 48 clock cycles are necessary to encrypt a 64-
bit block. Thisimplementation hasathroughput of 12 Gbits/s. A new implemen-
tation optimized for Virtex FPGAs was recently proposed by Rouvroy et al.
(2003). Duetotheparticular architectureof thelogicblock (CLB) inthisFPGA,
the DES round has been restructured to optimize its mapping and to allow
pipelining of the round in three stages. With a clock frequency of 333MHz, this
implementation has a throughput of 21 Ghits/s.

Advanced Encryption Standard (AES)

Thanks to the steady increase in available computational power, it has
become possible to perform exhaustive key search attacks in a reasonable
amount of time by means of conventional computing equipment such as PCsor
of low-cost and quickly programmable logic components such as FPGAs. A
simple way to increase the security level of acryptosystemisby increasing the
length of the secret key, as it was seen with triple DES.

But this approach has an obvious drawback and bound in terms of the
computational power and memory space required for processing and storing the
secret key. Moreover, it is not always possible to deliberately enlarge the key
size. Forinstance, the 168-bit triple-DES has asecurity lower bound of 112 bits
for the length of the secret key, as discussed previously. Thus in 1997, the
National Institute of Standard and Technology (NIST) decided to begin the
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process of selecting anew block cipher algorithm for unclassified government
documents with the explicit aim of replacing DES.

The selection processwasvery innovative compared to that adopted for the
selection of DES many yearsbefore. The compl ete selection processwas public
and well documented. The procedure and terms for submitting an algorithm
werequitesimple. Each candidate algorithmwasrequired (minimally) tobeable
to: encrypt aninput block of 128 bitsto an output block of 128 bits; and admit three
different key sizes, i.e., 128 bits, 192 bits and 256 bits. Moreover, the security
level of the algorithm was required to be comparable with that of the other
submitted candidate algorithms. Another requirement was that the algorithm
should be efficiently implementablein both software and hardware platforms. 1f
selected, the algorithm was also required to be royalty free. A first call for
algorithms was opened in January 1997; 15 candidate algorithms satisfied the
initial submissionrequirements. In August 1999, fiveout of thefifteen candidate
algorithms were selected asfinalists. They were: MARS from IBM; RC6 from
RSA; Rijndael, developed by Rijmen and Daemen from Belgium; Serpent by
Biham et al.; and Twofish by Schneier et al. Three scientific conferences took
place during the selection process receiving the names of AES1, AES2, and
AES3 and held in 1998, 1999, and 2000, respectively. These conferenceswere
similar totypical scientific conferences, but with theadditional option (and actual
invitation) to submit papersregarding the security level of aparticular candidate
algorithm(s) or its performance and implementation options when targeting
different software and hardware platforms.

Thechoiceof thewinner algorithmwas particularly hard, asall fivefinalist
algorithms are today still considered good cryptographic algorithms and no
practical attacks have been found against any of them. One particular
characteristic that made Rijndael the winner algorithmislikely to have beenits
suitability for efficientimplementationin constrai ned environments, such as8-bit
smart-cardsand, more generally, in embedded systems. Itisworth noticing that
the scientific community al so appreciated the sel ection of aEuropean algorithm:
many peoplein fact were convinced that aU.S. federal agency would not select
aforeign algorithm for encryption purposes.

As a consequence of the public selection process, it is now possible to
access all the design details of the winner algorithm. For readersinterested in
thedetailsof the Rijndael design, theinventorsDaemen & Rijmen havereported
their work in Daemen & Rijmen (2001). The original proposed Rijndael
algorithm allows the use of any combination of block and key sizes out of the
following three cases: 128, 192, and 256 bits. The standard choice, which we
refer to simply as AES, restrictsto 128 bits the choice for input data block size,
whilethe secret key can be chosen from 128, 192 or 256 bits. Nevertheless, the
combination of 128 bits both for the data block and the secret key is the most
frequently configuration used and most research work focuses on this parameter
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combination only. In the remainder of this section, we shall make reference
mainly to the 128-128 option.

Likeall other block cipher algorithms, AESisalso acompaosition of abasic
round, which processes the input data block to encrypt, and of a key schedule,
which processes the secret key to calculate the round keys. The encryption
algorithm startswithaninitial round, which simply addsthefirst round key tothe
input data block. Then, the round transformation is repeated 10,12, or 14 times
depending on whether the key is 128-bit, 192-bit, or 256-bit long, respectively.
The basic round of the AES, shown in Figure 8, is composed of four internal
transformations: SubBytes, ShiftRows, MixColumns, and AddRoundKey. The
last round is different from the previousrounds, sinceit lacks the MixColumns
transformation.

To easily describe the algorithm it is useful to model the data block asif it
was arranged as a 2D array, which has received the name of “state matrix” or
simply “state.” Each entry in the state matrix corresponds to a byte, the state
matrix being squared with four rows and four columns. Asit will be clear soon,
the byte is the atomic information element for the AES cipher algorithm; this
feature is intentional and it was adopted by the Rijndael designers to allow
efficient implementations on 8-bit CPUs as well as 16-, 32- and 64-bit CPUs.

Figure 8: The internal structure of an AES round
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The first internal transformation of the round is called SubBytes. Asthe
nameitself suggests, inthistransformation theval ue of each byteconstituting an
entry of the state matrix is substituted. The substitution operation, asit usually
happensin most block cipher algorithms, isnon-linear. The substitutionlaw isa
mathematical functioninafinitefield (or GaloisField). The SubBytestransfor-
mation consists of two stagesand it considersthebyteasan element of the Galois
field GF(28). Firstthemultiplicativeinverseof thebyteelementiscomputed, with
the additional constraint that if the initial byte is O then it is mapped to the 0
element as well. After performing the inversion, an affine transformation is
applied to each bit of the byte. The following equation represents the affine
transformation:

b'i = bi + b(i+4)mod 8 + b(i+5)mod 8 + b(i+6)mod 8 + b(i+7)mod 8 + Ci
where b, indicatesthei-th bit of the byte before the affine transformation, while
b’ indicates the same bit after the affine transformation, c is a constant with a
hexadecimal value of 0x63. The two stages of the transformation can be
combined together and implemented as a |look-up table of 256 bytes. When
implemented as alook-up table, the SubBytes transformation is often called S-
BOX. Figure 9 depicts the classical table look-up for the AES.

The second internal transformation to be applied is called ShiftRows. It
executes afixed rotation of the four rows of the state matrix. Thefirst (top) row
isnot touched; the second row isrotated by onebyte positionto theleft; thethird
row is rotated by two byte positions to the left; and the fourth (bottom) row is
rotated by three byte positionsto theleft. Figure 10 summarizesin agraphical
form the ShiftRows transformation, putting into evidence how the leftmost
column is diffused through the state matrix.

The so-called MixColumns internal transformation isthe third one, and it
executes a vector-matrix multiplication of the columns of the state matrix,
conceived as four vectors of four elements each, times a 4-by-4 square matrix
having fixed coefficient entries interpreted as elements of GF(28). Since the
bytesare still considered elements of thefinitefield GF(28), the multiplications

Figure 9: SubBytes transformation, implemented as a S-BOX
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Figure 10: ShiftRows transformation and its diffusion effect
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are performed in this finite field. The transformation is called MixColumns
because each entry of the output state matrix in column i depends on the four
entriesof columni intheoriginal input state matrix, weighted by the coefficients
of the constant matrix. Inother words, MixColumns spreadsinformation across
columns while ShiftRows does the same, but across rows. Of course, such a
form of orthogonality isintentional, and aimsat mixing and diffusing information.

Figure 11 depictsthe cal culation of the leftmost column asthe multiplica-
tion of the column times the constant square matrix. As it can be seen, the
coefficient entriesof the constant square matrix have been properly chosen: their
values(1, 2and 3) makethemultiplication computationally quitesimple, sincethe
multiplicationtimes?2isjust aleft shift of thebyte (inthe casethemost significant
bit of thebyteis1, reduction must becomputed), whilemultiplicationtimes3 can
be obtained by aleft shift followed by one addition. The constant square matrix
isinvertible to allow decryption. Another characteristic of the constant matrix
is that the four entries of the top row are cyclically repeated in the three rows
down (thissimplifies storing the coefficients).

Thefourth andlast internal transformationiscalled AddRoundKey. Inthis
transformation the round key is added modulus 2 to the state matrix. Thistask
just requiresan array of XOR gates. It should be noted that the first and second
transformation of each round, SubBytes and ShiftRows, can be permuted

Figure 11:  MixColumns transformation, processing a single column
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without affecting theround. Infact, bothwork in parallel and independently on
the 16 entries of the state matrix.

Similarly to any other block cipher algorithm, the secret key isiteratively
processed to obtain the various round keys. In the Rijndael algorithm the key
scheduleis parametrized by the size of the secret key. Thesimplest formulation
of key schedule appliesto a 128-bit secret key. Inthefirst round the secret key
isadded asit is, whilein the subsequent rounds the current round key is derived
from the previous round key in asequential manner. Sincetheround key isjust
added to the state matrix, we can imagine the round key asif it was arranged as
amatrix (the same arrangement adopted for the data block); each column of the
round key is conceived asaword of 32 bits (four bytes). Intotal, the round key
is composed of four such words.

When the current round key must be calculated, its first (Ieftmost) word
(column) isderived from thefirst (leftmost) word (column) and from the fourth
(rightmost) word (column) of the previous round key. In particular, the fourth
(rightmost) word is first rotated, then it is processed through the S-BOX (each

Figure 12: Key schedule
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of its four bytes is processed independently) and eventually it is added to a
constant. After this transformation, the fourth (rightmost) word is bit-wise
XORed to the first (leftmost) word.

The other threewords are calculated in asimpler way: they are obtained as
a bit-wise XOR between the word immediately on the left and the word in the
same position of the previous round key.

The decryption algorithm is implemented using the four inverse internal
transformations of the encryption algorithm, applied in reverse order. Asseen
before, thedecryption roundiscomposed of four transformations. invSubBytes,
invShiftRows, invMixColumns, andinvAddRoundK ey. InvSubBytesconsistsof
two steps: again the byte is considered as an element of the field GF(28); it is
processed through theinverse of the affinetransformation used in SubBytes and
thenitisinverted. InvShiftRowsisashift of rows, butintheinversedirectionwith
respect to the direction of the ShiftRows transformation. InvMixColumnsis a
vector-matrix multiplication, but the coefficient matrix istheinverse of that used
in the MixColumn transformation. InvAddRoundKey is still a bit-wise XOR
operation, since the XOR gate isits self-inverse.

The round keys are used in reverse order. If the complete sequence of
round keysisavailable at atime, it can beread starting from the end rather than
fromthebeginning. Theencryption processstartswithaninitial round consisting
only of AddRoundK ey, then the rounds 1 through 9 (11 or 13 if using 192-bit or
256-bitlong keys) follow, each of whichisthe sequence of SubBytes, ShiftRows,
MixColumnsand AddRoundKey. Thealgorithm endswiththelast round, which
lacks MixColumns, hence it is composed of SubBytes, ShiftRows, and
AddRoundKey. Thedecryptionalgorithm startswith aninitial round consisting
only of invAddRoundK ey, invShiftRows, andinvSubBytes. Thenominal roundis
asequenceof invAddRoundK ey, invMixColumns, invShiftRows, andinvSubBytes.
Thelast round consistsonly of invAddRoundKey. Itisalso possibleto exchange
theorder of execution of theinvShiftRowsand invSubBytesinternal transforma-
tions (similarly to SubBytes and ShiftRows during the encryption process).

Notice that the sequence of internal transformations applied during the
inverseroundisdifferent fromthat of the encryptionround. Thedifferenceisin
theorder of invMixColumnsand AddRoundK ey. Itispossibleto switchtheorder
by applying invMixColumnsdirectly totheround key, becauseinvMixColumns
islinear. Such afeatureis useful for some implementations of AES, and it will
be explained in the next section. Notice also that due to the different values of
the coefficients of the constant matrix in the direct and inverse MixColumns
transformations, if thematrix multiplicationistruly calculated (and not stored as
alook-up table), the computations of decryption and encryption behave differ-
ently. Thiswill be made clearer in the implementation section.
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Implementation of the AES

AEScanbeefficiently implementedin softwareon different typesof CPUs,
including low cost 8-bit microcontrollers, like those used in smart-cards and in
embedded systems. However, for applications requiring high throughputsit is
necessary to implement the encryption algorithm in hardware.

Thegeneral trend described for theimplementation of DES still holds. Itis
possible to instantiate one round and use it iteratively, or to instantiate all the
rounds, add independent functional units, and pipelinethem. Asitwasmentioned
inthecase of DES, theindividual round function unit can be operatedin oneclock
cyclebutif thecritical pathistoolong, thenitispossibleto pipelinetwo or more
functional units. Similarly toall block cipher algorithms, pipelining can be made
difficult by the mode of operation, since many of them require finishing
encrypting one block before starting with the following block.

Some of these implementations can be easily found in technical literature.
Kuo & Verbauwhede (2001) had presented an ASIC AES chip that can reach
1.8 Gbps. Rijndael implemented onaXilinx FPGA can befound on McLoone &
McCanny (2001) with athroughput of 7 Gbits/s. Fischer & Drutarovsky (2001)
implemented the AES on an Altera FPGA with a throughput of 750 Mbitg/s.
Sklavos & Koufopavlou (2002) presented two ASIC implementations allowing
throughputs from 259 Mbits/sto 3.6 Gbits/s. What changesin AES implemen-
tations, compared to DES ones, is that the clear and simple mathematical
formulation of the AES S-BOX allows for some freedom at the time of
implementation. Asit hasbeen explained previously, thereexist two S-BOXes:
the direct one, used for encryption; and the inverse one, for decryption.

Oneobvious possibility isto conceivethe S- BOX esastwo different tables
without considering their mathematical formulation. Thetwo S-BOXescanthen
be stored in memory or they can be synthesized as combinatorial networks.
Thesetwo immediate solutions are usual ly the faster ones and the choice of one
of the two depends usually on the particular technology. Alternatively, the S-
BOX can be decomposed into a number of stages. For instance: the calculation
of themultiplicativeinverse (whichisthesamefor both thedirect and theinverse
S-BOX), followed by the affinetransformation. Inthisway, itispossibleto save
some silicon area or some memory cells, partially identifying the S-BOXesfor
encryption and decryption. But the calculation of themultiplicativeinverseina
finitefield is not an easy task. Algorithms based on the well-known extended
Euclidean algorithm for the computation of the multiplicativeinversein afinite
fieldexist. Thesealgorithmsaregenerally not considered because, although they
are on average faster than exponentiation-based methods, they are hard to
implement and expensive in terms of area when implemented in hardware. A
firstimmediate solution consistsin storing theinversionfunctionaloneinalook-
up table. Another solution is based on the mathematical observation that the
finitefield GF(28) can be seen asacompositefield GF((2%)?), and thusinversion
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in GF(28 can be reduced to inversion in GF(2%). The advantage of this
formulation isthat thelook-up table storing theinversein GF(24) issmaller, and
theimplementati on by meansof amemory or acombinatorial network iscertainly
simpler and lessexpensive. The adoption of compositefinitefieldsisgenerally
considered the small est possibleimplementation of the S-BOX, intermsof silicon
area. However, itisalsothe onerequiring thelongest critical path, asshownin
Morioka(2002).

Two common platforms for the hardware implementation of the AES are:
programmabl e devices, such as FPGAS, or custom (or semi-custom) logic, i.e.,
ASICs. In the case of FPGAS, there is usually a certain amount of memory
available on the device. Inthose devicesit isthen better to store the S-BOXes
in the already available memory, instead of computing it. However, some
FPGA scontain enough memory to all ow adifferent and moreradical solutionfor
the implementation of AES. As we mentioned in the previous section, it is
possibleto changetheorder of execution of the SubBytesand ShiftRowsinternal
transformations. Thereisaprecisereasonfor changingtheorder: organizingthe
SubBytes and MixColumns transformation in asingle look-up table. Thisnew
look-up tableisusually called T-table or enc_table. Sincethe T-tableisusedto
substitutethetwo transformations, itisamapping fromabytetofour bytes. Each
byte of the state should be processed viathe T-table. To perform one round in
oneclock cycleitisnecessary to use 16 T-tables. Thisapproach canalso be used
for decryption. In this case, it is necessary to perform the AddRoundKey
transformation after invMixColumns. Thisispossiblesincethetwotransforma-
tions are linear. However, the round keys must be processed through the
invMixColumns transformation. In this situation we have two different ex-
panded keys, one for encryption and one for decryption.

Combining SubBytes and MixColumns into a single table is particularly
useful for decryption, sincedecryption requiresacoefficient matrix having larger
entries than those used in encryption. In fact, the larger entries make more
difficult to resort to shift and addition for computing the multiplications, thus
preventing the adoption the simple add-and-shift technique, which worked
successfully in theimplementation of encryption.

PUBLIC-KEY CRYPTOSYSTEM
IMPLEMENTATION

Thissection dealswith public-key primitivesand their implementation. In
particular, we will describe methods used to implement DL -based, RSA-based,
and ECC-based primitives. Since we cover three different primitives, it is
desirableto look at these techniquesin terms of ageneral framework or model.
Such amodel or framework will allow the practitioner to sel ect techniquesbased
on aparticular application or end function. We have chosen to follow asimilar
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model totheonepresentedinthel EEE P1363 Standard Specificationsfor Public
Key Cryptography (P1363, 2000) and augmented it with an additional layer
whichinour opinionisadistinct layer inthemodel. Figure 13 showsthemodel.

Figure 13 shows four different layers as part of the reference model.
These are:

. Layer 1—Arithmetic Primitives: includestheimplementation of low level
arithmetic operations such as addition, multiplication, and inversion in a
finitefieldand exponentiationinfinitefieldand RSA-typerings. Thislayer
isfrom theimplementation point of view one of the most important onesas
its performance will influence the overall performance of the other layers.

. Layer 2 — Cryptographic Primitives: includesraw encryption operations,
sometimesreferredto astextbook encryption (i.e., textbook RSA, textbook
ElGamal, etc.). The functionsimplemented in thislayer are not meant to
achieve security by themselves. In fact, they are not secure as they can
be broken using simple attacks related to the encoding of the message for
example.

. Layer 3 — Cryptographic Schemes: include a collection of related opera-
tions which when combined with the cryptographic primitivesfrom Layer
2 provide complexity-theoretical security. Thissecurity isenhanced when
these schemes are appropriately combined in the protocols of the next
layer.

. Layer 4 — Cryptographic Protocols: implements a sequence of operations
performed by multiple parties to achieve some security goal in a given
application.

From an implementation point of view, Layers 1 and 2 correspond to |ow-
level implementations, usually implemented with acryptographic accel erator or
softwaremodule, Layer 3 correspondsto medium level implementationsusual ly
implemented within cryptographic servicelibraries, and Layer 4 correspondsto
high level implementations often instantiated as part of a whole application
(P1363, 2000). We would like to point out that in this chapter we will only be
concerned with Layers 1 and 2, in other words, with the part of the system that
will determine the performance of the overall application and which, in many
cases, isimplemented in hardware.

RSA Cryptosystem

TheRSA cryptosystem, originally introduced by Rivest, Shamir & Adleman
in1978 (Rivest et al., 1978), istoday the most widely used and deployed public-
key cryptosystem and it is based on the difficulty of factoring integers. Inthis
section we review the basic encryption (signature verification) and decryption
(signature generation) procedures. We would like to emphasize that the RSA
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Figure 13: Reference model for common public-key cryptographic
techniques

Layer 4 Cryptographic Protocols
Layer 3 Cryptographic Schemes
Layer 2 Cryptographic Primitives
Layer1 Arithmetic Primitives

primitivepresentedinthissectionisjustaprimitive. Inparticular, itiscompletely
insecure if implemented as explained in this section. For an implementation of
RSA to produce a secure scheme, it needs to be implemented according to
existing standards such as the IEEE P1363 Standard or the RSA PKCS
Standard. We remark that there is ongoing research in the cryptographic
community regarding the right way to implement RSA and obtain a secure
scheme. In fact, certain problems have been recently found with the security
proofsof the OA EP padding schemewidely used for encoding the message prior
to performing the encryption with the RSA primitive (Shoup, 2001).

Asinany public-key primitive, each communicating party should generate
aprivate-key and apublic-key pair. Each entity generates akey pair according
toAlgorithm 1.

Theinteger eiscalled the encryption exponent, theinteger disreferred to
asthedecryption exponent, and nisusually known asthe RSA modulusor simply
themodulus. Algorithm 2 describestheencryption and decryption process. The
parameter A = lcm(p-1,9-1) (where lcm(*) stands for least common multiplier
of the numbersin parenthesis) can also be used instead of ¢ in Steps 3 and 4 of
Algorithm 1. Observe that A|¢(n) and thus using A may result in a smaller
decryption exponent which in turn might result in faster decryption. However,
for random pand g, itisexpected that gcd(p-1,g-1) be small and, thus, A and ¢(n)
should be of roughly the same size, resulting in little gain in the speed of the
decryption operation (notice that in the above discussion we have made use of
the fact that for any two positive integers a and b the following relation is
satisfied: a*b = gcd(a,b) * Icm(a,b)).

Step 2a of Algorithm 2 can be computed using the Chinese Remainder
Theorem (CRT) which states that if integersn,, n,,...,n, are pairwiserelatively
prime (i.e., gcd(n,n/n) = 1 with n=n*n,*...*n,), then the system of simulta-
neous congruences
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Algorithm 1: Key generation for RSA public-key encryption

Output: Public-key (n,e), Private-key (d,p,q)

1. Generate two large random random and distinct primes, called
them p and g, of roughly the same size.

2. Compute n=p=q and ¢(n)=(p-1)(g-1) where ¢ is the Euler phi
function.

3. Select arandom integer e such that 1 < e< ¢(n) and
ged(e¢(n) = 1.

4. Compute d such that d+e = 1 mod ¢(n) viathe extended
Euclidean algorithm.

5. Return party’s public-key (n,e) and private-key (d,p,q).

X =a, mod n;
X =a, mod n,

Xzakmodnk

k
has auniquesolutiongivenby X = 2.8 N;M; mod nwhereN = n/n andM. = N-*mod
i=1

n. In practice the CRT is implemented according to Algorithm 3, known as
Gartner’ salgorithm.

Using the CRT speeds up RSA decryption (signature generation) by a
factor of 3or 4 (depending ontheimplementation). Asafinal remark, noticethat
it is common practice to use a small encryption exponent, e = 3, 17, or 26+ 1,
to speed up the encryption operation.

Arithmetic Primitives

Techniques for Exponentiation

Most public-key schemes are based on modular exponentiation (RSA, see
Rivest et al., 1978) and Discrete Logarithm (DL) based systems (Diffie &
Hellman, 1976; NI ST, 2000) or point multiplication (Elliptic Curve Cryptosystems,
seeMiller, 1985; Koblitz, 1987; NIST, 2000). Both operationsare, intheir most
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Algorithm 2: RSA public-key encryption

Encryption Input: Party A’s public-key (n,e) and a message m.
Encryption Output: An encrypted messagey.
Decryption Input: Party A’s Private-key (d,p,q) and a message y encrypted with Party
A’sPublic-key (n,e).
Decryption Output: Message m.
1. Encryption procedure
a. Obtain A’s authentic public key (n,e).
b. Represent the message m as an integer in the interval [O,n-1].
c. Compute y=m°® mod n.
d. Send encrypted messagey to A.
2. Decryption procedure

a Recover the message mas m=y" mod n.

basic forms, performed via the binary method for exponentiation or one of its
variants (Gordon, 1998). Algorithm 4 showsthe binary method for exponentia-
tion also known as the square-and-multiply algorithm.

Algorithm 4 takes t squarings (we do not count the operation 1x1 as a
squaring) and on average t/2 multiplications by g. The most common generali-
zation of Algorithm 4 is called the k-ary method for exponentiation and it is
depictedin Algorithm 5. Inthiscontext kisknownasthewindow size. Thebasic
ideain Algorithm 5isto process more than onebit at atime. Thisisdoneat the
additional cost of pre-computation.

Algorithm 5 requires 1 squaring and 2*-3 multiplications for the pre-
computation steps (Steps2through 4). Inaddition, for a(t+ 1)-bit long exponent
e, the number of words of sizek bitsineiss+1 = [(t+1)/k [, thusit followsthat
the number of squarings (noticethat we do not count 1° as perf orming squarings)
isjust equal to sk whereas, on average, the number of multiplicationsisequal to
s(2¢-1)/2%, (see Menezes et al., 1997). A further improvement over Algorithm
5 isthe so-called sliding-window exponentiation algorithm which reduces the
number of precomputations by half but requires more complicated loop logic to
performtheexponentiation. Thesliding-window algorithmfor exponentiationis
depictedin Algorithm 6.
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Algorithm 3:  Gartner’s algorithm for the CRT

k
Input: Positiveinteger n=]]n, >1, with ged(n;,n) = 1 for all iz and amodular

i1
representation v(X) = (X3,%z,...,X) wherex =x, mod n;
Output: theinteger X

1. fori=2tokdo

2. Ci«1

3. for j=1toi-1do

4, U« modny

5. Ci < uCi mod n;

6. end for

7. end for

8 U«—Vv

9. X«u

10.for i = 2tokdo

11. u <« (vi —X) G mod n
i-1

12. X X+ul]n,
j=1

13. end for

14. Return(X)

Using Algorithm 6 has an effect similar to using the k-ary method for
exponentiation (Algorithm 5) with awindow of size k+ 1 but at no extracost in
precomputation. Thus, the total number of windows processed and, conse-
guently, the number of general multiplications behaves as (t+1)/(k+1) as
opposed to (t+1)/k asin Algorithm 5 (Blake et al., 1999).

We notice that the exponentiation algorithms presented so far have been
writteninamultiplicativegroup notation. Itistrivial to changethealgorithmsto
additivenotation by changing multiplicationsto additionsand exponentiationsto
multiplicationsif oneisdealing with agroup wherethe operationisaddition, as
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Algorithm 4. Left-to-right binary exponentiation algorithm

Input: ge G and apositive integer e = (e6.16.-2...€,€1€p)2
Output: ¢°
1. A«1

2. fori=tto0do

3. A « AXA

4. if @ = 1then

5. A Axg
6. end if

7. end for

8. Return (A)

itisintheelliptic curve case. We also point out that the methods presented in
this section are but a few of the many available. For example, one could use
exponent recoding techniquesin groups whereinversion is not expensive, such
asin elliptic curves, and combine such recoding techniqueswith the algorithms
previously presented. Werefer the reader to Gordon (1998) and Menezeset al.
(1997) for good treatments of exponentiation techniques for cryptographic
purposes.

Finally, notice that the atomic operation in any exponentiation method is
either modular multiplication, inthe case of RSA and DL -based systems, or point
addition, inthe caseof ECC, whichis, inturn, performed through acombination
of multiplications and additions on the field of definition of the elliptic curve.
Thus, the first part of the following section is mainly concerned with how to
perform modular multiplication efficiently in hardwaredevices. Thesecond part
of the next section treatsthe case of elliptic curves and state of the art processor
architectures, which have been proposed to perform EC operations.

Modular Multiplication

The problem of modular multiplication and, more specifically, the problem
of modular reduction has been extensively studied since it is a fundamental
building block of any cryptosystem. Among the algorithms that have been
proposed we find:
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Algorithm 5:  Left-to-right k-ary exponentiation

Input: ge G and apositiveinteger e = (€s16s2...€€1€0)b
whereb = 2*for somek > 1.
Output: ¢°

Precomputation

1. T[0 «1

2. fori=1to2%1do

3. Tli] « Ti-1]xg (Note: T[i] = ¢)

4. end for

Main computation

5 A<1

6. fori=sto0do

7. A A
8. A« A<T[e]
9. end for

10. Return (A)

. Sedlak’s Modular Reduction
Originally introducedin Sedlak (1987), thisalgorithmisused by Siemensin
the SLE44C200 and SLE44CR80S microprocessors to perform modular
reduction (Naccache & Raihi, 1996). Sedlak notices that the algorithm
improves the reduction complexity by an average factor of 1/3 when
compared to the basic bit-by-bit reduction.

. Barret’s Modular Reduction
Itwasoriginally introducedin Barret (1986) in the context of implementing
RSA on a DSP processor. Suppose that you want to compute X = R mod
M for some modulus M. Then, we can re-write Xas X = Q*M + Rwith
0 <R < M, whichisawell knownidentity fromthedivision algorithm. See
Definition 2.82 in Menezes et al. (1997). Thus

R=Xmod M= X - Q*M (1)
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Algorithm 6: Siding-window exponentiation

Input: ge G and apositive integer e = (&6-16:-2...€€16)2
Output: ¢°

Precomputation

1 T[] «1

2. T2 «d

3. fori=1to2%-1do

4. T[2i+1] « T[2i-1]xT[2]

5. end for

Main computation

6. Ac1;iet

7. whilei >0do

1 if @ = Othen

2 A A

3. ii-1

4 else

5. Find the longest bitstring ee.;...essuch that i-s+ 1<k and e=1

do thefollowing: A« A? " x T[(g6.1...e)3]
6. sl
7. end if
8. end while

9. Return (A)

Barret's basic ideais that one can write Q in (1) as:

o6 w)

In particular, Q can be approximated by
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oo 5 )

Notice that the quantity u = b?/M can be precomputed when performing
many modular reductions with the same modulus, as is the case in
cryptographicalgorithms. Having precomputed 1, theexpensive computa-
tionsin the algorithm are only divisions by powers of b, which are simply
performed by right-shifts, and modular reduction modulo b', which is
equivalent to truncation. We refer to Section 14.3.3 in Menezes et al.
(1997) for further discussion of implementation issues regarding Barret
reduction, and to Dhem (1994; 1998) for improvements over the original
algorithm.

. Brickell’s Modular Reduction
Originally introduced in Brickell (1982), isdependent on the utilization of
carry-delayed adders (Norris & Simmons, 1981) and combines a sign
estimation technique [See for example Ko¢ & Hung (1991) and Omura’s
modular reduction (Omura, 1990)].

. Quisquater’s Modular Reduction
Quisquater’ salgorithm, originally presentedin Quisquater (1990;1992) can
be thought of as an improved version of Barret’s reduction algorithm.
Benaloh & Dai (1995) and Walter (1991) have proposed similar methods.
Inaddition, themethod isusedinthePhillipssmart-card chips P83C852 and
P83C855, which use the CORSAIR crypto-coprocessor (De Waleffe &
Quisquater, 1990; Naccache & Raihi, 1996) and the P83C858 chip, which
uses the FAME crypto-coprocessor (Ferreira et al., 1996). Quisquater’s
algorithm, aspresented in (De Waleffe & Quisquater, 1990), isacombina-
tion of theinterleaved multiplication reduction method (basically, combine
anormal multiprecisionalgorithmwith modular reduction, making useof the
distributivity property of the modular operation) and a method that makes
easier and more accurate the estimation of the quotient Q in (1).

. Montgomery Modular Multiplication
TheMontgomery algorithm, originally introducedin Montgomery (1985), is
atechniquethat allowsefficient implementation of themodular multiplica-
tionwithout explicitly carrying out the modular reduction step. Wediscuss
itindetail, asitisthemost widely used al gorithm for modul ar multiplication
in the literature.

Montgomery Modular Multiplication
Theideabehind Montgomery’ salgorithmisto transform theintegersin M-
residues and compute the multiplication with these M-residues. At theend, one

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Architectures for Advanced Cryptographic Systems 43

transforms back to the normal representation. As with Quisquater & Barret’s
method, thisapproachisonly beneficial if we computeaseriesof multiplications
in the transform domain (e.g., modular exponentiation). The Montgomery
reductionagorithm can bestated asfollows: GivenintegersM and RwithR> M and
gcd(M,R) = 1withM’ =-MTmod Rand T an integer suchthat 0 <T < M*R, if Q
=TM modR, thenZ= (T + QM)/Risaninteger and, furthermore, Z=T*R
' mod M. Notice that our description isjust the reduction step involved in a
modular multiplication. The multiplication step can be carried out via multi-
precision multiplication, seefor exampleChapter 14in Menezeset al. (1997) and
Kocetal.(1996). Aswith other algorithms, onecaninterleave multiplication and
reduction steps. Theresult is shown in Algorithm 7.

In Algorithm 7, it is assumed that X and Y are already in the Montgomery
domain (i.e., they are M-residues) and, in particular, X= X RmodMand Y=Y R
mod M for integers 0 < X',Y' <M. In practice Ris amultiple of the word size
of the processor and a power of two. This means that M, the modulus, has to
be odd (because of the restriction gcd(M,R)=1) but this does not represent a
problem as M is a prime or the product of two primes (RSA) in most practical
cryptographic applications. Inaddition, choosing Rapower of 2, simplifiesthe
computation of Q and Z asthey become simply truncation (modular reduction by R)
and right shifting (division by R). Noticethat M’ =- M mod R. In Dussé &
Kaliski (1990) it is shown that if

M = nilm b’
i=0

for someradix b, typically apower of two, and R=b", then M’ can be substituted
by m/ = -M* mod b. In Eldridge & Walter (1993), the authors simplify the
combinatorial logic needed to implement Montgomery reduction.

Theideain Eldridge & Walter (1993) istoshift Yby twodigits(i.e., multiply
Y by b®) and thus, make g, in Step 4 of Algorithm 7 independent of Y. Noticethat
one could have multiplied Y by b instead of b* and have also obtained a g,
independent of Y. However, by multiplying Y by b? one gets g, to be dependent
only onthepartial product Zand onthelowest two digitsof themultipleof M (i.e.
g, * M). The price of such amodification is two extraiterations of the for-loop
for which the digits of X are zero. The architecture proposed by Eldridge &
Walter (1993) isonly considered for the case b=2 and estimated to be twice as
fast as previous modular multiplication architectures at the time of publication.

Higher Radix Montgomery Modular Multiplication

InVuilleminetal. (1996) and Shand & V uillemin (1993) modul ar exponen-
tiationarchitecturesareimplemented onanarray of 16 Xilinx 3090 FPGAs. Their
design uses several speed-up methods (Shand & Vuillemin, 1993) including the
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Algorithm 7:  Montgomery multiplication

Input: X = nf)qb‘ Y= niyibi M = nfmb‘ With0<X,Y<M,b> 1, m = -my” mod b,
i=0 i=0 i=0

R=b", gcd(b,M) = 1

Output: Z=X*Y * R mod M
1 Z«0 {wherezzizib‘}
i=0

2. fori=0ton-1do

3. g < (z0+ X*Yyo) m modb
4. Z— (Z+x*Y+qg *M)b
5. end for

6. if Z>M then
7. Z+—Z-M
8. endif

9. Return (2)

CRT, asynchronous carry completion adder, and a windowing exponentiation
method. Some of the improvements are:

*  Avoid having to perform a subtraction after every modular product of the
exponentiation algorithm by letting all intermediate results have two extra
bitsof precision. Shand & Vuillemin (1993) al so show that even allowing
for the two extra bits of precision, one can always manage to work with
intermediate results no larger than n-digits if M < b"/4 and X,Y < 2M.

» A secondimprovementistheuseof aradix b=22, which permitsfor atrivial
computation of the quotient g, in Step 4 of Algorithm 4 and for the use of
Booth recoded multiplications (this doubles the multipliers performance
compared to b=2 at an approximate 1.5 increasein hardware complexity).
Higher radices, which would offer better performance, were dismissed
since they involvetoo great of ahardware cost and the computation of the
guotient digitsisnolonger trivial.

e They rewrite Montgomery’s Algorithm in a similar way to Eldridge &
Walter (1993) toallow for pipelineexecution, basically getting rid of f of the
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g, dependency ontheleast significant digit of thepartial product Z. Thecost
for dlevelsof pipeliningisdextrabitsof precisionand d morecyclesinthe
computation of the final product.

The result of all these speedup methods is an RSA secret decryption rate
of over 600 Kbits/sec for a512-bit modulus and of 165 Kbits/sec for a 1024-bit
modulus, using the CRT. While the previous results make full use of the
reconfigurability of the FPGASs (reconfigurability isrequired to recombine the
result of the CRT computations), they derive a single gate-array specification
whose size is estimated under 100K gates and speed over 1 Mbit/sec for RSA
512-bit keys.

Themain obstacleto the use of higher radicesinthe Montgomery algorithm
is that of the quotient determination. In Orup (1995), the author presents a
method that avoids quotient determination altogether and thus makes higher-
radix Montgomery practical. The priceto pay for avoiding quotient determina-
tion is more precision and, at most, one more iteration in the main loop of the
algorithm. Thefinal improvementin Orup (1995) istheuse of quotient pipelining.
Unlike Shand & Vuillemin (1993), Orup (1995) is able to achieve quotient
pipelining only at the cost of extraloop iterations and no extra precision.

Asanexample, Orup (1995) considersan architecturewith 3 pipeline stages
and aradix b=28. The author estimates the critical path of the architecture to
be no more than 5ns assuming 1995 CM OS technology. It is also assumed the
use of aredundant representation for theintermediate val ues of the Montgomery
multiplier. However, the outputs have to be converted back to non-redundant
representation using acarry-rippleadder with an asynchronous carry completion
detection circuit as proposed in Shand & Vuillemin (1993). With these
techniques, the author estimates the time of one 512-bit modular multiplication
at 415 nsec. Using the left-to-right binary method for exponentiation, one 512-
bit exponentiation would take 319 usec, which corresponds to a 1.6 Mbit/sec
throughput. If instead, one usestheright-to-1eft binary exponentiation algorithm,
one can perform multiplications and squarings in parallel as shown in Orup &
Kornerup (1991), thus achieving a factor of two speedup, i.e., more than 2.4
Mbit/sec throughput. Thisisfour timesfaster than theimplementation of Shand
& Vuillemin (1993), which at the time was the fastest. Furthermore, if the
modulusis composite, asin the RSA case, and its prime factorization isknown,
itispossibleto obtain afactor of four speedup through the use of the CRT asin
Shand & Vuillemin (1993).

InBlum & Paar (1999), theauthorsimplemented aversion of Montgomery’s
algorithm optimized for a radix two hardware implementation. Blum & Paar
(2001) extend Orup (1995) toreconfigurable hardware, asystolic array architec-
ture as presented in Kornerup (1994), and following Orup (1995) high radix
hardwareimplementations of modular exponentiation. Therehad beenanumber
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of proposals for systolic array architectures for modular arithmetic but, to our
knowledge, Blum & Paar (1999; 2001) werethefirst implementationsthat have
been reported. For the exact design and technical detailswe refer the reader to
Blum (1999) and Blum & Paar (1999; 2001). Here, however, we summarize
their results. As target devices, Blum & Paar (1999;2001) used the Xilinx
XC40250XV, speed grade-09, 8464 CL Bs, for thelarger designs (>5000 CLBs),
and the XC40150XV, speed grade -08, 5184 CLBs, for the smaller designs.
Table3 showsresultsfor afull-length modul ar exponentiation, i.e., an exponen-
tiation where base, exponent, and modulus have all the same bit length. We
notice that Blum & Paar (1999; 2001) both use the right-to-left method for
exponentiation.

Table 4 shows Blum & Paar (1999;2001) RSA encryption results. The
encryptiontimeiscal culated for the Fermat prime F, = 2'°+ 1 exponent (Knuth,
1981), requiring 2* 19* (n+2) clock cyclesfor the radix 2 design (Blum & Paar,
1999), and 2*19* (n+8) clock cycles if the radix 16 design is used, where the
modulus has n-2 bits.

For decryption, Blum & Paar (2001) apply the CRT. They either decrypt
m bits with an nv/2 bit architecture serially, or with two m/2 bit architecturesin
parallel. Thefirst approach usesonly half asmany resources, thelatter isalmost
twiceasfast. A littletimeislost here because of the slower delay specifications
of the larger devices.

Elliptic Curve Cryptosystems over Finite Fields

In this section, we first provide a brief introduction to elliptic curve point
addition and doubling. Additional information can be found in Miller (1985),
Koblitz (1987) and Blake et al. (1999).

Elliptic Curves over GF(p)
Anellipticcurve E over GF(p) for p> 3istheset of solutionsP=(x,y) which
satisfy the following Weierstrass equation:

E: y2=x3+ Ax+ B modp

where A,B € GF(p) and 4A3+27B2 = 0 mod p, together with the point at infinity O.
Itiswell knownthat the pointsonanelliptic curveformagroup under anaddition
operation which is defined as follows. Let P=(x,, y,) € E; then -P=(x, -y,). P
+0=0+P=PforalPe E IfQ=(x,y,) e EandQ=-P,then P+ Q= (X, y,),
where

X, =A% =X, — X, (3)
y3 = A (Xl - X3) - yl (4)
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Radix 512 bit 768 bit 1024 bit
C T C T C T
(CLBs) | (msec) | (CLBs) | (msec) | (CLBs) | (msec)
2 (Blum & Paear, 2555 9.38 3745 22,71 4865 40.05
1999)
16 (Blum & Paar, 3413 2.93 5071 6.25 6633 11.95
2001)
and
L2TNh i peQ
_ X, =%
3¢+ A fP=Q (5)
2yl

Thiscoordinate representation isknown as affine representation. In affine
representation apoint additiontakes 1 inversion and 3 multiplicationswhereasa

Table 4: Application to RSA: Encryption

Radix 512 bit 768 bit
C T C T
(CLBs) | (msec) | (CLBs) | (msec)
2 (Blum & Paar, 2555 0.35 4865 0.75
1999)
16 (Blum & Paar, 3413 0.11 6633 0.22
2001)
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Table 5: Application to RSA: Decryption

Radix 512 bit 512 bit 1024 bit 1024 bit

2x 256 serial | 2x 256 parallel | 2x 512 serial | 2x 512 parallel

C T C T C T C T

(CLBs) | (msec) | (CLBS) | (msec) | (CLBs) | (msec) [ (CLBS) | (msec)

2 (Blum & 1307 4.69 2416 2.37 2555 | 18.78 | 5110 | 10.18
Paar, 1999)
16 (Blum & 1818 | 162 | 3636 | 079 | 3413 | 587 | 6826 | 3.10
Paar, 2001)

point doubling takes 1 inversion and 4 multiplications, where we have counted
squarings as multiplications and additions and subtractions have been ignored.
However, inmany applicationsitismore convenient to represent the points P and
Q in projective coordinates. This is advantageous when inversion is more
computationally expensive than multiplication in the finite field GF(p). Thus,
algorithmsfor projectivecoordinatestradeinversionsin thepoint addition and the
point doubling operations for a larger number of multiplications and a single
inversion at the end of the algorithm. This inversion can be computed via
exponentiation using thefact that A= Ar2mod p, for prime modulusp (Fermat’s
Little Theorem). In projective coordinates, a point P=(x,y) is represented as
P=(X,Y,Z) where X=X, Y=y, and Z=1. To convert from projective coordinates
back to the affine ones, we use the following relations:

X Y
=Vt

Finally, onecan obtain expressionsequivalentto(3), (4), and (5) for doubling
and addition operationsin projectivecoordinates. Algorithms8and 9 summarize
point addition and doubling in projective coordinates. One can achieve a point
doubling in the general case with 10 finite field multiplications which can be
reduced to 8 multiplicationswhen A=-3. Thisfollowsfrom thefact that in this
case Step 1 of Algorithm 9 can be computed as 3(X -Z ?)* ( X,-Z,?) reducing the
number of multiplicationsfor thisstepfrom4to 2 (Chudnovsky & Chudnovsky,
1987; Blakeetal., 1999). Similarly, addition requires 16 field multiplicationsin
the general caseand only 11 when one of the pointsbeing added isconstant, i.e.,
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thepointisgiveninaffinecoordinatesandthusZ =1 throughout the computation.
This case occurs often in cryptographic applications (P1363, 2000). Note that
in this context, the complexity of adding or doubling a point on an elliptic curve
isusually given by the number of field multiplications and inversions (if affine
coordinates are being used), field additions are relatively cheap operations
compared to multiplications or inversions as well as multiplications by asmall
constant such as 2, 3, or 8.

ELLIPTIC CURVES OVER GF(2")

Anelliptic curve E over GF(2") isthe set of solutions P=(x,y) which satisfy
thefollowing Wei erstrass equation:

E: yY+xy=x+Ax*+ B

where A,B € GF(2") and B # 0, together with the point at infinity O. Asbefore
let P=(x,y,) € E; then-P=(x,y, x). P+O=0+P=PforalPeE. If
Q=(x,y,) € Eand Q #-P, then P + Q= (X,, y,) can be computed in affine
representation as follows. If P #Q

X,=A2+ A+ X + X+ A
Yo = AKX+, + X
and if P = Q then
X, =22+ A+ Ay, =A (X + X)) +y + X

where

y2+yl H
2T py
X, +X; Q

Ny ifP=0Q

Theseformulaeimpliesthat one needs 1 inversion, 2 multiplications, and 1
squaring over GF(2") to perform apoint addition or apoint doubling. Noticethat
over GF(2"), squaring isamuch cheaper operation than general multiplication.

Asin the GF(p) case, a point P=(x,y) in projective coordinates is repre-
sented as P=(X,Y,Z) where X=x, Y=y, and Z=1. To convert from projective
coordinates back to the affine ones, we use the same relations that we used for
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Algorithm 8: Point addition in projective coordinates over GF(p), p>3

Input: P = (X1,Y1,Z1), Q= (X2,Y2,Z,) withP,Q= Oand P # £Q

Output: P+ Q=(X3,Y3,Z3)

1. S« X#Zp 2 multiplications
2. S Xp#Zy? 2 multiplications
3 <SS

4. S Y1#Z° 2 multiplications
5 S« Y#7,° 2 multiplications
6. S SS

7. S« S+

8. S« St+S

9. Zz ¢ Z1*Z2*S 2 multiplications
10. X3 ¢ S*S,#S2 3 multiplications

11. S « $#5%2Xs
12. Yz — (S+S%-S+S7)/2 3 multiplications

13. Return(X3,Y3,23)

the GF(p) case. Algorithms10and 11 summarize point addition and doublingin
projective coordinates for curves defined over fields of characteristic 2.

One can achieve a point doubling in the general case with 5 finite field
multiplicationsand 5finitefield squarings. Similarly, additionrequires15field
multiplicationsand 5 squaringsinthegeneral caseand only 14 multiplicationsand
4 squaringsif A=0. If weconsider afixed point,i.e., Z= 1for one of the points,
then general additionrequires 11 multiplicationsand 4 squaringswhichisfurther
reduced to 10 multiplications and 3 squarings when A=0.

FPGA Processor Architecture for ECC over GF(p)

Orlando & Paar (2001) propose a new elliptic curve processor (ECP)
architecture for the computation of point multiplication for curves defined over
fields GF(p). Point multiplication is defined as the product kP, where k is an
integer, Pisapoint ontheelliptic curve, and by multiplicationwemeanthat Pis
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Algorithm 9: Point doubling in projective coordinates over GF(p), p>3

Input: P = (Xy,Y1,Z;) withP =0

Output: 2P =(X3,Y3,Z53)

1. S« 3X2+A#Z24 4 multiplications
2. Zz3« 2Y1*Z4 1 multiplication
3. S X #Y,2 2 multiplications
4. X3 §%25 1 multiplication
5 S« Y 1 multiplication
6. Y3 SI(SXa)-S 1 multiplication

7. Return(X3,Y3,23)

addedtoitself ktimes. Weemphasizethat thereisno multiplication operationon
theelliptic curve, only additionsand doublings of pointsP € E. The ECPisbest
suited for the computation of point multiplicationsusing projective coordinates.
Inversions are computed via Fermat’s Little Theorem and multiplication via
Montgomery reduction.

The ECP has a scalable architecture in terms of area and speed specially
suited for memory-rich hardware platforms such a field programmable gate
arrays (FPGAS). This processor uses a new type of high-radix Montgomery
multiplier that relies on the precomputation of frequently used valuesand onthe
use of multipleprocessing engines. The ECP consistsof threemain components.
These components are the main controller (MC), the arithmetic unit controller
(AUC), and the arithmetic unit (AU). The MC isthe ECP’'smain controller. It
orchestratesthe computation of kP and interactswith the host system. The AUC
controlsthe AU. Itorchestratesthe computation of point additions/subtractions,
point doubles, and coordinate conversions. It also guides the AU in the
computation of field inversions. Both the MC and the AUC execute their
respectiveoperationsconcurrently and they havethe capability of executing one
instruction per clock cycle. The AU incorporates a multiplier, an adder (or
adders), and aregister file, all of which can operatein parallel on different data.
The AU’slarge register set supports algorithms that rely on precomputations.

Aswith systems based on RSA or the DL probleminfinitefields, in ECC-
based systems, multiplicationisalso the most critical operationinthe computa-
tion of elliptic curves point multiplications. Theelliptic curve processor (ECP)
introducedin Orlando & Paar (2001) developsanew multiplier architecturethat
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drawsfrom Orup (1995), and Frecking & Parhi (1999) an approach for high radix
multiplication, from Shand & Vuillemin (1993) and Orup (1995) the ability to
delay quotient resolution, and from Blum (1999) the use of precomputation. In
particular, this work extends the concept of precomputation. The resulting
multiplier architectureisahigh-radix precomputation-based modular multiplier,
which supports positive and negative operands, Booth recoding and pre-
computation.

Orlando & Paar (2001) devel oped aprototypethat implemented the doubl e-
and-add algorithm using the projective coordinatesal gorithmsfor point addition
and point double operations on a Xilinx’s XCV 1000E-8-BG680 (Virtex E)
FPGA. This prototype was programmed to support the field GF(2192-2%-1),
which isone of the fields specified in FIPS 186-2 (2000). To verify the ECP's
architectural scalability tolarger fields,amodular multiplier for fieldsaslargeas

Algorithm 10: Point addition using projective coordinates for curves over
fields GF(2")

Input: P = (Xy,Y1,Z1), Q= (Xz,Y2,Z5) with P,Q= O and P = +Q

Output: P+ Q=(X3,Y3,Z3)

1. S« X#Z5 1 mult. + 1 squaring
2. S Xp#Z4? 1 mult. + 1 squaring
3 S+

4. S YZ° 2 mult.

5. S YoiZi® 2 mult.

6. S—S+S

7. S« Sy 1 mult.

8. S« SX2+5Y2 2 mult.

9. Zz %S 1 mult.

10. S« S+ 23

11, Xg ¢ A#Z2 + S+ S+ §° 3mult. + 2 squarings
12. Y3 ¢ SXg + §#S,2 2 mult. + 1 squaring

13. Return(X3,Y3,23)

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Architectures for Advanced Cryptographic Systems 53

Algorithm 11: Point doubling using projective coordinates for curves over
fields GF(2")

Input: P= (X,Y1,Z) withP=Oand S, =B

Output: 2P =(X3,Y3,Z3)

1. Zs Xq#Z? 1 mult. + 1 squaring
2. Xge >+ $#Z,9)° 1 mult. + 2 squarings
3. S« Zz+ XH+YiZy 1 mult. + 1 squaring
4, Y3 X*5Z5+ S#Xs 2 mult. + 1 squaring

5. Return(X3,Y3,23)

GF(2%-1) was also prototyped. The ECP prototype for GF(2'92-25-1) used
11,416 LUTSs, 5,735 Flip-Flops, and 35 BlockRAMS. Thefrequency of operation
of the prototypewas 40 MHz for 192 bit operands and 37.3 MHz for the 521-bit
multiplier. Theauthorsin Orlando & Paar (2001) point out that, assuming that
the ECPiscoded in aform that extracts 100% throughput fromits multiplier, it
will computeapoint multiplicationfor anarbitrary point on acurvedefined over
GF(2%92-2%4-1) in approximately 3 msec.

ATTACKS AGAINST CRYPTOSYSTEMS

In this section, a review of the possible attacks that can be performed
against a cryptosystem is carried out. The main purpose of an attack isto get
access to the secret key or to be able to read a message that was not intended
for the attacker. Oncethe secret key isobtained, it becomes possibleto decrypt
amessage, or to sign a message as being originated from the secret key’ s legal
owner. When the attack is successful, i.e., the attacker has been able to obtain
the secret key, it is said that the cryptosystem has been “cracked” or “broken”.

All cryptosystems are, in principle, prone to two different families of
attacks: theoretical or algorithmic attacks and implementation attacks. The
former onestry to exploit the mathematical propertiesof thealgorithm, whilethe
latter onestry to exploit thedefects, flaws, and faultsof the deviceimplementing
the algorithm, if not to actively cause some fault in order to exploit them.
Implementation attacks can also take advantage of an error in the implementa-
tion of the algorithm (not necessarily of the device where the algorithm runs).
The science that studies the methods used to break various cryptographic
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algorithms, and hence assess their robustness against such attacks, is named
cryptanalysis.

A theoretical (algorithmic) attack models the cryptosystem as a black box
generating some output data. However, frequently some internal details are
known, such as the algorithm itself (after Kerchoff’s principle), and possibly
some implementation parameters, such asthe key size. Inall cases, the aim of
atheoretical attack is to extract the secret key by means of a careful analysis
of the output data. The simplest theoretical attack is brute-force key search: all
possible secret keys are used to attempt decryption, one of them necessarily
succeeds. For the key lengths used in modern ciphers this type of attack is not
feasible at present.

It must be noted that there is a principle, known as Kerckhoff’s principle,
which states that the attacker knows all the details of the encryption function
except for thesecret key. Thus, thesecurity level of theal gorithm shoul d depend
only onthe secrecy of thekey. Thisprincipleiswidely accepted for commercial
systems, where the standard network protocols require that all the parties
involved in the communication must be able to participate, and it is also an
unavoidable consequence of the mass volume production of cryptographic
devices. In addition, the idea of the algorithm being widely known favors the
interoperability of devices from different manufacturers. However, in the
military community, it is often the case that the algorithm iskept secret, simply
because it makes cryptanalysis harder to perform. If everybody knows the
cryptographicalgorithmthen, at |east in principle, anybody could performabrute
forceattack. Thisisafirst, obvious, but fundamental indicator for choosing the
sizeof the secret key during thedesign of acryptographic algorithm long enough
to withstand brute force attacks.

In the case of theoretical attacks, recovering the secret key from a single
block of output data (when encrypted with awell designed cipher), or from few
blocks, isahard task; most attacksrequire asufficiently large set of output data
blocks. If it is possible to obtain some plaintext-ciphertext pairs, the attack is
referred to as a known plaintext attack. Both theoretical and implementation
attacks can take advantage of these additional pieces of information. For
instance, it is common practice to exchange encrypted files attached to e-mail
messages. In most cases the format of such files is easily predictable
(documents, executables, picturefiles, soundfiles, etc.), sincethey are standard-
ized (deiurerather than de facto) and most standard file formats start with some
common and possibly invariant header. Therefore, it is reasonable to assume
that the attacker isabl eto obtai n some plai ntext — ciphertext pairs. In somecases
it is possible to force the cryptosystem to encrypt some properly chosen
sequenceof plaintext blocks. Inthiscasetheattacker hasthe possibility to exploit
some particular property of the cryptosystem. This type of attack has received
the name of chosen plaintext attack.
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Attacksthat try to take advantage of defectsor flawsin theimplementation
of the cryptosystem are more interesting from an engineering point of view.
Such attacks are generally divided into two sub-families: invasive and non-
invasive attacks. Invasive attackstry to read out some important piece of data
from the system and, generally, they alter the system physically. In some cases,
the functionality of the system is definitely compromised by the attack. For
instance, microchipsimplementing acryptographic modul eare de-packaged and
probes are positioned to read out the data transferred between the memory and
the CPU. Many of these attacks are derived from well-known techniques
available in reverse engineering studies; the interested readers should see
Anderson (2001).

Todesign andimplement hardware cryptographic modul esresi stant agai nst
these types of attacks some common design rules have been developed. Two
frameworks have been standardized and nowadays are well known. One is
known under the name of Common Criteria (Common Criteria), and it is
sponsored by the governments of France, U.K., Canada, Germany, the Nether-
lands, and the U.S., among others. The other has been developed by NIST for
cryptographic modules used by the U.S. government. In the Common Criteria
(Common Criteria) website can be found the specification of the framework,
while the NIST specification can be found in NIST (20014).

Thetwo frameworksdo not specify only the requirementsof the product but
also methodologies necessary during its design and fabrication. Common
Criteriarequirements are more comprehensive than FIPS140, and NIST defers
to Common Criteriafor some aspects, such asthe security level of the operating
system. Manufacturers of hardware cryptographic modules must submit their
productstoindependent laboratories, which certify the security level reached by
the module. The two standards specify alist of accredited laboratories. Both
standards define Critical Security Parameters as that data that should be
inaccessible from outside the system without appropriate authorization, such as
secret keys, seeds for the random number generators, PINS, passwords, etc.

A minimal security level should guarantee that these parameters are set to
zero (or zeroized) in case the perimeter of the system is trespassed and/or the
systemistampered within someway. Thismeansthat the system should always
be aware of itssecurity perimeter and of itsintegrity state. Moreinteresting and
recent are those types of attacksthat do not require entering the perimeter of the
system, i.e., the so-called non-invasive attacks.

These attackswork on what is called side-channel information. During the
execution of ageneric encryption algorithm, the system frequently rel eases (and
in some cases, unavoidably, becausethe effect dependson somevery fundamen-
tal physical law) information about the computation that isbeing performed. This
information could be highly correlated tothevalueof critical parameterssuch as
the secret key. If such information can be recorded, then it becomes possible
to set up an attack. One of the systems most affected by side-channel attacks
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aresmart cards. Smart cardsarevery small, inexpensive, and the attacker could
easily get into possession (illegally but also legally) of the complete system and
operate it at will.

One of the best-known attacks related to side-channel analysis is the so-
called power analysis. Every electronic systemrequiresapower supply towork.
The basis of the attack is to notice that the power consumption is not constant
intime, rather itisdependent onthe operation currently performed by the system.
The reader can easily imagine a system performing an elliptic curve scalar
multiplication viathe simple double-and-add algorithm. It isknown that if thei-
th bit of the secret key is equal to zero, then a point doubling operation is
performed, whileapoint doubling operationfollowed by apoint addition operation
isexecuted whenthebitisequal to 1. If, additionally, itispractically feasibleto
measure the power consumption profile of the device by means of an ordinary
oscilloscope or some other kind of measurement equipment, it becomespossible
to understand, from the power trace, whether a single doubling operation or a
doubling operation followed by an addition operation has been performed, thus
recovering the secret key. Thiskind of attack has revolutionized the design of
encryptionalgorithmsin smart-card environmentsin recent years. Initssimplest
form, it has received the name of Simple Power Analysis (SPA).

More complex, but also more powerful, is Differential Power Analysis
(DPA). Inthiscase statistical analysisis applied to the recorded power traces,
with the aim of inferring some bits of the secret key, (see Kocher et al., 1999).
These attacksare particularly oriented to smart cards, sinceasmart card usually
hasasimpleinterfacetothe external world, just afew pinssuch as power (Vcc),
Ground, Clock, reset and /0, which makes tracing power consumption very
easy. Thermal analysiscould beused aswell, since most of the power isquickly
dissipated by the Joule effect.

After the publication of this attack, several countermeasures were pro-
posed. The simplest proposed countermeasure introduces some dummy opera-
tions. The attack to the double-and-add scalar multiplication is based on the
asymmetry of the implementation. We can degrade the performance of the
algorithm and perform adummy point addition operationwhenthekey bitisequal
to zero; in thisway the algorithmis (more) balanced. This solution is known as
double-and-add-always, see Coron (1999). At the price of a higher power
consumption, the device becomes more resistant against power attacks.

Most of the research effort has been dedicated to finding different formu-
lationsfor theencryption algorithms, in order to make the computation indepen-
dent of the secret-key bits. One way to achieve this independence is through
randomization: each timethe algorithm is executed adifferent randominputis
used. Inthisway side-channel informationisdependent on an unknownvariable,
that is changing continuously and thus, uncorrelated to the secret data. In the
case of the elliptic curve cryptosystem, there have been many proposals
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suggesting the adoption of different coordinate systems, allowing balanced
computation requirementsfor the point addition and point doubling operations, in
order to make them indistinguishablein their power consumption profiles.

Mooreet al. (2001) proposed to use asynchronousdesign and dual -rail logic:
onebit of informationiscoded intwo complementary wires, offering abalanced
power consumption. In some smart cards, equipped with an 8-bit microproces-
sor, it hasbeen noted that the power traceisindependent of the computation, but
it isinstead related to the data transferred from the memory to the CPU. From
the power consumption profile it is then possible to understand the relative
Hamming distance of two words read in succession from the memory. If these
two words are part of asecret (round) key, the attacker is able to reduce the key
search space.

A new type of side-channel attack has been developed in recent years:
instead of recording the power consumption, the electromagnetic emission
(Electromagnetic Analysis) is profiled. In theory this attack is very powerful,
since profiling could be performed even at a long distance. As with power
analysis it is possible to perform a simple or differential attack based on EM
radiation.

Another possibility isto change the value of some data during the compu-
tation of acryptographic operation, thusproducing an error during the execution
of thealgorithm, which eventually |eadsto discovering the secret key. Thisnew
technique is known as fault injection (Boneh et al., 2001). It is based on the
observation that glitches injected into the power supply can force the output of
alogic gate to a particular value. To understand what this attack might do,
imagine being able to set to zero the val ue of the datablock currently processed
by AES, just before the key addition during the last round. What we obtain as
outputisactually thelast round key, whichisenoughtorecover theoriginal secret
key, and hence to break the implementation.

Thisshort review of theimplementation attacks should convincethe reader
that even the best cryptographic algorithms can be weak if the implementation
is poor or the system performing the encryption isitself insecure.

CONCLUSION

We notice that the implementation of cryptographic systems presents
several requirements and challenges. First, the performance of the algorithms
isoften crucial. One needs encryption algorithmsto run at the communication
link transmission rates or at fast enough rates that customers do not become
dissatisfied. Second, in order to achieve such satisfactory performance, it is
imperative to have a good understanding and knowledge of: (i) the encryption
algorithms, (ii) thealgorithmsunderlying their implementation (not necessarily
theencryption algorithm but al gorithmswhich are used toimplement them, such

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



58 Bertoni, Guajardo and Paar

asalgorithmsfor finitefield arithmetic), and (iii) thehardware platform. Finally,
the security engineer also has to be aware of the latest trends in the design of
encryption schemes, aswell asthe latest attacks. This chapter makes emphasis
ontheimplementation aspects. We provide several implementation approaches
and compare them, thus allowing the reader to have awide range of optionsfor
different applications. In other words, some applications might require the
fastest possibleimplementation of the AES, without regard to power consump-
tion and/or area, whereas others might want to be optimized for the last two
parameters as long as an acceptable performance level is still achievable.
Finally, we also hint at possibl e attacks on implementations and some solutions
presented in the literature.
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ABSTRACT

The technical solutions and organizational procedures used to manage
certificates are collectively named Public Key Infrastructure (PKI). The
overall goal of a PKI is to provide support for usage of public-key
certificates within — and also outside — its constituency. To this aim, several
functions are needed, such as user registration, key generation, certificate
revocation and many others. It is the aim of this paper to describe issues
related to digital certificates and PKIs, both from the technical and
management viewpoint.

INTRODUCTION

In 1976, Diffie & Hellman introduced the concept of public-key (or
asymmetric) cryptography in their paper “New Directions in Cryptography”.
Thiskind of cryptography usesapair of mathematically related keysto perform
the encryption and decryption operations. One key is named the “private key”
and is known only to its owner, while the other key is named “public key” and
must be publicly known. Public-key cryptography isaquantum leap inthefield
of security because it offers a better solution to several old problems: data and
party authentication, privacy without a shared secret and key distribution.
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Thefull range of benefits of public-key cryptography can be obtained only
when thereisassurance about the entity associated to the public key being used;
that is the entity that controls the corresponding private key. To this purpose,
members of small groups of communicating parties can meet face-to-face and
directly exchangetheir publickeys, for exampleonlabelled floppy disks, and then
ensure that these keys are securely stored on each user’s local system. Thisis
usually known asmanual key distribution (Ford & Baum, 1997), but it isseldom
used outside small closed groups because it is highly impractical. Another
approach is to aggregate the keysinto a so-called “public file” (i.e., the list of
keysand associated entities), managed by atrusted entity that makesit publicly
available. Thissolution hasits own problemstoo: thefileisinsecure and can be
manipulated, thetrusted entity isasingle point of failure (thewhole systemfails
if it gets compromised or accessto it isdenied) and the whole approach doesn’t
scale well.

A better solution would beto bind the public key to the controlling entity on
anindividual basisand protect thisbinding with somecryptographic measure. To
thisaim, Loren Kohnfelder, in hisMIT Bachelor thesis (1978), proposed to use
a signed data structure named public-key certificate (PKC). Webster's
Dictionary definesacertificate asa“document containing acertified statement,
especially asto the truth of something” (Webster’s New Collegiate Dictionary,
1980).

The Kohnfelder’s approach leaves open the issue about the signer of the
certificate. Thiscould be auser Alicethat would digitally sign Bob’ spublic key
along with Bob’s name and other accessory information. The result would be
Bob's certificate, which could convince anyone who trusts Alice that Bob’s
publickey really belongsto him. Thisistheapproach taken by somecertification
systems, such as PGP (Garfinkel, 1995) inwhich acertificateissigned by all the
usersthat vouch for the data contained in the certificate. However thisapproach
isunpractical, relieson personal judgement and doesn’t scalewell. Thus, usually
therole of certificate signer istaken by a specialized entity named Certification
Authority (CA) that handles the certificates on behalf of its constituency and
takessomesort of liability for having performed the necessary trust and security
checks. When no privacy issue exists, the certificates are published in appropri-
aterepositories(such asaweb server or aL DAP directory) to makethemwidely
available. Since a certificate is digitally signed information, it isintrinsically
secure and no other specific security measure is needed when it is stored or
downloaded from the repository.

When a third party accepts a certificate as part of a security measure to
protect a data exchange with a PKI user, he plays the role of arelying party
(RP) because he relies on the issuer to have provided accurate data inside the
certificate.

Inthe remainder of the chapter we deal with certificate formats, standards,
and certificate management principles.
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Figure 1. Certificates
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CERTIFICATE FORMATS

Digital certificates can be divided into three classes based on the datathey
bind together (Figure 1): identity, attribute and authorization certificates.

An identity certificate binds together a public-key and some information
that uniquely identifies the certificate’'s subject, that is the person, device, or
entity that controls the corresponding private key. A certificate of thistypeis
issued by a CA. For its similarity to the identity documents used in the human
world, thisisthe most used type of certificate for avariety of applications and
itisusually simply referred to as public-key certificate.

An attribute certificate bindsan identity to an authorization, title or role by
adigital signature. That signature is produced by a trusted third party, named
Attribute Authority (AA), which has the power and takes the liability of
assessing theattribute. Attribute certificatesarefinding increasing usein access
control and electronic signatures.

An authorization certificate binds an authorization, title or role directly to
apublickey rather thanto anidentity. Theconcept hereisthat the publickey can
speak for itskey-holder; that istheentity that control sthe corresponding private
key. Thus, apublic key isby itself anidentifier. Thiskind of certificate hasbeen
proposed to shorten the authorization process: when the AA coincides with the
consumer of the attribute certificate (i.e., the resource controller), then the
controller can directly issue an authorization certificate. Authorization certifi-
cates are rarely used and are applied mostly in access control within closed
groups.

The X.509 Standard

TheX.5091SO/IEC/ITU recommendation (1 TU-T Recommendation, 2000)
isthe most widely accepted standard for the format of digital certificates. This
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is a general and very flexible standard. As such, to achieve application
interoperability often a profiling operation is needed. For example, the IETF
PK1X working group hasdefined a X .509 certificate profilefor usewith I nternet
applications (Housley et al., 1999; 2002) while Visa, MasterCard and other
players adopted X.509 as the basis of the certificate format used by the SET
standard for electronic commerce (SET, 2003).

Originally, X.509 was conceived as the authentication framework for the
X.500 directory service, but later has been applied mostly out of its original
scope. Four versionsof thisstandard exist: version 1 (1988) i sthefoundation but
quickly showed some severe limitations, not solved by version 2 (1993), that is
a minor one. Widespread use of X.509 took place with version 3 (1996) that
addresses the limitations of the previous versions:

e since each subject can hold several certificates (for the same or different
public keys), amechanism to unambiguously distinguish between themis
needed;

. as X.500 israrely used in practice, other ways to identify the subject and
issuer are needed;

»  forcommercial applications, itisimportant to know thecertification policy
used to issue the certificate because it is related to the legal liability;

. mechanisms should allow the definition of mutual trust relationships be-
tween different certification authorities.

X.509v3 uses optional fields (named extensions) to carry these and other
additional data. Finally, I TU-T Recommendation (2000) further extendstheaim
of this standard by introducing attribute certificates, in addition to the identity
certificates supported since version 1.

The basic fields of an X.509v3 certificate are shown in Table 1 and their
meaning isexplained.

The serial number field contains the unique identifier of the certificate
within all the certificatescreated by theissuer. Sinceitisauniqueidentifier, the
“issuer nameand serial number” pair alwaysuniquely identifiesacertificateand
hence a public key.

Thesignature algorithmfield identifiesthe algorithm and optional param-
eters used by the issuer when signing the certificate. Thisis very important to
avoid aclass of cryptographic attacks based on detaching asignature created by
one algorithm and claiming that it was done with a different algorithm.

Theissuer name field specifies the X.500 distinguished name (DN) of the
CA that issued the certificate. This field must always be non-empty.

The validity period field specifies the start and the expiration date of the
validity of thecertificate. Theissuer backsthecertificate only withinthisperiod.

The subject name field specifiesthe X.500 distinguished name (DN) of the
entity holding the private key corresponding to the public key identified in the
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certificate. If thisfieldisleft empty (becausethe subject doesn’t have adirectory
entry) then the identity information must be carried in the Subject Alternative
Nameextensionfieldthat must be marked ascritical. Thispermitsonetoidentify
the subject by the name or names in the extension because it binds a key to an
application-level identifier (such as an e-mail address or an URI, when support
for secure email or Web is desired).

The subject public key information field contains the value of the public
key owned by the subject, and theidentifier of theal gorithmwithwhichthepublic
key isto be used.

The CA Signaturefield contains the actual value of the digital signature of
the CA and theidentifier of the signature algorithm by which it was generated.
Quite obvioudly, thisidentifier must be the same asthe one in the CA signature
algorithmfield.

Table 1: Sample X.509 public-key certificate

Field name Example
Version verson 3
Seria number 12345
CA signature algorithm identifier agorithm shalWithRsaEncryption
(OID 1.2.840.113549.1.1.5)
Issuer CN=Politecnico di Torino Certification Authority,
O=Politecnico di Torino,
c=IT
Validity Not Before Wed Dec 19 18:00:00 2001 (0112191700002)
Period Not After Wed Dec 31 10:00:00 2003 (0312310900002)
Subject CN=Alice Twokeys,

OU=Dipartimento di Automatica e Informatica,
O=Politecnico di Torino,

c=IT
Subject Public Key Information Algorithm RSA (OID 1.2.840.113549.1.1.1)
Certificate | AuthorityKeyldentifier | FA0C 6D6D 9E5F 4C62 5639 81E0 DEF9 8F2F
Extensions 37A0 84C5
Subject Key Identifier | 9E85 84F9 4CAF A6D3 8A33 CB43 ED16 D2AE
8516 6BB8
Key Usage digital Signature nonRepudiation
keyEncipherment dataEncipherment
Subject dternative RFC822: dice.twokeys@poalito.it
names
CA Signature BDD6A3EC D7C1lC411 146FBD7E DF25FF

4AB7871E 023F18BB 4DA23262 90822E
EFBE8370 58A2248D A6839F23 FAIlAAl
E9CC4BC1 144CF894 E391D5B0 B79D86
48F2EE52 7550A7E1 41CDFEDA DCB3954
340A3B66 5C835BE7 00B4B97A F1D3D3
4E12EOAQ 8983B194 D0101BS5 5A94B3
57FD72CA AOES6C01 66BB1CD4 F9CO9F7
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Since certificate extensions are more complex, their treatment is deferred
to the homonymous section.

The X.509 standard distinguishes among end-entity (EE) certificates and
CA certificates. An end-entity certificate isissued by a CA to akey-holder that
canuseitfor several applications(e.g., todigitally sign documents) but not tosign
certificates. On the contrary, a CA certificateisissued by a CA to another CA,;
in this case, the private key corresponding to the certified public key is mainly
used to issue other certificates.

CA certificates can be self-signed or cross certificates. A cross certificate
is issued by a CA to another CA to empower it to sign certificates for its
constituency. On the contrary, a self-signed certificate is issued by a CA to
itself (i.e., the subject and the issuer of the certificate are the same entity). This
isusually doneto distribute the certificate of aso-called root CA or trusted CA,
that is a CA that is directly trusted by the end user. For example, self-signed
certificates are installed inside the most common web browsers to let the user
automatically trust somecommercial root CAs. If thisispositiveor negativefrom
asecurity viewpoint is still atopic for debate.

Certificate Status Information (via CRL)

X.509 certificates have avalidity period with an expiration date. However
acertificate can becomeinvalid beforeitsnatural expirationfor variousreasons.
For instance, the secret key may have been lost or compromised, or the owner
of the certificate may have changed hisaffiliation. In general, any time any data
present in a certificate changes, then the certificate must be revoked. Thisisa
task of the certificate issuer that must also let this event be publicly known by
making available fresh certificate status information about the revoked certifi-
cate. The X.509 standard does not mandate any specific way in which an
authority should maintaintherevocationinformation, but suggeststhe Certificate
Revocation List (CRL) method. The CRL isasigned object, which containsthe
serial numbers of the revoked certificates. A sample CRL isshown in Table 2.
If arelying party application encounters arevoked certificate, then it should be
configured to perform different actions depending on the revocation reason. For
example, a certificate that was revoked because the private key was compro-
mised hasmore seriousimplications compared with the casewhen the certificate
was revoked due to achangein the affiliation of the subject. Thus, from version
2 of the CRL format, it can be stated also the revocation reason. Besides, the
suspension state is introduced where it is specified that the certificate is
temporarily invalid. After a period of time, the reference to the certificate can
be removed from the CRL, thus making the certificate valid again, or it can be
definitely revoked.

The decision to revoke acertificate isthe responsibility of the CA, usually
as aresponse to a request coming from an authorized entity. According to its
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Table 2: Sample Certificate Revocation List (CRL)

Field name Example

Version version 1

CA signature agorithm identifier | md5WithRsaEncryption

Issuer DN CN=Palitecnico di Torino Certification Authority,
O=Politecnico di Torino,
c=IT

Validity This Update Sep 4 12:15:11 2003 GMT

Period Next Update Oct 5 12:15:11 2003 GMT

Revoked Serial Number: 0127

certificates Revocation Date | Jun 9 12:54:18 2003 GMT

Serial Number 00E7

Revocation Date | Oct 3 07:53:38 2002 GMT

CA Signature 0B7FABDC D7C1C411 146FBD7E DF25FF6A
4AB7871E 023F18BB 4DA23262 90822E57
E1238370 58A2248D A6839F23 FCD56A8
E9CC4BC1 01476894 E391D5B0 B79D86CO
48F2EE52 7550A7E1 41CDFEDA DCB394Cé6
340A3B66 5C835BE7 00D3457A F1D3D349
4E12E0AO0 8983B194 DO0101B95 5A94B3E2
57FD72CA AOE96C01 66BB1CD4 F9CO9F7B5

internal rules, the CA authenticates the source of the revocation request and,
after taking the decision to revoke the certificate, the CA has the obligation to
inform the PK1 community about the revocation event. Several methods have
been proposed to allow RP to retrieve the certificate status. CRL-based
mechanisms are the primary methodsfor revocation notificationin PK1: the RP
retrieves the CRL from well-known servers. Alternatively, mechanisms that
provideimmediate notification of revocation have been proposed, such asOCSP,
the on-line certificate status protocol (Myers et al., 1999).

All the available revocation mechanisms share the design goal s of correct-
ness, scalability, and availability:

. all verifiers must be able to correctly determine the state of a certificate
withinwell-knowntimebounds;

* thecostsfor the determination of current revocation status of certificates
should not grow exponentially with the size of the PKI user community;

. replicated repository servers should be provided in order to ensure service
availability.

CRLs may be distributed by the same means as certificates, namely via
untrusted channels and servers. The disadvantage is the increasing size of the
CRL that leadsto high repository-to-user communication costs. Thus, CRLscan
introduce significant bandwidth and latency costsin large-scale PKIs. Another
disadvantage is that the time granularity of revocation is limited to the CRL
validity period; hence, thetimelinessof revocationinformationisnot guaranteed.
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It is worth adding a security warning for the clients, signalling that in
retrieving the CRLswithout verifying the server’ sidentity therisk existsthat an
obsolete CRL is sent. Clearly, an attacker cannot create a false CRL (without
compromisingthe CA), but an attacker doeshave awindow of opportunity to use
a compromised key by denying access to the latest CRL and providing access
to a still-valid-but-obsolete CRL. The term still-valid-but-obsolete implies
that CRLs have a validity period. Certificates have a validity period clearly
specifying the start date and the expiry date of the certificate. CRLsinstead have
valuesfor thedatewhen aCRL isissued (thethisUpdatefield) and thedatewhen
the next CRL will surely be issued (the nextUpdate field). However, nothing
preventsa CA from generating and publishing anew CRL (let uscall it off-cycle
CRL) immediately when anew revocation takes place (Ford & Baum, 1997). If
an intruder deletes or blocks access to an off-cycle CRL from an untrusted
server and leavesthe previous periodic CRL initsplace, this cannot be detected
with certainty by the RP.

Another important observationisthat aCRL doesnot becomeinvalid when
thenext CRL isissued, although someapplicationsbehave asthoughit would be.
CRL Validityinterpretation eliminatestheability of theclient to decide, based on
the value of information, how fresh its revocation information needs to be. For
example, if CRLs are issued every hour, a user might demand a CRL less than
two hours old to authenticate a high value purchase transaction. If a CA issues
CRLs every month, a user would rather prefer to be warned that, according to
his application preferences, that CA’s certificates shouldn’t be used for high
valuepurchases. Thismeansthat the user doesnot want the applicationtoblindly
treat them as fresh as certificates from CAs that issue CRLs daily or hourly.
Unfortunately, there is no way to express the update frequency in aformal way
insidethe CRL ; however, thisinformation might be availableinthecertification
practice of the CA.

Sincethesize of aCRL may increase, it ispossibleto split the CRL in non-
overlapping segments. This can be done viathe CRL distribution point (CDP)
extension of X.509 certificates. A CDP is the location from which the RP can
download the latest CRL for a specific certificate. By using different CDP for
different sets of certificates (e.g., one CDP every 10,000 certificates), it is
possible to set an upper limit to the size of a CRL. Usually, the CDP extension
contains multiple access methods (such as LDAP, HTTP, FTP), to support as
many applications as possible.

Certificate Status Information (via OCSP)

The main alternative to CRL is the Online Certificate Status Protocol
(OCSP) (Myers et al., 1999). This protocol allows applications to request the
revocation status of aspecific certificate by querying an online OCSP responder
that provides fresh information about certificate status (Figure 2).
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Figure 2. OCSP
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The main advantage of OCSP is its speed, since it does not require
downloading huge CRLs. The response is very simple and may convey three
different values: valid, invalid, unknown.

Additionally, OCSP can provide moretimely revocation information than
CRLs (whenitisfed directly with revocation data, before a CRL is generated)
and seems also to scale well for large user communities. However, since
certificate status validation implies a specific client/server request to OCSP
responders, the mechanism can overload the network and generate an intense
traffic toward the responder. Thus, even if the cost of user-to-repository
communicationislower comparedto thetrafficinvolvedintransmittingaCRL,
there still is an intense communication toward the OCSP server. Since the
revocation information is produced at the server, the communication channel
between the relying party and the server must be secured, most likely by using
signed responses. Signing operationscould alsolimit theserver scalability, since
digital signaturegenerationiscomputationally intensive.

On the other hand, the decision to trust an OCSP responder is an important
decision to be made. Consequently, all theissuesrelated to the distribution and
mai ntenance of thetrusted CA’ spublic keyswill apply tothe OCSPresponder’s
public key too. For revocation notification in enterprise environments, there
should exist an additional mechanism to manage and enforcetrusted responders
inacentralized manner. Revocation of OCSP server’ spublickey requiresusage
of an alternativerevocation method for checking server’ spublic key status. The
OCSP responses are signed objects and so the OCSP client must verify the
validity of the signature on them. In order to verify the validity of the signature
on the OCSP response messages the OCSP client hasto verify the status of the
OCSP responder certificate. But she cannot ask to the OCSP responder if its
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certificate is still valid, because in the hypothesis that the OCSP responder
private-key has been compromised its responses can be manipulated and then
give false statusinformation.

In other words, how will the OCSP clients verify the status of the
responder’ scertificate?Inthestandard three alternativesare mentioned to solve
thisissue.

In the first alternative, the client trusts the responder’s certificate for the
entire validity period specified within. For this purpose the CA issues the
responder’ scertificatein question adding aspecial non-critical extension called
id-pkix-ocsp-nocheck. However, the effects of such a choice are self-evident.
In case the responder’ s private key is compromised in any way, the entire PKI
is compromised. An attacker having the control of the responder’s private key
can provide any statusinformation to the PKI community. Therefore, when this
alternative is chosen to be deployed in a PKI, the CA should issue the
responder’ scertificate with avery short validity period and renew it frequently.
This would cause also the OCSP client to download too often the fresh OCSP
responder certificate from the certificate repository.

In the second alternative, the OCSP clients are not suggested to trust the
responder certificate and an alternative method of checking the responder
certificate status must be provided. Typically, a CRLDP extension is inserted
into the responder’s certificate when CRLs are employed, or an Authority
Information Access (AlA) extension is provided in the responder’s certificate
if other means of revocation notification should be employed.

Thethird caseiswhen the CA does not specify any meansfor checking the
revocation status of the responder certificate. In such case, the OCSP client
should fall back to its local security policy in order to decide whether the
certificate at hand should be checked or not.

Another interesting feature of OCSPispre-production of response. For this,
OCSP responders could produce, at a specified moment of time, a compl ete set
of responses for all the certificates issued by the CA. This procedure has its
advantages and disadvantages. The advantage isthat the responder saves up its
computational resources by having available the pre-produced responses. The
disadvantage comesfrom thefact that, by means of pre-produced responses, the
server exposesitself toreplay attacks. Thistypeof attack wouldtypically consist
of an attacker sending back to an OCSP client an old response with agood status
inside just before the response expires and after the certificate was revoked.
However, thistype of attack isfeasible also for responses generated on the fly.
To prevent replay attacks, a special unique value (hamed “nonce”) could be
insertedintherequest and copied back by theresponder into the signed response.
In thisway, areplay attack would be immediately detected.

The OCSP responders are vulnerable to yet another type of attack, namely
the denial of service (DoS) attack. Thisvulnerability isevident when imaging a
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flood of queriestoward the server. The flaw is sharpened by the requirement to
sign the responses. Thisisafact that slows down the capacity of the responder
to answer queries and eventually can take it to a halt. Nevertheless, producing
unsigned responses would not be an alternative, sincethe attacker could be able
to send fal se responsesto the clients on behalf of the responder. For thisreason,
the protocol implementers must carefully consider the alternative of restricting
access to the responder by accepting only signed requests from known partners
or by using other access control techniques.

In general, OCSP is better for fast and specific certificate status lookup at
the present time, as needed for online transactions, while CRLs are superior in
providing evidencefor long periods of time, as needed for archival of electronic
documents.

X.509 Extensions

Since version 3, X.509 has defined a mechanism to extend the certificate
format toincludeadditional informationinastandardized and yet general fashion.
The term standard extension refers to those extensions that are defined in the
standard itself while the term private extension refers to any extension defined
by asinglecompany or closed group. For exampl e, beforethedefinition of OCSP,
Netscape defined the NetscapeRevocationURL extension supported by its
products to provide certificate status lookup.

Each extension consists of three fields, namely the extension type, the
extension value and the criticality bit. While the meaning of thefirst two fields
is straightforward, special attention must be paid to the criticality field, which
isasingle-bitflag. When an extensionismarked ascritical, thisindicatesthat the
associated val ue containsinformation that the application cannot ignoreand must
process. If an application cannot process a critical extension, the application
should reject thewhol e certificate. On the contrary, if an application encounters
an unrecognised but non-critical extension, it can silently ignoreit.

Note that the certificates containing critical extensions are defined by the
CA to be used for a specific purpose. If an application encounters a critical
extension and does not process the extension in accordance with its definition,
then the CA is not liable for the misuse/processing of the certificate. Thus,
certificate extensions are not only related to technical issues but also to legal
aspects.

Standard certificate extensions are grouped into four main categories:
certificate subject and certificate issuer attributes, key and policy information,
certificate path constraints, and CRL distribution points.

The certificate subject and certificate issuer attributes extensions
support alternative names of various forms, to identify the subject or the issuer
in a way consistent with the application that requires the certificate. These
extensions can al so convey additional information about the certificate subject,
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to assist a relying party’s application in being confident that the certificate
subject is a specific person or entity.

The subject and issuer alternative name extensions allow one or more
unique names to be bound to the subject of the certificate. These extensions
support several forms of names, such as email identifiers, domain names, IP
addresses, X.400 originator/recipient addresses, EDI party names and much
more. These additional names are very valuable to perform additional security
checks at the application level. For example, if the issuer inserts the RFC-822
email address of the user in the subject alternative name of her certificate (e.g.,
alice.twokeys@polito.it), then the secure email applications can associate the
sender of anemail with her cryptographicidentity. Thisisactually what happens
in SIMIMEv3 (Ramsdell, 1999) where the subject alter native nameis specified
asthe preferred mean to verify the correspondence between the “From” header
of the RFC-822 message and the identity present in the certificate used to
digitally sign the email. If the values do not match then the SSMIME mail user
agent usually displays a warning message.

The key information extensions convey additional information about the
keys involved, to identify a specific key or to restrict key use to specific
operations.

The authority key identifier extension allows one to identify a particular
public key used to sign a certificate. Thisisthe case when a CA uses two key
pairs (onefor low and one for high assurance operations). The identification of
thekey can be performedintwoways: either withakey identifier, whichtypically
isthedigest of the publickey, or withthe pair issuer nameand serial number. This
extension is always non-critical but, nonetheless, in some software it is very
important because it is used for constructing the certification paths.

The key usage extension identifies the range of applications for which a
certain public key can be used. The extension can be critical or non-critical. If
the extension is critical, then the certificate can be used only for the crypto-
graphic operationsfor which the corresponding valueisdefined. For example, if
a certificate contains the extension key usage with the values set up to Digital
Signature and Non-Repudiation then the certificate can be used to generate and
to verify adigital signature, but not for other purposes. As another example, if
a certificate contains the key usage extension with the value set to Key
Encipherment then the corresponding public key inthe certificate can beusedin
akey distribution protocol to encrypt a symmetric key.

The policy information extensions convey additional information about the
policy used in certificate creation and management. A certificate policy is a
named set of rules that indicates the applicability of acertificate to a particular
community and/or class of application with common security requirements. For
example, aparticular certificate policy might indicate applicability of atype of
certificate to the authentication of electronic transactions for trading goods up
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toagiven price. Thisextensionisvery important asit isbeing used to establish
thevalidity of acertificate for aspecific application. Relying party applications
with specific certificate policy requirements are expected to have a list of
acceptable policies and to compare the policiesin the certificate to thosein this
list.

The certification path constraints extensions allow constraints to be
includedinaCA certificateto limit its certification power. Thefollowing types
of constraints are defined:

. basic constraints tell whether an entity isa CA or not, i.e., whether it is
authorised to issue certificates or if it isaleaf in the certification tree

. name constraintsrestrict the domain of trustworthy names that can placed
by the CA inside the certificates (e.g., only a certain subset of email
identifiers or | P addresses)

. policy constraints restrict the set of acceptable policies that can be
adopted by the CA in its operations.

These extensions are very important and they must be processed correctly
when arelying party application must determinethevalidity of acertificate. For
example, one paper (Hayes, 2001) describesasecurity attack, named certificate
masquerading attack, which successfully occurred because the certificate-
enabled application did not properly apply the external name constraints and
policies.

The CRL distribution point extension identifiesthe point of distributionfor
the CRL to be used in the process of determining the validity of a certain
certificate. The value of this extension can be either adirectory entry, an email
address or a URL.

PKIX Certificate Profile

Extensions are a good way to make the certificates more flexible and
accommodate different needs. However, this can make interoperability a
nightmare. Therefore, several bodies have started to define certificate profiles
that suggest which extensionsto use for specific applications or environments.

Among all bodiesthat defined profiles, the work of the IETF-PKIX group
is particularly important because it applies X.509 certificates to the security of
common Internet applications, such as web protection via SSL/TLS, email
security via SIMIME, and the protection of IP networks via IPsec. The PKIX
profile was originally defined by RFC-2459 (Housley et al., 1999) and later
updated by its successor RFC-3280 (Housley et al., 2002). The profile suggests
the use of X.509v3 certificates, coupled with X.509v2 CRL, and addresses the
followingissues:
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. the format and semantics of certificates and certificate revocation listsfor
the Internet PKI;

. procedures for processing the certification paths;

. encoding rulesfor popular cryptographic algorithms.

In addition to the standard extensions, PKIX defined several private
extensions. However, since the group that defined these extensions is the
Internet itself, extensions can hardly be regarded as private. These PKIX
extensionsare subject information access, authority information accessand CA
information access.

The subject information access extension specifies a method (e.g., http,
whois) to retrieve information about the owner of a certificate and a name to
indicatewheretolocateit (address). Thisextensionisfundamental when X.500
is not used for certificate distribution. The authority information access
specifies how to get access to information and services of the CA that issued a
certificate, while CA information access specifies how to get access to
information and services of the CA owning the certificate.

In addition to these new extensions, the PKIX profile introduces new
application-specific values for the extended key usage extension, in addition or
in place of the basic purposesindicated in the key usagefield. For example, if a
certificate hasthe value of thisextension set to server authentication thenit can
be used to authenticate the server in the TL S protocol. Other values are defined
for TLS client authentication, OCSP signing, timestamping generation, code
authentication and email protection.

Certificate Validation

Once a certificate has been issued, the task of the CA is completed.
However, when a relying party accepts a digital signature (and hence the
associated pub certificate), itisitsown responsibility to check for thecertificate' s
validity. Thisisquite acomplex task that requires many actionsto betaken and
many checks to be performed, but it is at the heart of trust in PKls.

Suppose that Alice receives a digitally signed message by Bob and she
needs to validate the certificate that comes along with the message. First Alice
needsto check the authenticity of the CA signature, for which it is necessary to
obtain the public key of the CA. Next, if Alice directly trusts this CA then she
can validate Bob's certificate immediately. Otherwise Alice needs to get a set
of certificatesthat start from Bob’ sone, continuewith all theintermediate CA’s
certificates up to a CA that Alice trusts (called also trust anchor, TA). This
ordered set of certificates is called a certification path or certificate chain.
More than one certification path can exist for Bob’s certificate. The process of
finding all of them iscalled certificate path discovery (CPD). CPD triestofind
acertificate sequence that leads to atrusted CA. This may require constructing
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several certificate chains before finding an acceptable one. The process of
constructing a certificate path rooted in a trusted CA is called path construc-
tion.

Oncethecertification pathisbuilt, Alice needsto execute apath validation
algorithm that takes asinput the certification path and returns as output whether
thecertificateisvalid or not. Boththe I TU (ITU-T Recommendation, 2000) and
the IETF (Housley et al., 2002) provide sample algorithms for path validation.
These algorithms are a reference to establish the correct results of path
processing, but are not necessarily the best or most optimised way to validate
certification paths. They were chosen because of the ability to describe them
fully and accurately. RPs are free to implement whatever path validation
algorithm they choose, as long as the results are guaranteed to be the same as
these standard algorithms. The path validation algorithm containsthefollowing
steps:

a) Syntax check. Parse and check the syntax of the digital certificate and its
contents, including some semantic check like use of certificate compared
to allowed use (key usage extension), presence of mandatory fields and
critical extensions.

b) Signaturevalidation. Validate the CA’s signature on the certificate. This
requiresatrusted copy of the CA’sown publickey. If the CA isnot directly
trusted then a certification path (or certificate chain) must be constructed
up to atrusted CA. The definition of the certificate chain is given.

c) Temporal validation. Check that thedigital certificateiswithinitsvalidity
period, as expressed by the “not before” and “not after” fields in the
certificate. For real-time checking, this must be compared against the
current time, while for old signed messages, the signature time must be
considered.

d) Revocation status. Check that the certificate is not revoked; that is,
declared invalid by the CA before the end of the validity period. This may
require a CRL lookup or an OCSP transaction.

e) Semantic check. Processthe certificate content by extracting the informa-
tion that shall be presented to the relying party either through a user
interface or as parameters for further processing by the RP application.
Thisshould include an indication of the quality of the certificate and of the
issuer, based on the identification of the certificate policy that the CA
applied for certificate issuance.

f)  Chain validation. In case a certificate chain had to be constructed, the
above steps must be repeated for each certificate in the chain.

g) Constraints validation. Execute controls on each element of the path to
check that a number of constraints have been respected (e.g., naming and
policy constraints).
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A valid certificate is a certificate signed by a CA that a relying party is
willing to accept without further checks — that is, the certificate hasa CA trust
point, thecertificate’ ssignature can beverified, the certificateisnot revoked and
thecertification pathupto atrusted CA can beconstructed andisvalid (Housley,
2001).

In simple hierarchical closed environments, where all the entities trust a
singleroot, certificate validation seemsatrivial task. However, security attacks
can be performed at the application level, as explained in Hayes (2001). When
multiple CAsexist, if the entitiesthat trust different CAswant to communicate
among themselves, the CAs must establish efficient structuring conventionsto
create trust between each other. These conventions are often called PKI trust
models and are discussed later. Generally speaking, a PKI trust model is
employed to provide a chain of trust from Alice's trusted anchor to Bob's
certificate.

In order to perform certificate validation, it is important to know where
certificate statusinformation is available and to | ocate the certificate of the CA
that issued the certificate being validated. Unfortunately, thereisnot yet general
agreement about wherethisinformation should be put insidethe certificate. The
following X.509 extensions could be used:

. the Issuer Alternative Name extension can contain an URI related to the
issuer, but the interpretation of this URI is entirely application specific

. the CRL Distribution Point can contain thelocation of CRLSs, but too often
thisfieldisomitted

e the Authority Info Access extension can contain an URI indicating the
location of the CA certificate and/or the location of an OCSP responder

If a certificate does not contain any of the above extensions — as in the
Verisign-Microsoft case (Microsoft, 2001) — then the certificate’s revocation
statuscannot beautomatically checked, unlessitisconfiguredin someother way
into therelying party application.

Attribute Certificates

Attribute certificates are an extension of the identity certificates and were
introduced to offer arobust, distributed and scal abl e system for the management
of authorizations. In fact, identity certificates can contain attribute information
to be used for authori zation purposes. For example, awidely used accesscontrol
method employs Access Control Lists (ACLS), together with the identity
information placed inside a public-key certificate. Thistechniqueisbased on a
list of records that state the authorization granted by the system to an identity.
Figure 3 shows a sample system that uses an ACL for controlling user access
to a web server. The performed steps are as follows:
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Figure 3: Example ACL

ID access

Bob Green |grant

2. look-up in the ACL E Alice Smith | grant

Jack Ripper | deny

1. ask for access Carl Blue grant
. | ] >
Alice -
Smith Ls web 3. positive response
- server

V4
,/ 4. access granted

/
d
Certificate
ID: Alice Smith
Public key: xxxx

e theuser sends her public-key certificate to the server

»  the server checks the certificate validity and then engages the user into a
challenge-response protocol to check possession of the corresponding
private key

. if the check is positive then the identity extracted from the certificate is
used as a search key in the ACL and the selected action is executed

Other systems base the ACL not on identities, but rather on roles or
authorizations. By using X.509 extensions (such as the Directory Attributes
one), rolesand authorizationscan bedirectly insertedinto anidentity certificate.
However, thissolution exposesthe certificateto ahigher risk of revocationif any
of the roles or authorizations change. Moreover, the CA is rarely the correct
entity withtheright to staterolesand permissionsthat areusually defined directly
by the application servers.

Toavoidthese problems, the Attribute Certificatewasdefined withtheidea
to store privilege information in a structure similar to that of a public key
certificate but with no cryptographic key. Thistype of certificateisused for the
express purpose of storing privilege information and has been standardized in
X.509v4 (ITU-T Recommendation, 2000). The main fields of an X.509 AC are
illustrated in Table 3 and discussed in the following:

. Version: Thisfield indicatesthe version of the format in use. For attribute
certificates conforming to the standard (ITU-T Recommendation, 2000)
the version must be v2.
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Table 3: Main fields of an attribute certificate

Field name Example

Version version 2

Serial number 3514534

Signature algorithm RSA with MD5

identifier for AA

|ssuer CN=Politecnico di Torino Attribute Authority,
O=Politecnico di Torino,
C=IT

atrCertValidityPeriod start=01/01/2001, expiry=01/02/2002

Holder issuer CN=Politecnico di Torino Certification Authority,
O=Poalitecnico di Torino,
C=IT

serialNumber | 12345
Attributes | type 2.5.4.72 (role)
value Student

AA Signature EF1dGhvcml 0e TCCASIwL2NybC5kZXIwTgYDV
RO9BEcgEEAakHAQEBMDUwMwYIKwYBBQUHAGE
WJ2h0dHeg6a5r61ladjUgpdupKxuzgueunsw/
+RkU2Kz1Nm053J0csZs/0IFiMW1GJB2P7225
WWDF010tQcmLYspoiffUPy2g+KvCGlb9zHmE
JoaDn5y+kQQpHs /ZIZeUyNe9UL1ifu3GgG

. Holder: Thisfieldidentifiestheprincipal withwhichtheattributesarebeing
associated. Identification can be either directly by name or by referenceto
an X.509 public key certificate (by apair issuer name and certificate serial
number).

. Issuer: Thisfield identifies the AA that issued the AC.

. Signature: Thisfieldindicatesthedigital signature algorithm used to sign
the AC.

. Serial Number: Thisfield contains aunique serial number for the AC. The
number is assigned by the issuing AA and used in a CRL to identify the
attribute certificate.

. attrCertValidityPeriod: Thisfield may contain a set of possibly overlap-
ping time periods during which the AC is assumed to be valid.

* Attributes: Thisfield containsalist of attributesthat were associated to the
ACowner (theowneristheprincipal thatisreferredtointhesubject field).
Thisfield is a sequence of attributes, each one defined as a pair type and
value. The standard allows one to specify in asingle AC aset of attributes
for the same owner. The information may be supplied by the subject, the
AA, or athird party, depending on the particular attribute typein use.

With an attribute certificate of thistype, theissuer declaresthat the subject
hasthe set of attributeslisted intheattributesfield. Attributescertifiedby an AC
can be anything, from group membership (e.g., the subject belongs to group of
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administrators), tofinancial limitations(e.g., the subject hasan upper limit of 500
Euro for online transactions). The attrCertValidityPeriod field indicates the
period of time for which the attributes hold for the subject.

SDSI/SPK| Certificates

Ronald L. Rivest & Butler Lampson, intheir paper (1996), proposed anew
distributed security infrastructure. The motivation of this proposal lies in the
authors’ perception that many PKIs (such as those based on X.509 certificates)
wereincompleteand difficultto deploy duetotheir dependence onaglobal name
space, like the one proposed by X.500.

The main goal of the SDSI infrastructure is to eliminate the need of
associating anidentity toakey. Thekey itself istheidentifier of the key-holder.
According toitsauthors, thisisa*“key-centric” system. A public key represents
and speaks for the entity that controls the associated private key. Rivest &
Lampson base their arguments on the fact that names are never global, but have
valueonly inalocal space. Namesare bound to aperson by experienceand have,
therefore, always a limited scope. However this leaves room for two entities
having the same name: this problem is called by Ellison the “John Wilson
problem” (Ellison, 2002). To differentiate between such two entities with the
same hame, a large quantity of personal detailsis needed (e.g., birth date and
place, town of residence, name of parentsand many other issuesthat would form
adossier of personal information that would violate privacy). In SDSI, namesare
always related to a very limited and specific context and should therefore
disambiguate very easily.

Each public key, along with the algorithm used to generateit, is contained
inan object called aprincipal. Signatures are appended to the object or can also
be detached from it. Objects can be co-signed by many signers.

A signed object is a particular data structure that must contain:

e the hash of the object being signed, along with the algorithm used to
generate it

e the signature date

»  theoutput produced by the signature algorithm

Below is an example of a SDSI signed object:

( Signed:

( Object-Hash: (SHA-1 =7YhdOmNcGFEQ71QtzXsap=g/uhb= ) )
( Date: 1996-02-14T11:46:05.046-0500 )

( Signature: #3421197655f0021cdd8ach21866b)

( Re-confirm: PT8H ( Principal: ... ) ) )
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The SDSI signed object can have an absol ute expiration time or may need
areconfirmation. An absolute expiration time means that the signatureisvalid
until the date present inside the object. If due to some accident, e.g., aprivate-
key compromise, the signature is not valid anymore, then thereisthe need of a
procedure to revoke the signed object. Reconfirmation is the opposite way of
thinking: asignatureisvalid until the signer reconfirmsit. In this paradigm the
signature isvalid if the time passed from the signature date is less than the re-
confirmation period. The signed object can contain the Expiration-date: or the
Re-confirm: attribute; in the latter case, a time interval is specified in 1SO
(8601:1998) format: for example, PT8H saysthat the reconfirmation is needed
every eight hours.

The Re-confirm: field has an interesting optional value used to specify a
different reconfirmation principal fromtheoriginal signing one. Thisisthecase,
for example, of a server specialized in the reconfirmation duty. The SDSI
architecturedoesnot rely on Certification Revocation List model inorder to deny
validity to a signature but on a reconfirmation method. The paper (Rivest &
Lampson, 1996) proposes aclient-server protocol inwhich someone who needs
toverify asignature could query theoriginal signer itself or adel egated entity for
reconfirmation of the signature.

SDSI identity certificates are used to bind a principal to a person, and,
because humans should always examine the identity certificates, they should
always contain some readable text to describe the person being certified. An
identity certificate is the union of some data to a signed object. It contains:

. alocal name in the field Local-name
. a principal in the fields Value: (Principal:)
. adescription of the certified entity in the field Description:
. asignature (signed object) in the field signed

Thelocal nameischosen arbitrarily; however, asystemexiststolink all the
names. For example, to refer to Alice Smith, Bob's best friend and from him
certified, it could simply be said Bob’ s Alice or, in formal notation,

( ref: bob alice)

while areference to Alice’s mother would be;

( ref: bob alice mother)
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Hereis an example of an SDSI identity certificate:

( Cert:

( Local-Name: Alice)

( value: (Principal: ...))

( Description:

[text/richtext]

“ Alice Smith is a researcher at the Politecnico di Torino.
( Phone: 39-011-594-7087 )

( signed: ...))

In SDSI, each principal (that is, each public key) can act as a certification
authority; that is, can bind a key to an identity by a signature. In doing so the
principal should use his personal judgment about the identity of the key owner
being certified.

Based on the SDSI theory, the SPKI model (Simple PKI) was proposed to
the IETF in February 1997 by a working group, which terminated its work in
2001. The main target of the SPKI certificates (Ellison, 1999) is authorization
rather than authentication. SPKI identifies the problem of having a unique
identifier for aperson as being the problem that led the X.500 project to failure.
Then SPKI1 uses local names to represent entities. But relationships on the net
are established between peoplewho havenever met in person or who do not have
common friends or references. So, SPK|1 electsasaglobal identifier the public-
key itself or a hash free function of the public-key. This is based on the
assumption that any public-key is different from another.

PK1 COMPONENTS

A Public Key Infrastructure (PK1), as defined by the IETF working group
PKIX (Arsenault et al., 2002), is“ the set of hardware, software, people, policies
and procedures needed to create, manage, store, distribute, and revoke public-
key certificates based on public-key cryptography.”

The main components of a PKI are:

certification authority (CA)
registration authority (RA)

local registration authority (LRA)
repository

relying party (RP)

end entity (EE).
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The Certification Authority (CA) is the authority trusted by users. The
main duties and responsibilities of a CA are:

. issue certificates

. manage certificates (suspend, renew, publish, revoke)
. generate and publish certificates status information

. keep safe its own private key

. keep safe the CA hardware and software.

The CA’s private key is the heart of the whole system. The safety of this
key is one of the main responsibilities of a CA. To thisaim a CA should adopt
any security measure it can afford. At least the key should be stored in an
encrypted form and possibly it should be used only by some hardware secure
crypto-device, such as a smart-card or a cryptographic accelerator. To achieve
ahigher degree of security, the key to decrypt the private key or to activate the
cryptodevicecould bedividedintotwo parts, each oneheld by adifferent person
that need to join to operate the CA. Another good practice to protect the CA is
to keep the system that issues certificates and CRLs off-line in a secure vault.

Despite any security measure implemented by a CA, there is always the
chance of ahuman error or attack based on human misbehaviour (the so-called
“social engineering” attacks). Therefore the CA should also pay special atten-
tiontoitsinternal proceduresand to the phase of user registration that isusually
delegated to a different component (the RA), whose behaviour should be
periodically audited.

The Registration Authority (RA) is the entity responsible for the registra-
tion of users requiring a certificate. It verifies the identity of the certificate
applicantsandthevalidity of their certificaterequests. Itisan optional partinthe
PK1 architecture because in its absence its duties can be carried out directly by
the CA, but it is extremely useful, not only because it relieves the CA of non-
technical duties (like control of the applicants’ identity), but also becauseit can
be physically located closer to the users to be certified.

The Local Registration Authority (LRA) is aregistration authority that is
local to aspecific and limited community of users. The userswho belongtothis
community and want a certificate from their community CA should go to the
LRA to havetheir request and identity verified. Sincethe LRA iscloser thanthe
CA totheuser pool that it should serve, itislikely that it can identify them more
easily. Quite oftentheterms RA and L RA are used interchangeably, while other
times the term RA is used for the general concept (that is, to represent the set
of all LRAS).

Therepository isthelogical storage for certificates and other information
(such as CRLs) made publicly available by the CA. The repository can be
implemented in different technologies and accessed by different access proto-
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Figure 4: Sample CA
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cols (LDAP, HTTP, FTP...). Sinceit usually contains only signed information
(PKCsand CRLS), no special security measure is needed when accessing it via
network. However, to avoid denial-of-service attacks and to offer a better
servicetoitscustomers, therepository isusually replicated at different sitesand
sometimes it implements access control measures (such as SSL/TLS client-
authentication or password-based authentication over a secure channel).

A relying party (RP) is an entity that would make some decision based on
thecertificate content. Basically, arelying party issomeone or something whose
action depends on the certificate content and on the result of the certificate
validation process. For example, an e-banking server acts as a relying party
when it accepts and checks a user certificate for authentication in accessing a
bank account.

The end-entity (EE) is the holder of the private key corresponding to the
public one certified and consequently the subject of the certificate. It can be a
certificate user or a Certification Authority.

Using these basic components, several PKI architectures can be built. The
simplest PK | architectureis composed merely of aCA, arepository and an end-
entity.

In this architecture the steps performed to issue a certificate are shown in
Figure 4:

1. The EE requires the CA certificate and verifies it with an out-of-band
method; if the verification is successful, then the EE sets the public key
found in the CA certificate as her trust point.
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Figure 5: Certificate usage
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The EE generates an asymmetric key pair, stores locally the private key,
inserts the public key in a certificate requests that is sent to the CA.

The EE physically goes by the CA to be authenticated according the CA’s
procedures; this step could also occur before the second one.

If authentication (step 3) issuccessful (i.e., the EE’ sidentity isverified) the
CA issues the certificate and publishes it into the repository

The EE downloads her certificate from the repository.

Asshownin Figure 5, when an RP needs to use the EE’ s certificate, it has
to:

Fetch the CA certificate from the repository.

Verify the CA certificate with an out-of-band method (steps 1 and 2 can
be avoided if the RP already performed them in the past or if the RP has
pre-configured trust CAS).

Fetch the EE’s certificate from the repository.

Check thecertificatestatus(e.g., by fetching the CRL fromtherepository).
Verify the EE’s certificate validity (e.g., check that the current date is
withinthevalidity period).

Usethekey found in the EE’ s certificate for the application needs (e.g., to
encrypt data to be sent to the EE or to verify an EE’s signature).

In both procedures, the first steps (those that establish the CA as a trust

point for the EE or the RP) are very critical and difficult because they require
out-of-band verification and human decision. If these steps are successful, the
EE becomes part of the PKI built around the given CA and the RP truststhe CA
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Figure 6: Smple CA with RA
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for its application needs. Theimportance of both things should not be underes-
timated and should require a careful analysis of the CA technical configuration
and administrative procedures to see if they match the needs of the EE or RP.

Usually, to help partiesin performing these checks, the CA makes publicly
availableits Certificate Policy (CP) and Certificate Practice Statements (CPS);
pointersto these documents can beinserted in the certificatePolicies extensions
of X.509 certificates.

A simple architecture that includes a RA is shown in Figure 6. In this
architecture, the EE sends the certificate request to the RA rather than to the
CA, and goes to the RA to be properly identified.

PKI TRUST MODELS

Thissection describesseveral different trust modelsfor CA interconnection
and evaluates the relative advantages and disadvantages.

Hierarchical PKI

A strict hierarchy of certification authorities is shown graphically as an
inverted tree, with the root CA at the top and the branches extended downward
(Figure 7). Theroot CA issues certificatesto itsimmediate descendants, which
in turn certify their descendants, and so on. The CA at the top of the hierarchy,
also known as TLCA (Top Level CA), is the trust anchor for the entire PKI.
Each CA between the root and the subscribers is referred to as intermediate
CA.
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Figure 7: Hierarchy

TLCA

Certification End .
Q Authority . Entit =P Certificate

Inahierarchical PKI, trust startsat the TL CA and flowsdownthe hierarchy
through a chain of subordinate CAs to the end-entities. All intermediate CAs
have a certificate issued by their parent CA, but the TLCA which has a self-
signed certificate asit does not have aparent CA. Therefore all EE certificates
can be verified electronically but that of the TLCA. Asaconsequenceit isvery
important that the certificate of the TLCA isdistributed to EESsin asecure way.
If someone succeeds in substituting the certificate of the TLCA maintained by
an EE with another one, he can get the EE to trust a completely different
infrastructure.

The hierarchical PKI model is the first that was introduced and therefore
it iswell understood and supported by nearly all PKI products and commercial
CA serviceproviders. Also, two famouselectronicfinancial transaction systems
(SET and Identrus) use this model to organize their PKI.

A new CA can enter a hierarchical PKI through the process of subordina-
tion, in which an existing CA issues a certificate for the new CA. Thus,
certificates are issued in only one direction — from parent to child —and a CA
never certifies another CA superior to itself. The subordination process is
transparent and does not impact the users of the hierarchy that can correctly
process the certificates issued by the new CA without any configuration
changes. Integrating an existing, foreign CA into ahierarchical PKI, however,
ismore problematic asit requiresthe usersof theforeign CA todirectly trust the
root CA of the hierarchical PK1, which may be difficult to achievein apeer-to-
peer business relationship.

The hierarchical trust model offers a scalable, easy-to-administer PKI
because each CA serves a specific user community in the hierarchy. Each

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



90 Berbecaru, Derenale and Lioy

member CA processes enrolment requests, issues certificates, and maintains
revocationinformation for itsown community. The extension of thiscommunity
can be restricted by the parent CA via appropriate usage of the X.509
NameConstraints and PolicyConstraints certificate extensions. They permit or
restrict the set of names of EEsthat can becertified (e.g., only themail addresses
of theform“* @polito.it”) and theapplicablepolicies: theseare clear advantages
over other trust models, as pointed out by Linn (2000).

Another advantage of the hierarchical model isthesimplicity inconstructing
the certification paths between any two entities. Thissimply requiresthe RPthat
wants to validate an EE certificate to retrieve issuer certificates until it founds
a certificate issued by the trust anchor. The direction of path construction is
bottom-up. With bottom-up chain building, an application starts with an end-
entity’ starget certificate and usestheinformation in the certificate to locate the
issuer’ scertificate, iterating the processuntil the TLCA isreached. Thisprocess
isfurther simplified by the convention adopted by many secure applications(such
as SSL/TLS web servers and clients, and SIMIME mailers) to send the whole
chain (up to the TLCA) along with the EE certificate.

An important disadvantage of the hierarchical PKI model is the existence
of asingle point of failure: if the private key of the TLCA iscompromised then
so is the whole PKI. Instead, if the private key of an intermediate CA is
compromised, then only its subordinate branch is compromised and the damage
can be limited by quickly revoking the certificate of the compromised CA. This
has the effect to invalidate all the certificates issued by any CA belonging to
subtree rooted in the compromised CA. This subtree must then be completely
reconstructed.

Inconclusion, thismodel isvery successful, butitismainly applicablewithin
isolated, hierarchical organizations, be they a multinational enterprise or a
national government. It is more difficult to apply across organizational bound-
aries(Linn, 2000) wherethereisclearly apolitical —rather than technical —issue:
itishardtoidentify asingle entity trusted by all communicating parties and to
establish common policies acceptableto all participants. Participantsarereluc-
tant to rely on other organizationsto preserve theintegrity of their subordinated
namespaces.

Trust List

Thetrusted list model (Figure 8) requires RP applicationsto maintain alist
of trusted TLCAs. In thisway, interoperability between different hierarchical
PKls is achieved at the application level of the RP. This model is the most
successful on a commercial ground: most current secure applications (SSL
browsers, SSMIME mailers) come pre-configured with a list of commercial
trusted root CAs.
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Figure 8: Trusted CA list
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However thismodel presents some security weaknesses. The main problem
isthat it moves trust management away from the CAs towards end users. The
organization must rely on the usersto take the necessary actionsto handle (add,
remove, check) the CA from thetrust list, to configure policies and to maintain
certificate status information up to date. However, the typical user haslittle or
no idea of what a PK | isand which are the policies or operating practices of the
various roots, and could be easily fooled to believe into a phoney CA. The
alternative is to perform extensive management actions to configure all end
users’ applicationsand/or workstations, to achieveacertain uniformtrust policy
across an organization. Also, the revocation of a TLCA is nearly impossible,
sinceit requires deleting the certificate of that TLCA from thetrust list of every
end user. Last, but not least, there is no way to limit the span of a specific
hierarchy, because the TLCAs in the list have all the same value, while user-
defined name constraints would be needed to restrict a specific hierarchy to a
subset of the global namespace.

Trust lists are useful when they involve only arelatively small numbers of
globally well-known CAs, for direct use within enterprises, and/or to support
interactions across a predefined set of enterprise boundaries.

Cross-Certification

Inorder to overcomethe problem of hierarchical PKI wheninterconnecting
different realms, variousmodel sbased on the concept of cross-certification have
been proposed.

In the mesh (or network) trust model, all CAs are self-signed, and trust
flowsthrough the network via cross-certificates. An EE directly trusts only the
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CA that issued its certificate, and trusts another CA only if its direct CA has
cross-certified the foreign CA. Because cross-certification creates a parent-
child relationship between two CAs, a network PKI can also be viewed as a
hierarchical PKI, with the difference that many self-signed roots and many
hierarchies exist at the same time.

Figure 9 shows a sample networked PKI with three PKI domains that
reciprocally trust each other through six cross-certificates. The certificate X12
represents a cross-certificate between CA1l and CA2; CALl is the cross-
certifying CA, whereas CA2 is the cross-certified CA. The certificate X21
plays the reverse role of the X12 certificate and allows CA2 to cross-certify
CA1. The combination of X12 and X21 cross-certificates creates a bilateral
cross-certification between domains D1 and D2.

Figure 9 depicts a mesh PKI that is fully cross-certified; however, it is
possible to deploy an architecture with a mixture of uni-directional and bi-
directional cross-certifications. A new CA enters a networked PKI through the
process of cross-certification, in which an existing CA issues a cross-certifi-
cate for the new CA. An existing CA leaves the network by revoking its cross-
certificates. The cross-certification processis transparent and does not impact
the users of the network, provided that they can retrieve the cross-certificates
from a global directory. The cross-certification process can also integrate an

Figure 9: Mesh
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existing, foreign CA into anetworked PK | without changing therel ative point of
trust for either PKI.

Compared to the hierarchical trust model, the network trust model might
better represent peer-to-peer business relationships, where peers devel op trust
in each other through cross-certification instead of subordination. However,
certification chain construction in a mesh PKI is more complex than in a
hierarchical PK| because multiple paths can exist between a certificate and the
relying party’s trust anchor.

One of the major drawbacks of this model is that it requires a globally
accessible directory to distribute cross-certificates to PKI clients. Without a
global directory, a RP cannot generally find the cross-certificates necessary to
chainthecertificate of acommunicating peer tothe CA that it directly trusts, thus
causing the certificate validation process to fail. Note that a networked peer
typically sendsonly itsown certificate and that of its CA when it communicates
with another peer, which may have a different direct CA. For example, in the
network of Figure 9, a user of CA1 submits its certificate and the self-signed
CAL1 certificate when communicating with a user of CA3. However, users of
CA3 do not generally have local access to all the cross-certificates and must
contact aglobal directory to build aproper certificate chain to their issuing CA.
Care must be also taken because the certificates for bi-directional cross-
certification are typically stored as certificate pairs in a directory attribute
different fromthat usedfor individual certificates. Therequirement for anonline,
globally accessible directory of cross-certificates introduces interoperability
issuesif aclient cannot access the directory or if the directory does not contain
an up-to-date list of cross-certificates. Furthermore, users of a mesh PKI may
require installation of application plug-ins because current commercial secure
applicationsdo not support crosscertification, asthey do not know how to access
a global directory and process cross-certificates. The distribution process of
such plug-insto all clientsin alarge network can become a deployment issue.

Incontrasttoafull mesh, apartial mesh canalso bebuiltinwhichnotall CAs
are cross-certified. In this case, the ability to perform any-to-any certificate
validation is not guaranteed. M eshes do not enable general path construction to
be accomplished unless the necessary cross-certificates have been pre-estab-
lished between one or more pairs of CAspositioned al ong the path. Mesheshave
the important advantage of being deployable in “bottom-up” direction without
dependenceontheprior availability of atop-level root CA: each EE isconfigured
only with the self-signed certificate of its own CA (i.e., the one that acted as
issuer for the EE).

It is also possible that a hierarchical PKI becomes part of a mesh. Thisis
sometime known as hybrid trust model (Figure 10). In this case, only the
TLCA of the hierarchy needs to cross-certify with the other CAs of the mesh.
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Figure 10: Hybrid
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In general, all trust modelsthat make use of cross-certification present the
following drawbacks:

. increased complexity of the algorithmsfor certification path construction

. possible creation of unwanted trust paths through transitive trust

. decrease of the security level when a high-assurance PKI with restrictive
operating policiesiscross-certified withaPK| withlessrestrictive policies

. scarce or null support of cross certificates from commercial products.

The ICE-TEL web of hierarchies trust model (Chadwick et al., 1997)
represents aform of hybrid model. Pairwiseinter-hierarchy cross-certification,
asin the hybrid model, serves well to link a small number of hierarchies. This
model however does not scalewell to larger numbers because it needs anumber
of cross-certificates equal to N>-N, where N is the number of hierarchiesto be
interconnected. Dueto thisproblem, the Bridge CA model, described inthe next
section, was developed for the U.S. Federal PK1 (Burr, 1998) and it reducesthe
number of needed cross certificates to N.

Bridge CA
Another approach to the interconnection of PKIs through cross-certifica-
tion is a hub-and-spoke configuration (Figure 11), also known as “bridge
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Figure 11: Bridge
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certification authority” (BCA). The main role of the BCA isto act as a central
point to establish trust paths among different PK1s. In abridge configuration, a
“principal” CA (PCA) in each participating PK1 cross-certifieswith the central
BCA, whose role is to provide cross-certificates rather than acting as the root
of certification paths. Each CA can operate independently and under different
certification policies. The BCA isnot issuing certificates to the users, but only
cross certificates to the principal CAs. Compared to the hybrid PKI model,
where the number of cross certificates grows quadratically, in this environment
the number of relationships grows only linearly with the number of PKls.

Although this schema mitigates the political problem of the central trust
point of hierarchical PKIsand reduces the number of cross certificates needed
ingeneric meshmodels, it still suffersfromall the other problems of PKI models
based on cross-certification. Furthermore, other political problemsareraised by
the operation of the BCA: the participating organizations need to agree with the
BCA operatorsthecertificateformatsand the security policiesin order toreduce
therisk of unintended trust. Thiswill most often be specified through certificate
profilesasapart of the certificate policy and certification practices of the BCA
and PCAs. Thisisdiscussed in the paper (Hesse & Lemire, 2002) that is based
on the authors’ experience with a PKI interoperability tested built around a
bridge certification authority that interconnects multiple PKIs based on CA
products from several vendors (National Security Agency, 2001).
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CONCLUSION

This chapter illustrated various digital certificate generation and manage-
ment schemas, by describing the different approaches proposed so far, together
with their risks and vulnerabilities and the protections to be implemented. The
referenceto standardsin thisfield is very relevant to let implementers achieve
interoperability of certificate-based applications and systems (such as applica-
tions that manage electronic signatures or systems that use certificates in
communication protocols). Attention has been paid to certificate extensions, as
the ones defined by common profiles, because they are not just optional fields,
but they are critical elements for more complex processing tasks such as
certificate validation. Usage and application of the concepts and solutions
presented in thischapter will provide areferencetest bed to evaluate progresses
in PKI| and e-documents in the next few years.
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Chapter 111

Smart Card Applications
and Systems. Market Trend
and Impact on Other
Technological Developments

Gerald Maradan, STMicroelectronics, France
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ABSTRACT

Securing data is becoming of the utmost strategic importance in today’s
digital environment. Open wide networks such as the Internet and inter-
dependencies of modern systems have reshaped security requirements of
smart card platforms. Smart card chips have been designed for 20 years to
protect data and resist against attacks. Design mechanisms, cryptography,
software implementation and certification process have all been introduced
to provide efficient tamper resistant techniques against piracy. These
techniques are re-used by a semiconductor industry demanding even more
security. At the same time, smart card industry tries to address this demand
and modify its positioning. This global convergence slightly impact new
modern integrated systems.
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INTRODUCTION

Securing data is becoming of the utmost strategic importance in today’s
digital environment. Open wide networks such as the Internet and inter-
dependencies of modern systems have reshaped security requirements of smart
card platforms.

In the 1980s, the first secure platforms were introduced by semiconductor
industry to address smart card market needs. A smart card is a plastic card,
embedding asilicon IC (Integrated Circuit). Today, smart cards are being used
inawiderangeof applications, from SIM (Subscriber Identity Module) cardsfor
GSM (Global System for Mobile Communication), pre-paid memory cards for
telephony and TV applicationsto transportation, communication, banking, health
andidentity cards. Sincethelate 1990s, GSM hasbeenthe market driver of smart
card industry.

All these applications aim at protecting sensitive data. Therefore, security
has shaped both hardware architecture and embedded software of smart cards.
Beyond the technical features, a standard security evaluation methodology has
been introduced, the Common Criteria (CC), released in 1996 in order to
guarantee that the whole development process follows methodology rules.
However, the environment is changing and the smart card market is at a
watershed:

. Firstly, thecommunicationrevolution occurred: Internet, laptop computers
and mobile phones led to the advent of the communication world. Thirty
years ago, Marshall McLuhan made up the theory of “the Global Village”
to describe hisfeeling that the world was getting everyday more intercon-
nected and thus smaller and smaller (McLuhan, 1968). Indeed, today,
anywhere in the world, people are able to communicate, to handle and
exchange data. In this environment, securing data and communication
becomescritical. Traditional software solutionsto protect dataturn out to
be too weak to handle sensitive data (Pescatore, 2002). Technology
providers propose alternatives and implement smart card techniques in
modern platforms.

. Secondly, thedigital convergenceisonthetrack. Datatransfersaremoving
from analog to numeric forms and digital home networks (DHN) are
looming, inter-connecting into a network all devicesin the house (set top
boxes, televisions, DVD players, home servers, game consoles and com-
puters) linked together through digital interfaces (USB — Universal Serial
Bus, DVI —Digital Video Interface...). Thedigital convergencewill keep
on. Asaconsequence, valuable content is now fully in adigital form and
can bereproduced and redistributed wherever without any modification of
itsquality. Many industries, like music or movieones, areat risk. Technol-
ogy providers, coupled with standardization bodiestry to find solutionsfor
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content protection. Wewill describein thefollowing arepresentative case
study based on SmartRight concept.

More generally in this chapter, we will provide ideas and trails to explain
what makes the strengths of the smart card, exploring both technical security
issues and market trends. At the sametime, we will explore the state-of-the-art
of hacking techniques and some tamper-resistance countermeasures that could
redesign modern platforms. To conclude, wewill try to catch aglimpse of smart
cardplatforms' evolutionsandtheir impactson other modernintegrated systems,
focusing on content protection, e-commerce and introducing biometrics.

Smart Card History

Security was not a major concern for the semiconductor industry two
decades ago. The arrival of the first securechips closely relate to the advent of
card technology.

In fact, bank credit cards have existed in the U.S. since the 1950s, storing
information on the magnetic stripe embedded in the card. This technology is
inexpensive but contains many drawbacks. Theamount of dataisstill very small
(only anidentification number can berecorded) and security isnot ensured since
it is quite easy to duplicate the card with low cost machines. Information is
written or read with techniques similar to those used to record or play an audio
tape, and hackers can produce fake cards indistinguishable from real ones.
Besides, intheinitial scheme of U.S. credit cards, the time required to perform
calculationswasquitelong, processorsbeing deported partly tothereader, partly
to a central calculator.

Taking into account these observations, Roland Moreno, in the 1970s,
created thefirst smart card embedding asilicon chip. Theideaof Roland Moreno
was the following: this chip contains an identification number associated to a
personanditsavailablecredit; theidentificationisperformed throughaPIN code
(Personal Identification Number), typed by auser on akeyboard, and compared
with a code embedded in the chip; access is then authorized or not; if the
procedure fails, the card is deactivated (Svigales, 1987). The concept has been
acceptedimmediately, but it wasdifficultto produceinanindustrialized process.
Indeed, silicon chips are complex and flimsy, traditionally packaged in solid
structures. Smart cardsrepresented achallenging opportunity, sincethey consist
in packaging athin chip in aplastic card of less than 1.5 mmz2.

Thefirst application of the smart card was the prepaid memory cards used
for the payment of telephonic communications. The card embedded a simple
non-volatile memory chip (a memory that could retain data without power
supply) with an additional security circuitry to prevent people from modifying
stored data. The phonecard application exploded inthe1980s, firstinthe French
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market then in the German one. In 1996, the overall number of prepaid phone
cards reached 2 billion cards.

In order to cover new applications and really apply Moreno’ sideas, smart
card chipsneeded to combinebothmemories' capabilitiesand processing power.
Therefore, smart card chips became secure micro-controllers with embedded
memories storing both the Operating System and the application code, and with
the CPU (Central Processing Unit) processing the code. Smart card platforms
became a combination of a hardware micro-controller and software codes.
Specific security features wereimplemented in order to hinder afraudulent use
of thesmart card, like sensors, implemented to control external conditionsof use
of the card (check of external power supply and frequency).

In the end of the 1980s, French banks decided to adopt smart cards.
Bankcards rely mostly on the well nigh impossibility to hack security mecha-
nisms. As the smart card market grew, security became the key issue and the
more complex task to tackle. As processing power introduced the possibility to
perform mathematical cal culations, smart card chips started to introducethe use
of cryptography in semiconductor industry. Thefraud wasdivided by 10inthree
years compared with fraud when magnetic cards were used. As a consequence,
VISA International and Europay definitely adopted the technology.

This success led to a wider use of smart cards in other applications like
health care, pay TV and mobile communications. Microprocessor cards kept on
gaining global acceptancethroughout theworld. Inthelate 1990s, the GSM SIM
cards became the driving segment and smart cards became a strategic market
in the semiconductor industry (Rankl, 1999).

Security Policy and Certification Scheme

Astheproduced smart card volumeincreased, several new playersdecided
to enter the market. Among the multiplicity of newcomers, it became more and
more difficult for customersto feel confident with the security. Smart card key
players endeavored to find solutions and finally proposed that independent
security experts examine the cards, following security evaluation schemes.
Theseschemesaim at covering I T (Information Technology) systems, hardware
and software components. They are based onimpartial evaluation, performed by
independent experts and governed by national agencies to ensure conformity
with the standards.

Formal Security evaluation techniqueshaveexisted for several decadesbut
were confined to governmental applications.

Historically, the first significant scheme, called the TCSEC (Trusted
Computer System Evaluation Criteria) has been introduced by the U.S. Depart-
ment of Defense (DoD) for product evaluation since the early 1980s. The
European Commission created the European I TSEC (Information Technology
Security Evaluation Criteria) and adopted the version 1.2 in 1991. The ITSEC
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aimed at covering both commercial and military applications. It was the first
schemeusedto assessthe security of asmart card application. STMicroel ectronics
and Bull sponsored this evaluation, covering both the hardware chip and the
software application. Several smart card applications, including bankcards, pay
TV and health cards followed this model and achieved certification using this
scheme.

Atthistime, several schemesstill co-existed. Indeed, in 1993, the Canadian
government issued the CTCPEC (Canadian Trusted Computer Product Evalu-
ation). North American and European concepts decided to merge in order to
providecriteriafor theinternational community. Thel SO started towork in 1990
and the v1.0 of a global standard and the Common Criteria (CC) was released
in 1996. Finally, the Common Criteria are the result of extensive international
effortstoalignthe sourcecriteriafrom Canada(CTCPEC), Europe (ITSEC) and
the U.S. (TCSEC). Now, itiswidely used and corresponds to an | SO standard
(1S015408) (commoncriteria.org, 1999).

L et usintroduce the basic notions of the Common Criteriaprocess. The CC
process starts with a security analysis defining:

e TheTarget Of Evaluation (TOE), which isapart of the product or system
subject to the evaluation

e The assets to be protected

*  Thethreats to be countered

e The security objectives

e TheSecurity Functional Requirements, the security functionsto beimple-
mented, and the Security Assurances requirements, the evidences that
security functions have been correctly implemented

The result of thisanalysis should be written in a Security Target (ST). The
ST can conform to a Protection Profile (PP). The PP is asubset of the Common
Criteria and gathers standardized sets of security requirements for products or
systems that meet similar security needs. A Protection Profile has been
devel oped to addressthe major security requirementsfor Smart Card I ntegrated
Circuits (Eurosmart, 2003).

The evaluator assesses then both the effectiveness and the correctness of
the security mechanisms. It analyses the procedures, the methodology and
performs security attacks on the TOE in order to establish alevel of confidence
of thesystem. A predefined CC scale, called the“ Evaluation Assurance Levels”
(EALSs) ranks the level of confidence from the level EAL1 to the level EAL7.

The level of confidence the smart card industry achieves is generally the
EAL4+ (or EAL augmented) level. For moreinformation, refer to CC documents
in commoncriteria.org (1999) and Smart Card Protection Profile in Eurosmart
(2003).
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Figure 1. 8-bit secure micro controller architecture
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Security of aplatform isaways acombination of several elements among
which arethe strengths of itstechnical features (hardware and software) and the
security of both development and production environment. Formal security
evaluation techniques provide an efficient method to control and measure
broadly different security parameters.

Smart Card Architecture Overview

Thefirst IC embeddedinaplastic card wasbased onamemory plussecurity
logic added to prevent easy fraudulent modifications of its content. This
architecture still exists, and is mainly used as prepaid memory cards for
telephoneapplications.

The first memory type, initially introduced, used an EPROM (Electrical
Programmable Read Only Memory), a memory requiring a high programming
voltage supply. A new sort of non-volatile memory, the EEPROM (Erasable
Electrical Programmable Read Only Memory) was then adopted, and did not
require any additional power supply.

Let us analyse in more detail the structural design of the second type of
smart card IC, based on a secure micro-controller (Rankl, 1999).

Secure Micro Controller Cores

Two main architectures split the smart card market. Thefirst one, the most
widely used, is built around an 8-bit CPU based on the CISC (Complex
Instruction Set Computer) architecture (see Figure 1). The core fetches an
instruction from the memory, decodes it and performs the required operation.
Then, it fetches the next instruction. The instruction set is very wide and
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generally compatible with Motorola 6805 or Intel 8051 cores. Other silicon
providers generally have added other instructions.

The second type of architecture is built around a 32-bit core, based on the
RISC (Reduced Instruction Set Computer) architecture (see Figure 2). 32-bit
secure micro-controllers provide enhanced processing capabilities. They ap-
peared recently in the smart card market with the introduction of multi-
application chips. The RISC architecture has a reduced instruction set. Opera-
tion management differs from CISC in that it is usually structured around a
pipeline (Heath, 1995).

Both architectures present the same level of security, security techniques
being relatively independent from the core.

Around the core, modern secure micro-controllers, whatever the CPU, host
several macro cells to compose the chip among which are:

. Memories: RAM, ROM, EEPROM or Flash

. Firewalls: for memories or dedicated macro cells
e Timersand clock management module

. Random number generators

. Sensors

. Cryptographic hardware macro cells

Two /0 (Input/Output) pins are dedicated to ensure communication with
an external reader, following the | SO-7816 standard (1SO7816-3, 1997). Con-
tact-less cards take a significant market share in smart card industry. They do
not require any electrical connection between the card and the reader, and an
antenna hidden in the card allows transferring data within short distances.

Figure 2: 32-bit secure micro controller architecture
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Several Radio Frequency solutionsexist, but the chip architectureitself isbased
on the same architecture presented before.

Memories

To store the program code and data, various types of memories are
implemented. Memaries used arethe RAM, the ROM and the EEPROM. Their
sizesdepend strongly onthe application and on how compact thecodeis. Thesize
is an important parameter, which defines the size of the chip and consequently
its price.

Generally, the ROM is the most compact memory. For the sake of
comparison, one bit of EEPROM is 1.5 times bigger than one bit of ROM. One
bit of RAM isfour times bigger than one bit of ROM (Rankl, 1999).

L et us analyse deeper technical features of memories:

e TheROM canonly beread, but cannot bewritten. The dataare hard-wired
on the chip and cannot be modified once the chip is manufactured. As a
consequence, no voltage is necessary to maintain the data.

. Onthe contrary, the RAM needs power supply to hold the data. The RAM
is used to store variables of a program. Smart card industry uses SRAM
(Static Random Access Memory). Six MOSFET (Metal Oxide Semicon-
ductor Field-Effect Transistor) constitutesthe SRAM. Thistype of memory
actsasabi-stable multi-vibrator and needs acontinuous current to hold the
data.

e The EEPROM is a NVM (Non Volatile Memory), i.e., a data can be
mai ntai ned even with the absence of the power supply. Thus, each bit of the
EEPROM can be modified during thelife of the chip. Thistype of memory
is much more complex than ROM or RAM memories. Two MOSFET
compose the architecture of an EEPROM bit (see Figure 3). One
transistor is used to select the bit. The second one isthe storage transistor.
It has afloating gate, which captures or discharges electrons on this gate.
Electronsareableto go through the energy barrier between the oxide using
the Fowler-Nordheim tunnelling effect, and depending on the tensions
applied onthetransistor. Thestate of thetransistor will modify itsthreshold
tension. In the programmed state, the transistor is blocked. No current can
flow between its source and its drain. In the erase state, the current can
flow between them. Finally, the data values are determined by the charge
on the floating gates. Due to the current |eakage of this gate, most silicon
providers guarantee 10 years of retention of data or a capability to sustain
500, 000 write/erase cycles.

. Flash: some productscontain Flash memoriesto replace ROM or EEPROM
memories. A Flash memory is a non-volatile memory (NVM) with one
transistor per cell. Likethe EEPROM cell, thetransistorisaM OSFET with
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Figure 3: EEPROM cell
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afloating gate with athicker tunnel. The electrical eraseis performed by
Fowler-Nordheim tunnelling. Programis performed by hot electron trans-
fer though the oxide (Rankl, 1999).

Firewalls are mainly designed to protect memory access. They can also be
used to protect dedicated functions like cryptographic macro cells. They are
hard-wired. Memories' firewallsallow partitioning of the memories. The Oper-
ating System maker, the one who devel op the embedded software, defines the
access rights from a partitioned memory to another one. Besides, he/she can
manage the executability of this partition. A wide range of optionsis possible.
Firewallsrepresent astrong security feature, hindering unauthorized downloads
of software and faked code execution. Interrupt management capabilities
complete the structure by interrupting the execution of the code and acting
according to the security policy of the Operating System maker.

Timers and Clock Management Module

Timers are generally based on 8- or 32-bit counters. They provide atime
base with precise delay, necessary for the Operating System management and
useful to implement security functions.

The clock management moduleisaclock generator providing theability for
the Operating System to select various clock configurations. This module, like
most macro cellsin the chip, is selectable by software. The circuit is driven by
an internal clock, whose frequency isinstable. It allowsthe OS to switch from
one clock to another, providing an efficient tool against fraudulent program
analysis. Internal clocksare generally used during code execution. The external
clock isselected only when the application requires an exchange of datawith an
external reader. Internal clock frequencies usually range between 1 and 40
MHz.
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RNG (Random Number Generators)

The RNG (Random Number Generators) are widely used in smart card
chips. Many mathematical calculations, but al so hardware security mechanisms,
rely onthem. They wereintroduced at the beginning of smart card history mainly
to generate cryptographic keys. Progressively, they have covered other
functionalities, such as encryption of data stored in memories or internal wires
encryptions. It is essential that the RNG be truly random in order to reduce the
possibility for hackerstore-cal culate numbersby finding out their mathematical
law. RNG are designed using FSR (Feedback Shift Registers), synchronised by
aclock and modified by apolynomial function. They aregenerally coupled with
an analog source, in order to enhance the unpredictability of the RNG.

Sensors

Under the generic term “security functions,” we mean to refer principally
to the sensors implemented in secure micro-controllers. Two ranges of sensors
arecommonly implemented:

The“integrity sensors’ protect sensible datain the chip against physical
intrusion. Indeed, the smart card chip is covered, at the upper layer, by a
grid of sensorsdetecting physical modificationsof thislayer. Thus, invasive
attacks are considered as an intrusion and the sensors triggers a hardware
mechanism, immediately destroying all data contained in RAM and
EEPROM memories. The card becomes unusable.

e The"environment sensors” control theexternal parametersof thechip, like
voltage or frequency. External pads are monitored during the execution of
the application. When these parameters are outside the range of the
specifications, the sensor notifies the Operating System. The Operating
System then acts according to its security policy. Indeed, hackers may try
tomodify external operating conditionsin order to create amalfunctioning
of the chip in order to get information about its behaviour.

Cryptography on Smart Cards

Cryptography techniques are widely implemented in smart card applica-
tions. Algorithms and protocols ensure confidentiality of data, authentication,
integrity and non-repudiation. Wewill not explainthe concepts of cryptography
but just provide fundamentals, while we reference detailsin Schneier (1997).

A cryptographic algorithm basically encrypts atext or decrypts a ciphered
text. A key (acertain amount of bits) isrequired for encryption or decryption.
Therearetwo classesof key-based encryption algorithms: symmetric (or secret-
key) and asymmetric (or public-key) algorithms. They act as follows:
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. Symmetric algorithmsusethe samekey both for encryptionand decryption,
whereas asymmetric algorithms use a different key for encryption and
decryption. Thedecryption key cannot bederived from theencryptionkey.

e Theasymmetric algorithms are used for key agreement, digital signature,
and encryption. They are based on hard mathematical problems while
symmetric cryptography isgenerally based on ciphering-block algorithms.

»  Variouscryptographic protocols mix the use of both classes of algorithms.
Private-key algorithms are around one thousand times faster than public-
key ones.

Depending on the required applications, some smart card chips may embed
hardware macro cells dedicated to cryptography. Some high-end secure micro-
controllers contain dedicated instructions and cryptographic capabilitiesinside
thecoreitself. Noadditional macro cell needsto beimplemented, hencemaking
the chip more compact and computationsmore efficient. Smart card applications
handlesensitivedata: OSdevel opershavenaturally startedto introduce cryptog-
raphy techniques as soon as secure micro-controllers appeared. The first
implementations were purely software. Hardware implementation became
necessary to strengthen security.

Indeed, the basic intention of smart card applicationsisto protect sensitive
data, such as keys. In order to manipulate these keys, to defend them, and to
reassign them to the external world, a certain amount of processing power is
required. With the increase of piracy, security needs to be stronger and data
management has become more complex. The time necessary to perform such
cal culationsmakes sometimescrucial theintroduction of dedicated blocks. Some
computations, like modular arithmetic or multiplication over great numbers of
bits, are not included in CPU instructions. Two main hardware cryptographic
macro cellsexist: hardwaremacro cellssupporting privatekey cryptography and
crypto-processors. They are now described separately.

Private Key Cryptography

A hardware DES (Data Encryption Standard) supports the DES algorithm
(NIST, 1999). This algorithm is a private-key algorithm based on a block
ciphering system, which input is a 64-bit block of text and uses a 64-bit key to
perform encryption. The result is a cipher text (or encrypted text) of 64 bits.

The DESwascreated in the beginning of the 1970s, and was adopted by the
NSA (National Security Agency) in 1976. Despite years of cryptanalysis, DES
has demonstrated its strength. Nevertheless, with the increase of processing
power in these last years, it was possible to try all combinations of keys and
retrieveit. Thetriple DES wasintroduced, performing three successive DES or
DESinverse, and requiring two keysof 64 bits. Inthe 2001, anew algorithm, the
AES (Advanced Encryption Standard) was adopted as the new standard for the
private-key algorithms by the NSA (Daemen, 1998).
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At the beginning of the 2000s, aDES operation could be executed within 20
pswith adedicated hardware, dividing by more than 200 the time required by a
software implementation on a similar platform. The gain is tremendous. A
dedicated design all owsboth pi pelined implementati ons and opti mised computa-
tions on 64-bit registers. Moreover, the CPU could execute parallel operations;
sensitive DES cal cul ations could be performed inside the macro cell. A sequen-
tial analysis of the CPU becomes trickier.

It islikely that AES dedicated hardware will be implemented in the near
future. Software AES has not been introduced yet on smart card platforms.

Crypto-Processors

Crypto-processorsare designed to support asymmetric cryptography. They
are arithmetic units performing operations over an important amount of bits
(generally between 1024 and 2048 bits), such as exponentiations and modul ar
operations. Public key algorithms necessitate alarge amount of time compared
with private-key ones (Schneier, 1997).

W. Diffie & M.E. Hellman introduced the concept of public-key in 1976.
Their innovative idea relies on the fact that it was feasible to make up
cryptography algorithms based on two different keys: one for encryption (the
publickey) andtheother onefor decryption (theprivatekey). Anyonecould then
encrypt amessagewiththe publickey, but only theowner of the privatekey could
decrypt it. Thisis a strong advantage over symmetric algorithms, whose well-
known problem is to securely transmit the key to the receiver. Public-key
cryptography overwhelms the problem.

In1978, The RSA (Rivest Shamir Adleman) algorithm was presented. This
isthewell known and most used of asymmetric algorithms. Itisbased onthe | FP
(Integer Factorisation Problem), i.e., on the fact that given n and a product of p
and g, which are primes, it is difficult to find p and q (Schneier, 1997).

Crypto-processors support RSA implementations, but also hash functions,
like the Secure Hashed Algorithm (SHA) (NIST, 1994). An RSA encryption
process istime consuming. Software implementations are nearly impossible to
achieve, since several seconds would be necessary on a micro-controller.
Hardware support is hence essential. Today, RSA calculation with a dedicated
crypto-processor is performed within 300 ms.

A new type of cryptosystems, based on the Elliptic Curves Cryptography
(ECCQ) isbeingintroduced inthe smart cardindustry. V. Miller & N. Koblizfirst
proposed these cryptosystemsin the mid-1980s (Miller, 1986). In fact, Elliptic
Curves cryptosystems can be classified into two classes. whether they are
similar to the RSA systems or to the discrete logarithm based system. The
techniques for computing elliptic curve discrete logarithms are more efficient
thanthose used for classical discretelogarithms. Therefore, shorter key sizesare
required to achieve the same level of security of simple public-key algorithms,
representing a potential to build fast and secure algorithms (Blake, 1999).
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MAIN THRUST

In this section, we want to provide an overview of the main trends of the
smart card market and the applications of smart cardswithinthe globalization of
modern systems. Theevolutionimpliesboth amodification of the businessmodel
and the introduction of new software architectures such as 32-bit RISC MCU
and the popular usage of Java language. Moreover, the convergence of
applications(mobilephonee-payment and transport) arelikely to mergeand thus
change the whole value chain for either operators' smart card vendors or chip
suppliers. Wewill provide also an overview of state-of-the-art of attacksagainst
modern platforms and tamper-resistance techniques to fight against hacking.

Smart Card Market Trend

The first significant breakthrough started with prepaid memory cards for
French and German telephony market in the mid 1980s. Smart cards based on
micro-controllers found their first high volume opportunity by the end of the
1980s with the French banking system. However, the boom really arrived when
the technology wasincorporated into SIM cardsfor GSM mobile phones. Since
the early 1990s, smart cards have become a very useful item for consumption
throughout all of Europe, shortly followed by Asian countries (Rankl, 1999).

Despite its immediate acceptance in Europe, the U.S. smart card market
has been very slow in taking off. The main reason is related to banking fraud,
which was lower than Europe. Furthermore, concerning mobile telephony, the
U.S. standard (CDMA) is based on a low-level pure software security instead
of using a SIM card, which is the standard for handsets in Europe and Asia.

Evenwithfew running applications, thereisgrowing activity insmart cards
in the U.S. with the high demand of security that appeared after the events of
September 11, 2001. Indeed, government wirel ess operators, banking, and other
corporations are requiring higher secure systems for both online (respectively
off-line) identification and authentication, to prevent easy hacking from tradi-
tional magnetic stripe cards.

Before 2001, the industry of smart cards had enjoyed healthy growth rates
in the range of 30%. Nevertheless, 2001 was certainly the worst year for this
industry, with an average slump of morethan 15% interm of revenue, especially
for chip prices. Consequently, although morethan two billion cards wereissued
in 2002, IC revenues have significantly fallen.

Signs of revival showed up in 2002, especially in term of volume delivery,
with a growth of 11% up t013% estimated by the main actors.

From the chip manufacturers’ point of view, the smart card I|C market also
declined in 2001 with a high effect due to stock at operators and vendors side.
However the IC demand is showing an increasing average of 18% each year,
from 2.2 billion in 2001 to aforecast close to 5 billion in 2006 (see Figure 4).
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Figure 4: Smart card chips shipment evolution forecast
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Europe has dominated the industry both in term of production and usage.
While Europe still covers more than 50% of the market, the trend shows clearly
a shift towards the Asian area, with more than 30% compared with the current
situation. Moreover, as explained above, the rise of both the U.S. and Chinese
marketswill certainly balancethe predominance of Europeinthe coming years.

European companies also dominate the production of smart cards. From
“end-product” side, the two main actors, Schlumberger and Gemplus, repre-
sented more than 55% of the revenues in 2002. If we add the two other major
players, Oberthur and G&D, the share will represent more than 80% of the
market. Nevertheless, new Asian smart card manufacturersarelikely to become
major playersin the coming years.

For 1Cs market, the three top companies in 2002, Infineon, Philips and
STMicroelectronics, are also European ones and produce more than 75% of the
worldwide smart card I1Cs. Here again, lots of newcomers, such as Hitachi,
Atmel or Samsung, are becoming very active (see Figure 5) (Hirst 2002;
Rouviere, 2002; eurosmart.com).

Value Chain
The value chain of the smart card industry is moving. The historic chainis
splitasfollows:

Chip supplier <=> Smart card vendors <=> Operators as Card Issuers Chain
But from some years ago, smart card manufacturers have a strong

willingnessto move up the value chain to amore service added value in term of
revenues. Indeed, the market is becoming a commodity market, with power
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Figure 5: Total global smart card IC market: Market share in units for
2002 (Source: iMarket McCullingan Analysis, 2003)
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pushed by smart card vendors. This push was al so strong from software houses,
terminal system integrators, and other companies.

Thevaluechainisnow becoming fragmented and smart card manufacturers
are losing a part of their power. New entrants (such as Aspects Software,
Datacard, IBM, Trusted Logic and Goldkey) have entered the market and are
creating quiteastir. Thisisonereason why smart card vendorsnow havetoface
two axes of competition which could squeeze them: on the one hand, new
entrants from both Asia and Europe, and on the other hand, a dramatic price
decreasefrom smart card buyers. European manufacturers have mainly focused
onavolumemarket to securetheir market share. With thisevolution and thehelp
of new entrants, chip supplierscould gain power to push compl ete sol ution offers
under their own brand. Certainly, thisisabig move and chip suppliersare strong
enough to face the stage within a volume price dominant market. One of the
examplesisthe acquisition of the Belgium Banking Card | ssuer, Proton World,
by the chip supplier STMicroelectronics. Particularly in the banking segment,
STMicroelectronicsisablenot only to provide part of global solutionsbut alsoto
propose exhaustive partnerships.

The future of the market and its value chain is going in the way of such
interpenetration of value chain actors (Ubhey, 2003).

Distribution and Market Trends of Smart Card

Applications
Applications using smart cards are numerous and a lot of hew ones are
currently emerging. On one hand, mass-market applications are coming from
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banking and GSM world usage. On the other hand, applicationssuch asPay TV,
healthcare, transportation, PC network authentications, and government identi-
fication cards happen to be growing popular throughout the world (see Figure 6).

Mobile Phones and SIM Cards

Most of smart card market revenue has come from the SIM card. The | atter
provides handset security (with the use of PIN code) and subscription informa-
tion to users of mobile phones. In 2002, SIM cards represent more than 50% of
card productionwith around 420 million units. Now, thissegment isbeginningto
be saturated.

The overall growth of new customersis stagnating despite new opportuni-
ties like the ones emerging in China. Therefore, the market turns into a
replacement market. For thefirst time, in 2001, thismarket, made of SIM issued
to customers who switch from an operator to another, seeking better deals or
wantingto upgradetheir existing services, isequal to thenumber of SIM soldfor
new mobilecustomers. Replacement SIM will significantly outstrip SIM for new
customers, especially in Western Europe, since operators are trying to increase
their revenues per customer. Card vendors are focusing on applications and
services in order to convince end-customers to upgrade their cards.

Even if SIM cards are based on micro-controllers, the EEPROM memory
size is one of the key elements for GSM market. As a consequence, the
importancefor high memory productsisincreasing from 32 Kbytesof EEPROM
to 64K bytesand even up to 128K bytes. Thismemory inflation closely relatesto
data. An example is the phone directory stored in the SIM card. New markets,
like the Chinese market, are focusing on low-cost SIM cards with a use of
EEPROM between 8Kbytes and 16K bytes.

A second key for GSM market isthe ability for operatorsto buy their cards
from multiple suppliers and to expect that new applicationswill run on several
cards. Java Cards have been designed to provide such interoperability. Java use
isbecoming moreand morepopular. Despiteinfant problems, interoperability is
now areality for many distributed systemsin various application areas, such as
publicadministrations, corporateinformation systems, industrial supply chains,
and so on.

In fact, the main constraint is coming from TLC operators, who want to
ensure new revenue generating services. Mobile commerceis one of the future
servicesthat sound promising inthe coming years. To conclude, we can say that
if smart card providers will not be able convince theindustry that a SIM brings
about a strong added value, TLC operators will consider SIM card business as
acommodity.

Banking
Banking isthefirst historical business areafor smart cards. It represents a
sizable portion of the whole market. France has experienced asignificant fraud
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cutback of 90% for financial transactionswithin afew years. And, aimost all of
the remaining 10% has come from transactions made outside France and using
the magnetic strip card.

Banking cardshaveabrisk growth forecast of morethan 30% inthecoming
years. The main reasons are both the EMV (Europay Mastercard Visa)
migration and the product differentiation for banks.

EMYV standard was created allowing smart cards from all the major brands
to be accepted at all payment terminals. That iswhy Europay, Mastercard and
Visa International have joined their forces to create the standard. Other
competitors, such as American Express, have also adopted this norm. Card
associations are pressing member banks in Europe to move to smart cards by
2005.

For other areas, likeinthe U.S. and in Asia, alot of credit card issuers are
coming onthemarket with sophisticated smart cards, whichwill stand outintheir
highly competitive market and also will allow acquiring nhew customers and
retaining them.

One of the future popular applications is the Electronic Purse (named e-
purse). Thisemerging modul eisintended to replace cash payments. The E-purse
functionality isalready in usein somewestern European countries, likeBelgium.

Pay TV

Thisis avery fast-growing market. Smart cards used in Pay TV serve as
aremovable security element and provide subscription information for its user.
The key point is strongly linked to security to reduce hacking of broadcast TV
diffusion.

More generally, Conditional Access (CA) technologies are of the utmost
strategic importance in the digital TV environment, as key enablers of pay-TV
business models. The CA market is promising to grow substantially, since it
follows the growth of Set Top Box market, now the fastest growing consumer
applicationinthe marketplace (CAGR +25%, 2002 estimation). Furthermore, it
islikely to change substantially over the coming years. The arrival of Personal
Video Recorder (PVR) in the Set Top Boxes, the Video on Demand (VoD)
through ADSL, Copy Protection, and Digital Rights Management (DRM) in
home networks put CA actors under pressure to provide a broader range of
technologies and services. The market could boom from 2005 on with new
applications.

Indeed, the CA market is evolving with the convergence of the digital
consumer equipment inthe home (DTV, DVD recorders, VDSL modem...) and
the security policies, especially to protect contents, mainly video from MPA
(Motion Picture Association) and partially Audio (with MP3 popul ar usage), will
certainly rely on evolution of CA systems.
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Transport

Public transport ticket payment has been identified as a major potential
applicationinthe development of the smart card market along timebeforeit was
technically or commercially feasible. One key requirement is contact-less
capability, because any scheme that requires passengers to insert a card into a
terminal would not offer any advantage over traditional coin-operated ticket
machines. In order to ensure smart card success in this market, the entire
payment transaction must be completed during a small fraction of a second
needed for the passenger to walk through the payment point without stopping.

Transportation operatorshavelaunched various experimentsto eval uate all
technological impacts of smart card usage. Mgjor rollouts or launches are
plannedin2003inLondon, Paris, Tokyo and Singapore. Almost every major city
is at least considering the usage of chip card in mass transit.

Most of the projects have two ways to use chip cards. The first usesjust a
memory chip assingletrip ticket and the second uses amicroprocessor card for
multi applications. Why such an approach? Although essential, contact-less
operation is not enough. Nobody wants to see his’her wallets filled with a
proliferation of dedicated cards. In practice, it means that, for example, paying
for a metro ticket becomes a transaction where the ticket payment is made by
debiting an e-purse account on a same smart card which could also be used to
pay newspaper or a piece of cake.

Specific Secure Applications: E-Government

Theeventsof September 11, 2001 triggered exceptional interest in usage of
smart cards. It has boosted alot of pilot projectsin the U.S. in the fight against
terrorism. A good exampleisthe U.S. Department of Defense (DoD), whichis
inprocessto releasemorethan 4 million smart cardsto military, civilian personnel
and outside contractors. Those smart cards are used for Identification and
Authentication allover DoD agencies.

ID (identity) applicationswill become the dynamic application, but it will
probably take sometime to come up, simply because government programs are
developing gradually.

M oreover, theusage of biometricsisalsolinked to such applicationsinorder
to strengthen security. It is particularly true to boost airport security. Pilots at
Amsterdam’ s Schilphol Airport are running with passenger authentication after
inserting a smart card and verifying the identity through iris recognition. This
process firstly spectacularly reinforces security process at gate entrance, and
secondly, it should reduce the waiting time for boarding.

Nowadays, national 1D cards are on projects all over the world, mainly in
Western Europe and in dedicated A sian countries. The same processisongoing
for driving licenses.
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Inthe sameway, health cardsare already used in Germany and France. The
main advantage of such cards is the improvement of administrative procedure
time schedules and, thus, a drastic impact on cost reduction for all paper
documentslinked to the process flow. Two kinds of cards coexist: one as social
security ID and another one for health professionals.

Multi-Application Cards

A multi-application card holdsseveral kindsof applicationsin onephysical
card. For example, atransportation card can be combined with an e-purse and
an 1D company badge. Products are already available, since new 32-bit chips
were designed to target the market. Nevertheless, there are still alot of legal
problemslinkedtotheoperator’ sresponsibility beforeamass-market launch. In
other words, thisimplies strong agreements, for example, between telecommu-
nication and banking operators, to interoperate.

Anyway, the market seems to be ready to move towards new business
models and some very interesting trials are on the field, such as in transport
systems.

Pay Phones

Pay Phone cards are basic cards with only a secure memory inside. They
are used to replace coin and reduced theft fraud in apublic area. Itisavery high
volume market with low prices. The market is becoming mature and prices are
slowing down. In some countries such as Mexico and China, this market is
strongly soaring.

Open Network Security

Oneof thebig challenges of the smart card industry consistsof amovefrom
dedicated networks (such as banking networksor GSM) to an openworld (based
on Internet). In thisenvironment, smart card connections, standardized accord-
ing to ISO 7816, are now a bottleneck both for communication speed and
bandwidth.

Recently, dedicated smart card products appeared on the market integrating
an USB (Universal Serial Bus) port. Such a module could either work directly
on USB network within acomputer or asaclassical smart card | SO connection.

The popular usage of RF (Radio Frequency) networks is also a challenge
for future generations of smart cards.

Historically, European actorsmainly drivethemarket. Asiaisprogressively
involved in the business and the U.S. iswaking up slowly but strongly. After a
decrease in revenue, especially for 1Cs suppliers, the market is starting again
with a strong war on prices.

The business model isevolving; on one hand with new type of applications
like multi-application cards that imply partnerships between operators from
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different segments (banking & telecommunication, for example) and, on the
other hand, with the structure of the market chain, which is also changing with
amore added value put on software and services around the card itself. Thisis
why some IC manufacturers are coming from the hardware world to offer to
more advanced “added solution” offers.

Operating System Evolution Trend

A smart card Operating System is constituted by the embedded programs,
which together with the chip features, controls and supervises program pro-
cesses. Evolution of the Operating Systems in the last 10 years has been
characterized by a profound change: from proprietary monolithic Operating
System, the tendency has moved towards layered Operating System, with more
and more refinements.

At the beginning of the 1990s, smart card Operating Systems were very
few. Thiswas mainly dueto the limited memory capacities of the existing chips
at that time. Operating Systems were monolithic: they were structured as a
collection of Assembler or C routines, compiled and implemented on ROM.
Although the code was characterized by low-level complexity, its monolithic
structurerequired deep know-how to perform any functional modifications, and
only at a considerable expense.

Over the past few years, advances in chip technology and chip software
technol ogy have been phenomenal. The capacities of chips ROM and EEPROM
have become tremendous, and, in the meantime, advanced cO-processors,
performing fast computing operations, have come out. Smart card | Cs can also
run portable Operating Systems, much like Windows, which support high-level
application programming languages (e.g., Java, C++, Visual C/Basic). These
advanced capability features are driving factors for smart card market accep-
tance: they allow a simplification and a standardization of the application
development phase, and therefore imply reduced costs.

Business Requirements

New business requirements for smart cards stand in providing the most
customized services on the cards in the most cost-effective manner. One of the
most important requirementsfor anissuer turnsout to be that the same card must
support applications from different application providers. This new concept is
called multi-application smart card.

What are the characteristics of an “open” multi-application smart card?
Dictated by the market evolution, characteristicsof an“ open” multi-application
smart card, which support industry standards for both hardware and software,
can be drawn as followed.

True“open” multi-application smart cardswill have the following charac-
teristics:
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Figure 6: Total smart card IC market distribution (ST internal source)
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e They will runanon-proprietary operating system widely implemented and
supported.
. No singlevendor will specify the standardsfor the operating system and the
card’s use.

e Thecardswill support ahigh-level application programming language (e.g.,
Java, C++) soissuerscan supply and support their own applicationsaswell
as applications from many other vendors.

»  Applications can be written and will operate on different vendors’ multi-
application smart cards with the same APl (Application Programming
Interface).

These advancements have had a dramatic effect on the smart card industry
and the applicationsthat run on smart cards. Now the challengeisto choose the
correct open multi-application smart card technol ogy and chip technology to use
in the program.

Java seems to be the Operating System that satisfies most of the market
requirements: portability across a wide range of chip platforms, support of
selectable levels of security, and facilitation of partnership developments.
Furthermore, Java can operate on asmart card’ s IC chip and, at the same time,
can support the terminal where the card is used and can be used to support the
application server.

Let us describe the main features of a set of different Multi-Application
Platform Cards:

. MULTOS Card (see Figure 7): MULTOS stands for MUL Ti-application
Operating System. The NatWest Development Team as a secure platform
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Figure 7: MULTOS OS structure
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for theM ondex el ectronic pursedevel opeditinthemid-90s(DatacardGroup,
2001). MULTOSincludeseverything needed for amulti-application smart
card the operating system, the virtual machine (abstract layer) which sits
ontop of the operating system, and acard security manager that determines
what can and cannot be loaded onto the card.

JAVA™ Card (see Figure 8): The specifications for Java Card come in
three parts:

The Java™ Run-time Environment

The Java™ Card Virtual Machine

The Java™ Card API

Java™ Card is not an Operating System, but a series of specifications that

define how a Java VM can run on any vendors' operating system.

Windows for Smartcard (WFSC) (see Figure 9): Announced in 1998, and
developed and supported by Microsoft™ WfSC includes an operating
system, a WfSC Virtual Machine, and an API.

“ Open Platform” Card (see Figure 10): “Open Platform” builds on the
card platformsmentioned above, and themagjor differenceistheaddition of
an Open Platform Application Programming Interface (API) implemented
on top of these other card platforms. This APl adds a standard application
programming interface and a standard security manager to these different
cards.

Piracy and Main Threats

Asthe smart card market increases, piracy represents more and more aloss

of money for the wholeindustry, which isquiteimpossible to assess. Besides, a
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Figure 8: JAVA™ card structure
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multiplicity of new applications are entering the market, such as e-commerce,
network access or multi-applications. Smart cards deal with applications with
highly valuable content to protect. Hacking a card can be of high interest
economically in somefields, particularly in banking or Pay TV segments.

It is usually assumed that fraud cannot be completely eradicated. Indeed,
the level of security cannot compromise economic viability of the application,
simply because increasing security implies increasing the overall cost of the
system. A common occurrence is: “anything can be hacked, it just depends on
your time and money.” In other words, piracy exists but it must be weakened as
much as possible.

Pirates or hackers know quite well the functioning of standard platforms.
L et ustake the example of PayTV system. In the case of broadcast via satellite,
the content issent over theair, butitisnot possibleto control who viewsit, since
no physical return path exists. The mobility of decoders and the difficulty to

Figure 9: WFSC card structure
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Figure 10: Open platform card structure
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detect fraud give more time to the hacker to breach the application, explaining
why, since 1994, all typesof smart card chipshavebeen hacked and thehighlevel
of piracy of decoders (Kémmerling, 1999).

Banking does not have this constraint since authentication generally re-
quires a connection to a server. GSM operators can also cut the line if an
abnormal use is detected.

Let’ sanalyze the main threats and techniques used to extract sensitive data
and software from the chip. We will try to give agood overview of well-known
attacks on silicon chips, but we won'’t be exhaustive. All information below is
public. We distinguish two ranges of attacks:

*  Thefirstonedealswithinvasiveattack techniques: they modify physically
the chip in order to extract information

e The second one deals with non-invasive attack techniques: they provide
sensitiveinformation without any physical modification of the chip.

Invasive Attacks

Reverse engineering isone of the most well known techniquesfor in-depth
decryption of the behaviour of a chip. The method consists of rebuilding the
electronics structural circuitry from the layout. While understanding software
code requires computer knowledge, reverse engineering needs specific design
electronics knowledge and skills, and much more expensive equipment.

Inafirst step, the card body isheated upin order to removethe chip module.
The chip is a very thin silicon structure (a few hundred microns thick) with
transistorsand wires, made of many layers, built on top of oneanother. Each one
must be dissolved in appropriate chemical “baths” in order to let physically
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appear the underneath layer. At each step, we photograph the chip, with
dedicated tools. The progressive elimination of layers must be done accurately
so not to destroy thelower ones. Indeed, transistor connectionsareimplemented
inthelower layers. A completeobservation of theconnectivity allowsrebuilding
electronics functions (see Figure 11). Custom tools, specifically designed by
semiconductor groups and research centres, exist to extract, automatically, the
layout from photography.

Reversing the memoriesis particularly interesting since the codeis partly
implemented in ROM. ROM code masks are doped, so, under the gates
additional implants are located, whose state represents the content of the bit.

Micro-probing and FIB (Focused |on Beam) workstationsarevery efficient
once some layers have been removed. Micro-probing workstations contain
mainly a special optical microscope. Associated with sub-micron probes, it is
possibleto apply voltage on specific wires (likebusor I/0s) and to monitor parts
of thecircuit. Full stations can be sold within abudget of around afew thousand
dollars.

However, themost useful instrument iscertainly the FI B workstation. It has
been produced commercially for approximately ten years, primarily for large
semiconductor manufacturers. Thefirst usage of FIB has been in the semicon-
ductor industry for defect analysis, circuit modification or mask repair. FIB
systems operate in asimilar fashion to a scanning electron microscope (SEM).
But, rather than abeam of electrons, and as the name implies, FIB stations use
afinely focused beam of galliumionsthat can be operated at |ow beam currents
for imaging or high beam currentsfor site specific sputtering or milling. Soitis
possible, with asub-micron resolution, to remove material on achip, modify the
inter-connections or depose metal (generally platinum), creating new connec-
tions. Hackers use this powerful tool to reconnect test fuses, create contactsin
the chip or perform reverse engineering.

Other techniquesandtool sexist to monitor | Cs. Evenif itislong and knotty
to understand the functionality of a macro cell of several thousand gates, it is
possible to get information about new macro cells, security mechanisms or
software code.

Non-Invasive Attacks

Non-invasive attacks are particularly powerful. A system can be abused at
alow cost without destroying the chip.

These attacks exploit the inherent architecture of semiconductor chips
made of thousands of transistors, the basic element of theses systems. The
transistor acts as a switch and its state depends on the current passing between
its Gate and its Drain. Therefore, the consumption of atransistor indicates the
state and a pick of consumption betrays a change of the state. The CPU and the
logic macro cells', being a combination of transistors and flip-flops, macro-
characteristics are strongly dependent from power consumption and switches.
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Figure 11: Reverse engineering of a logic cell
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The glitch attack consists of generating a malfunction to mislead the code
execution. Thefault causes one or moreflip-flops (made of transistors) to adopt
thewrong state. Consequently, it can trick the smart card circuit into skipping a
portion of analgorithm, missing aninstruction branch or bypassing cryptographic
sophisticated barriers. The goal can also be to dump the memory or to corrupt
sensitive datawhilethey aretransferred on the bus. Glitch techniques consistin
putting alittle hiccup into the normally steady clock input, on the power supply
pinoronthefrequency input. Glitch attacksexploit afault generation technique.

Fault generation has been efficiently exploited since September 1996.
Boneh, Demillo & Lipton, from Bellcore, announced anew type of cryptanalytic
attack, which received widespread attention (Boneh, 1997). They stated that it
was possible to find the secret key of public-key cryptosystem both by using
differential cryptanalysis theory and generating faults. E. Biham & A. Shamir
extend this attack to private-key cryptosystems (Biham, 1997). Thus, one can
induce afault at arandom bit location in one of the registers at an intermediate
stage in a cryptographic computation and repeat the experience with the same
clear text and key, injecting the fault in the same temporal window. Applying
several timesthe method, it isfeasibleto deduce intermediate sub-keys|eading
to the secret key. Several practical methods were presented, making this attack
very efficient against all cryptosystems.
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Other non-invasive attacks exploit the el ectrical consumption of the chip.
We provide in the following two examples what is sometimes called in the
literature side-channel attacks (Kocher, 1998; Lash, 2002).

Thefirstisthe SPA (Simple Power Analysis). Inthiscase, only monitoring
the consumption of the chip using an oscill oscopereveal sinteresting information.
Indeed, the amount of power consumed depends on the CPU instructions
performed. Large features such as a DES, AES or RSA computation can be
detected. In Figure 12, an analysis of the consumption shows the 16 rounds of
the DES. If no countermeasure isimplemented, it is possible to estimate when
key bits or sub-keys bhits are transferred on the bus.

The second example is correlated to SPA (Single Power Analysis). P.
Kocher, J. Jaffe & B. Jun published, in 1998, a method to perform a more
dangerous attack, called DPA (Differential Power Analysis) (Kocher, 1998). It
isbased on astatistical analysisof the power consumptionissued from measures
alarge number of computations with the same key. The DPA for DES proceeds
asfollow (Lash, 2002):

e The hacker runs the encryption algorithm for several random values of
plaintexts

. He chooses a target bit at the output of a S-box

. He makes an hypothesis on the involved key bits

»  Theattacker performsastatistical analysisof theresultsfor all inputs. The
form of the final trace is characteristic if the hypothesisis correct

. He repeats the same techniques to retrieve all key bits.

Rather than measuring consumption using an oscill oscope and acomputer,
it is also possible to simulate VHDL hardware model and exploit the power
analysisconsumption simulation results.

We present all basics techniques of attacks. Some are very efficient. We
point out that techni quesdiscovered to breach smart card chip can bereproduced
in other systems. Specific counter-measures have been devel oped to resist these
attacks.

Tamper-Resistance Techniques and Impacts on Platform

Secure micro-controller architecture evolutionistightly dependent on new
hacking techniques. An analysis of the architecture presented shows the basic
elementsto ensure protection, like sensors, memory firewalls, and cryptographic
macro cells. (We presented al so eval uation schemes). However, to fight against
“hacking,” the semiconductor industry hasto adapt and propose other solutions.
We propose to go further in describing other tamper-resistance mechanisms
such as:
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Figure 12: Current analysis of a DES operation of a smart card chip
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When side-channel attacks appeared, cryptography was supported by
crypto-processors or hardware DES yet, driven by dedicated softwarelibraries.
Hardware firewall protections ensure integrity of these libraries, the only ones
able to control these macro cells. Operations can be eavesdropped. Software
librarieswere redesigned taking into account consumption weaknesses, mainly
using randomization of data. All sensitivedata, transferred onthebus, are mixed
using random techniques reducing consumption correlations. Besides, some
macro cells were re-designed following the same techniques. Sensitive data
transiting internally are mixed with random data and non-linear pieces of
algorithms were recalculated and redesigned in order to allow random data
injectionwithout modifyingtheoverall algorithm. Coupled with other techniques,
correlations capabilities of side-channel attacks have been reduced consider-
ably.

Device software usually has access to the data that needs to be protected.
In order to avoid malicious code to be downloaded and executed, a secure boot
performs several verificationsto guarantee the integrity of the chip. A common
occurrence in OS development is to never trust the hardware. Checks are
performed regularly in order to be sure that code and hardware are not
corrupted. Techniques exist to destroy sensitive information in case of possible
attempts.

Reverse engineering of the chip has always been a problem. Most smart
card silicon providers used primarily shield protection. A metal, covered with
integrity sensors, is dedicated to protect the upper layer of the chip. In case of
physical intrusion, the card destroysthe secrets. However, with the evolution of
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design techniques and thinner technology, the number of layers has increased
both with the number of transistors available in the chip. When performing a
reverseengineering, itisoftenuncertainto associateahighlevel metal wirewith
the good transistor. Beside, the progressive elimination of layers damages the
lower ones. Decrypting a complete desigh becomes a brainteaser. Moreover,
themost advanced designsmix up all thedigital partsingluelogic. All transistors
arerandomly mixed physically inthelayout. Final handed layout modifications
complete the protection, rendering it almost impossible to reverse a complete
block. Nevertheless, memoriesare not mixed with thedigital parts. Encryptions
and scrambling are performed. Memories are not regular matrixes and data
stored arerandomized hiding thetrueval ues. Following the same scheme, thebus
of the CPU is not only part of the glue logic of the chip, but also encrypted
randomly at each cycle clock.

Another approach increases security. Since most smart card chips are
standard platforms, some “OS makers” have decided to get a differentiated
product to avoid cloning of the cards. Indeed, once a code is breached, it is
possible to use standard smart cards and download a code, reproducing the
behavior of the hacked card. Developments of hardware macro cells or full
custom chips appear in the marketplace in order to strengthen security.

Security isanissuein many industries. Initiativesare generalizing, particu-
larly inthe consumer world. Themainindustry hit by hacking dealswith Pay TV
systems. It is, however, considered as the strongest security system existing
today. Nevertheless, in Italy in 2002, 3 million hackerswere estimated to watch
digital TV using a hacked card, representing $2.5 billion losses for Pay TV
operators. Smart card chip increases its security, but hackers exploit also
security breachesin the Set Top Box itself. For example, the Operating System
of the Set Top Box, contained in aflash memory, isdumped and re-programmed
in order to bypass smart card authentication. In this case, there is no need to
insert a card in the decoder.

The JTAG (Joint Test Action Group) port is also used to analyze the code
and re-programmed boot programs in the Set Top Box. Furthermore, the
emergence of PVR (Personal Video Recorder) technology has created a
problem. Sincethe moviecan berecordedinadigital forminthedisk, it becomes
a high valuable asset that needs to be protected.

Mobile industry now also suffers from the same hacking techniques.
Hacking on terminal mobile phonesthat attack the operating system used in the
handset chip are already commonplace. The identification included in the
handset can be re-programmed in order to bypass the SIMLOCK (this is a
protective mechanism in the Operating System handset that restricts a certified
SIM card with agiven mobile). Indeed, some operators used to subsidy handset
manufacturers in order to propose competitive packages (subscription plus
handset) to users. Oncethe SIMLOCK isbypassed, itispossibleto get ahandset
at a competitive price and then to choose the subscription operator.
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Both GSM handset chipsand Pay TV decodershosted mainly two chips: the
first oneis a SOC (system on chip), a chip embedding several processors and
functionalities; the second oneisaflash memory, storing the Operating System.
System integration and data processing. These were privileged in order to
reduce the price of the system. However, these chips were deprived of high
security features.

Thetrendischanging. New security featuresare now included within these
systems:

. Flash memories are secured with firewall techniques

. Hardware DES and AES inside the system on chip allows data encryption

. Secure Access Channel secures the link between the smart card chip and
the system on chip

. Encryption techniques protect thelink between the flash and the processor

. Unique identification numbers are inserted in the system

. Public key cryptography algorithm isbeing introduced.

The description is not exhaustive. Other obfuscation techniques and soft-
ware counter-measures exist or are being developed.

FUTURE TRENDS

Inthislast part, we discuss the new security requirementsimposed by both
the digital convergence of the consumer market and the advent of open
networks. We will try to provide ideas about what roles the smart card industry
can play in future integrated systems within consumer platform and e-com-
merce, providing a case study of a solution, called SmartRight, for content
protection. To conclude, wewill endeavor to introduce biometricsand bring out
long-term trends of the smart card industry.

Consumer Market and Security

Content (movie, song, video game, software...) is delivered to the home
from many sources (see Figure 13). Outside the boundaries of the home, we
distinguish two main domains of protection. The first one deals with contents
transferred through satellite, terrestrial, cable or ADSL for digital TV. It is
traditionally protected by Conditional Access Systems. The second one deals
with the Internet, which opened a second channel of distribution of content,
delivered to computers. This channel is protected by DRM (Digital Rights
Management) systems.

Onceit arrived in the home, content is decrypted and the consumer can use
itwithout any restriction. Thedomaininsidethehomeisnot protected. However,
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thedigital form of content and interconnectionsthrough devicesrepresent anew
threat. Today, most of devicesin the house are still interconnected via analog
links, but the fast development of digital interfacesin the house will lead to a
generalization of Digital Home Networks (DHN): all deviceswill be intercon-
nected and the content, like movies, will transfer from one device to the others.
The emergence of both Digital Video Recorder (DVR) and the Personal Video
Recorders (PVR) in the Set Top Boxes will allow people to record movies,
coming from broadcasters, in adigital form that could bere-distributed over the
Internet. Consequently, athird domain, insidethe boundariesof thehome, needs
to be protected.

On top of the current industry-scale piracy, the fast download of digital
content through the Internet had dramatic consequence in the music industry.
ThelFPI (International Federation of Phonographic Industry) recently reported
that global salesislosing 5% each year since 2001 with aloss of about $5 billion
(compared to $37 billion in sales) due to hacking (Berman, 2003). The movie
industry is following the same trend. The MPAA (Motion Picture of America
Association) reported morethan onemillionillegal downloadsperformedin2002.
Withtheadvent of DHN and new technol ogies, high quality moviescould suffer
amassive piracy. Content protection is amain concern for content providers.
They are pushing all technol ogy providersto find securesolutions. Theconsumer
industry, inaccordancewith silicon providers, multipliestheinitiativesin order to
propose efficient solutions.

A second trend is happening in the consumer market. The evolution toward
the DHN is on the way. But, what will be the home gateway of the DHN? This
hub islikely to be a device being able to receive and re-distribute all types of
contentsinside the home. Three devices could play thisrole: the set top box, the
PC and the game console.

Security isakey element of the main stake of tomorrow’ sconsumer market
evolution.

Computer designs have neglected security on their chips, relying on DRM
solutions to protect the Internet channel (DRM intends to protect content by
associating an access right to the content). Nevertheless, these solutions are
widely attacked because their reliance on cryptographic software modules is
unable to make up for hardware weaknesses (Allan, 2002).

Intel and Microsoft are determined that the PC will be the hub of the future
home network. If entertainment is a key application, DRM is going to be the
critical enabling technology. The PC hasthento do DRM or risk being displaced
in the home market. They are trying to propose solutions. The TCPA, which
standsfor the Trusted Computing Platform Alliance, isaninitiativeled by Intel.
Their target isto build “anew computing platform for the next century that will
provide for improved trust in the PC platform.” Palladium is software done. It
providesacomputing platform onwhichyou can’t tamper with the applications,
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Figure 13: Consumer environment

and where these applications can communicate securely with the vendor. The
targeted application is DRM. Content providers should be able to sell DVDs,
decrypted by the platform. Obviously, ananti-copying system should beincluded.
They alsowill beableto sell you CDsthat you’ll only beableto play threetimes.
Other marketing possibilities will open up. TCPA/Palladium will also make it
much harder for you to run unlicensed software (TCG, 2003).

The Microsoft’ s Xbox game console is another example of a platform that
triesto implement security. Nevertheless, the first version suffers weaknesses.
A MIT graduate student took toolsleft over from hisjust-completed Ph.D. thesis
onsymmetric multiprocessing (SMP) systemsand applied themin breaking some
security features of Microsoft’s Xbox (Huang, 2002). His efforts, which began
just few daysafter Xbox went on sale, could potentially open the Xbox platform
to other operating systems and for support of nonstandard peripherals.

The platform didn’t include the traditional traps used in the smart card
industry, but rather tried to re-think security techniques. Thus, the platform
included built-in booby traps intended to prevent software not authorized from
running on the machine. They are also used to implement DRM (digital rights
management) and to provide each XBox with aunique, traceable serial number.

Techniquesincludes RC-4 encryption (RC-4 isaprivate-key cryptography
algorithm), non-working decoy code in the system’s Flash ROM, and a* secret
boot block” hidden within one of the system’s application-specific integrated
circuits (ASICs). Theuse of asymmetric algorithm isaproblem when one party
is not trusted. Besides, one of the security features was based on the high
throughput of the high-speed bus. But it was possible to intercept communica-
tions between the device’ s north-bridge and south-bridge chips, exposing the
decryption key and the contents of the boot. Sensitive operations were donein
hardware, but it was possible to perform reverse engineering. No protection
technique used by secure microprocessors was used. Nevertheless, security is
now a big concern in consumer industry.
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There’ snodoubt that security isonitsway to beingimplementedinall future
consumer platforms.

Case Study: E-Content and Smartright Proposal

The efforts of industry are also concerned with e-content protection inside
the home. Standard bodies and the MPAA are leading the battle.

Thus, the DVB (Digital Video Broadcasting), the European standard body
of digital TV, hasissued toward the community acall for proposalsfor Content
Protection & Copy Management Technologies (dvb.org, 2001). The DVB
request aims at defining a common technical framework that will be able to
protect all types of content within the home network. One of the requirements
of the DVB Content Protection and Copy Management (DVB-CPCM) is to
providean end-to-end protection, i.e., fromthepoint of content originationtothe
point of content consumption. Several companies answered the DVB. In the
following, we proposeto analyzetheinitiative created by Thomson to deal with
content protection, called SmartRight (smartright.org, 2001) and submitted by a
consortium of companiesto the DVB. We proposeg, in thefollowing, to develop
SmartRight basics as a case study representative of consumer security new
market demand and using a smart card.

Hardware Architecture

The architecture uses the conditional access principles. SmartRight archi-
tecture is based on smart card technology. At the entry point of the home
network, the device scrambled or kept scrambled the content. The content
moves scrambled over the network until it is descrambled and rendered by
another smart card to the consumer device.

The management of content protection uses data packets called Local
Entitlement Control Message (LECM) inside the flow of content. They encap-
sulatethe content scrambling keysand theaccessrightsfoll owing thetraditional
scheme of MPEG-2 management in main pay TV systems. Cryptography
mechanisms secure the LECM over the network. The DVB-CPCM defines
several protection levels. They are dependent on the usage state of the content:
copy control not asserted, copy once, copy never or copy ho more. Thebehavior
of the system and its cryptographic mechanisms depends on this state. The
concept of a Personal Private Network (PPN), composed of a set of devicesis
introduced. A set of security rulesgovernsthelife of smart cardsand checksthe
coherence of the network activity. Once entered, the content is handled and
protected. Inside this protected home network, the referenced architecture
defines three types of consumer devices (see Figure 14):
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*  The access devices
e The presentation devices
e The storage units

And two types of cards are considered:

. The converter cards
The terminal cards.

The access devices receive the source of content from the external domain
and deliver it to the PPN. It can be any distribution means inside the home
network. The presentation devices are any devices rendering the protected
content. A typical example is a Digital TV. It can also export the content to
proprietary copy protection systems. The storage unitsare anything that records
the content. No additional card is required. The content remains scrambled while
stored.

Some devices may play several roles: atypical exampleisa Set Top Box
withaPVR (accessdevice and storage unit). A converter card isassociated with
an access device. It includes the SmartRight module that createsthe LECM. If
the access deviceis a Set Top Box, the conditional access card can embed also
thismodule. Theterminal card is associated with the presentation device. This
card decrypts the LECM and, according to the usage state, sends back to the
presentation device a control word to authorize or not the descrambling of the
content.

Content Protection Management
The DVB-CPCM defines several levels of content protection, chosen by
the content provider:

. “Copy control not asserted:” the user isauthorized to view the content and
to make as many copies as he wants. This is the “copy-free” state.

. “Copy once:” thecontent can becopied and used only insideitsassociated PPN.

. “Copy never” and*“ Copy nomore:” the content cannot berecorded but only
viewed once rendered by a presentation device.

Two different PPN can share only “ copy-free” contents. Besides, asa PPN
is associated to the smart cards, it can encompass several physical homes. In
order to provide a consistent end-to-end protection, the content is managed by
the LECM. A specific network key protects this data structure. This key is
unique and created randomly at the PPN creation. The content to be protected
can be video or audio, but also images, web pages or software. In this system,
no assumption is made on the content type.
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L et usdescribe now theflow of the content inthe Pay TV systemin Europe.
The MPEG-2 transport stream arrives scrambled in the set top box. It is
scrambled using the DV B Common Scrambling Algorithm (DVB-CSA). Then,
Entitlement Control M essages (ECMSs), containing the Control Words(CW) and
abrief description of the content, are extracted and sent to the conditional access
smart card. Once decrypted, the descrambling key (or Control Word) is sent to
the set top boxesin asecureway in order to render the content. Inthe SmartRight
system, the LECM management depends on the content received by the PPN.
If it isa MPEG-2 content, then the conditional access module of the converter
card will securely decrypt the ECM. To ensure the content protection, the
SmartRight module will then re-encrypt it into a Local ECM (LECM). The
LECM replaces the ECM at the entry point of the PPN. The content received
by the PPN can also be yet protected by a DRM and another content protection
if itisinapre-recorded format likeaDVD or simply free-to-air. In these cases,
the rights of the content are extracted and the content will be converted in the
SmartRight format. The LECM replaces the protection data structure at the
entry point of the PPN.

The SmartRight algorithm used to scramble the content is still under
discussion. The DVB-CSA could be one of the candidates, since it proved its
robustness in the past.

Consequently, the converter card creates the LECM and the terminal card
extracts the control word enabling the rendering of the content.

All the relevant information for copy protection broadcasting inside the
homeiscarried by the LECM. Itsformat follows the MPEG-2 transport stream
format. The data structure is encapsulated in the private_data byte structure of
the Private section defined in the SO 13818-1 standard (1S0O13818-1, 1996).

The LECM is divided into two sections. The first one is the protected
section. It containsthe descrambling (control words) and view only information
that will be described deeper in thefollowing. Itisencrypted for “ private copy”
and “view only” modes.

The second part isthe plain section, never encrypted. It containsmainly the
followinginformation:

e The content type
e The usage state
e The 128-bit encrypted LECM key.

A 160-bit integrity check is associated with the LECM.

The content protection management over the network relies on crypto-
graphic schemes.

A unique network key, present only interminal cards, is created randomly
at the PPN creation. The converter card managesthe LECM. It picks at random
aLECM key when anew device is connected or upon request of the DRM/CA
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Figure 14: Consumer devices and cards in SmartRight system
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module. The converter card then transfersit in a secure way (using public key
cryptography) to one of the terminal cards, which encryptsit with the network
key. It returns to the converter card the resulting encrypted LECM key. When
creating a LECM, the converter card uses the LECM key to encrypt the
protected section of the LECM and puts the LECM key encrypted with the
network key in the plain text section of the LECM.

These encryptions use symmetric cryptography. Theintegrity check of the
LECM isdone before the encryption of the LECM. Thisisa160-bit hash value
computed using the Secure Hash Algorithm (SHA-1) (Krawczyk, 1997). The
management of LECM and its content depends on the usage state of the
protected content.

When the content receivedisin “copy free” stateor in“private copy” state,
the content descrambling information of the LECM isthe Control Words (CW).
The view only section contains random val ues.

In “copy free” mode, the LECM remainsfully in clear. So, once received
by the terminal card, the CW is extracted and the content is descrambled in the
presentation device.

When the content receivedisin “ private copy” mode, the protected section
is encrypted with the symmetric algorithm using the LECM key. Once in the
terminal card, the encrypted LECM key is decrypted using the secret network
key. The protected section of the LECM can then be decrypted, giving the
access to the CW. A presentation device of another PPN cannot decrypt the
LECM.

In “view only” mode, the Converter card and the Terminal card uses the
HMAC-SHA-1 algorithm (RSA, 2001). This algorithm specifies the use of the
Hash function combined with HM AC asakeyed authentication mechanism. The
goal isto provide both data origin authentication and data integrity for packets
sent between the two parties. This is an 80-bit secret key authentication
algorithm.
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When “view only” content isreceived, the Converter card picks at random
two values: X and Y. The content descrambling information isacombination of
X and the CW. Theview only informationisY. Theencrypted LECM issent to
the Terminal Card. Oncereceived, the LECM is decrypted. The Terminal card
cannot retrievethe CW. It issuesarandom W and sendsit back to the Converter
Card. Thisone computesf (W) using Y asthe secret key, f being the message
authentication processusingtheHMAC-SHA 1 algorithm. It combinesf (W) and
X and sends back the datato the Terminal Card. The Terminal Card verifiesW
using the secret key X sent previously and retrieves Y. It can then extract the
CW to descrambl e the content. The protocol is shortly described in Figure 15.
Another PPN cannot decrypt the LECM. A recorder that wants to replay the
content is unable to respond to the correct challenge since it doesn’t know the
view only information.

PPN (Private Personal Network) Infrastructure
The network key is the secret data shared by a PPN. It is held by the
Terminal cards. The Terminal cards have three states (see Figure 16):

e Virgin: it has no network key.
. Progenitor: it has a network key and can send it to a Virgin card.
. Sterile: it has a network key but cannot send it to aterminal module.

When anew deviceisconnected to the PPN, its Terminal card isVirgin. If
it isthe first Terminal card in the PPN, it picks at random a network key and
becomes Progenitor. Else, one Terminal card in the PPN detects the new card
and is able to send it the network key in a secure way. When the key is
transmitted, this card becomes Sterile.

A card can beinitialised to Virgin state upon request of the user. Figure 9
shows the different states of the Terminal card.

Each Terminal card has one asymmetric key pair, contained in a Terminal
certificate. Besides, the Terminal and the Converter cards hold a Certification
Authority public key, used to check the validity of other certificates.

Beforetransferring the network key, the Progenitor and the Virgin modules
exchange and check their certificates. Then, the network key is sent, encrypted
with the Virgin card's public key. The chosen asymmetric cryptographic
algorithmisthe RSA with 1024-bit key, describedin PK CS#1v2.1 (RSA, 2001).
The same algorithm is used when the encrypted LECM key is transferred to a
Converter card. Besides, the RSA with 1024-bit is used to sign certificates.

Progenitor and Sterile cards contain a network identifier. This one is the
hash value of the network key, computed using the SHA-1. It allows checking
the coherence of the PPN when a change or user request occurs. The number
of devicesinsidethe PPN islimited by a network size data, stored permanently
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Figure 15: Protocol view only
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in the Progenitor or Sterile cards. This number is decremented each time a new
deviceisconnected. When the counter isnull, the PPN hasreached itsmaximum
size.

SmartRight technology was one of the numerous proposals submitted in
response to the DVB Call for Proposal for Content Protection and Copy
Management Technologies. Itisan exampleof solutionfor e-content protection.
It slikely that thefuture standard of content protection will comefrom ageneral
consensus of the whole industry and will result from a technical compromise
between various solutions.

Secure solutions are developing outside the traditional scope of the smart
card industry. Constraints are different so innovative solutions will emerge.
Thesesolutionswill lead, inthe coming years, to the protection of thefull digital
chain.

E-Commerce Trends

E-commerce evolution isdirectly linked to Internet expansion through PC
and Wireless' s tremendous accessibility. This new mass market is an opportu-
nity to stretch the application field, with secure real-time processing of high
volumes of data.

This expansion offers exiting opportunitiesto smart card business through
these innovative applications, which loom up on the field. These new kind of
applicationsrequire:
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Figure 16: Terminal card states
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. Data storage capacity (video, music, maps, graphics, database, applets,
phonebook, personalization)

. M ono-directional flow for applicationwith high volume of datarequesting
real time playback, (e.g., music, video)

. Bi-directional isochronousflow for streaming applicationswith high volume
of dataexchangein both directions (e.g., dataencryption for connecting to
banking application, contentsright control { watermark check} , encryption/
decryption of voice or IP packets)

. More and more security and cryptographic capabilitiesfor covering confi-
dentiality, integrity, and authenticati on needs.

In this context, the smart card has turned out to be the essential vector for
generatingdigital signatures, performing mutual authentications, and al so cipher-
ing, essential operationsfor online transactions.

However, introducing smart cardswithin an Open Network marketisareal
stake. Market acceptance is a key factor that can be reached through the
following statement: Smart cards must achieve a high performance secure
access to the Open Network, without extra cost.

The smart card success factors are summarized as follows:

. Smart card security brought to PC or Mobile world

. Low cost implementation: no more smart card readers -
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. Increase of the communication speed
. Dual (or more) mode smart cards (for |SO compatibility)

A pending crucial successfactor of fruitful commercial applicationsstretch
is consumer confidence towards security and confidentiality of the traditional
payment models. Therein smart cards overcome weaknesses of traditional
specific applications, and enter the tremendous Internet applications mass
market. Herethe smart card can strengthen the global application through robust
security features and appropriated PK1 algorithms.

Thefirst step tolink asmart card to the market of Open Networks has been
to adapt the SO communication protocol to the PC one: SO (International
Standardisation Organisation) i sthetraditional communication protocol used for
smart card, when USB protocol is dedicated to computer world.

The first solution has been to develop an ISO/USB reader link between
smart card specific protocol and Open Network business. The main drawback
of such a product is the electronic complexity of the device, and therefore the
inherent cost. Theglobal solutionremainsvery expensiveregarding the expected
market acceptance: acceptance from consumer, acceptance from PC manufac-
turer (if integrated within PC), or acceptance from application provider (if
solution pushed by financial groups).

To thoroughly fit this new business model, the ideais to integrate within
smart cards new communication protocols, and not in the reader any more. This
solution allows a direct connection to the PC, just through galvanic contacts.
Smart cards become bilingual, and even more! As a consequence, the cost has
been dramatically reduced (by a factor of 30!).

To underpin smart card acceptance within innovative applications, which
for Internet will be mainly based on securing audio and video, speed enhance-
ment boundary cannot bealimitation factor. Choice of new smart card protocols
for Open Network must be dictated by the ci phering/deci phering capabilitiesfor
streaming services. speed enhancements of 12 Mbps (M egabits per second) are
sought-after for multimedia (audio, photo, low speed video, games) and tele-
phony, modem; high speed applications of up to hundreds of Mbps are planned
in avery near future:

. Multimedia(digital video, video conference, DVD),
e Telecom and datacom applications,
. High-speed transmissions.

Smart card has to evolve and adapt itself in that changing environment:
communication channel, with respect to transfer rate, size and protocol, has to
move from SO 7816 T=0.
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The current studies led by the 3¢ Generation Partnership Project (3GPP)
evaluate the following protocols from the smart card side:

. Universal Serial Bus (USB)
. Multi Media Card Protocol (MMC)
. Enhancements of ISO/IEC 7816 T=1

Inthiscontext, USB protocol isparticularly adapted: USB 2.0 specification
defined speed enhancement up to 480 Mbps (USB High Speed).

A product integrating the USB protocol has been designed to fulfill the
requirementsof themarket evolution (STMicroel ectronicsin collaboration with
Schlumberger, followed by other chip manufacturers): able to operate in SO
mode as well as in USB mode, this product can be used both on computer
terminals and on traditional smart card terminals (payment, banks, health,
identification and so on). Thanks to this solution, the terminal, previously an
intelligent deviceisnow reduced totheminimum, i.e., an USB connector, without
the need for an external clock the smart card chips were requiring. To achieve
this goal, it has been a challenge for chip manufacturersto generate an internal
clock for USB devices with an accuracy of afew percent and this, without any
external devices (oscillators, capacitors...).

Through thissmart card USB device, the Internet world is opening its door
to anew field of secure and fast commercial transactions: the user simply slots
this card into its dumb connector, and the system recognises it as a USB
peripheral. Out of the connector, it fitsin the user wallet, ready for usein smart
cardterminal (access, banking, loyalty, and transport applications), giving users
all theadvantagesof atraditional | SO card. Thishighly versatiledigital ID isideal
for e-commerce and secure Internet access.The USB smart card will become
your ID for all computer transactions and will be mandatory in terms of IT
security. All these applications at the lowest cost for the PC manufacturers...
and for you, because a PC with USB terminals will be at no additional cost!

Biometry Introduction

For all secure applications, a problematic isthe same: how to authenticate
users with security and convenience? Current security solutions are based on
something you know (PIN codes, Passwords) or something you have (keys,
smart cards). But both of them could be stolen, borrowed, lost or even rented.
High security solutions must be acombination of both something you know and
also somethingyou have, like self-fingerprinting. It isthe best suitable approach
for security and convenience. Biometrics is based on something you have.
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Biometrics Market

Theauthentication product market israpidly blooming and the main techni-
cal trend for biometricsisthe use of fingerprints. First, applications are access
control for computers, network security point of sales and government national
ID cards. A second phase will certainly be supported by e-commerce roll out.
E-commerce and Internet usage are growing markets for security but they are
not alone. Telecommuting communication and data flow for customers or
subcontractors are also pushing security requirements for confidentiality and
trueidentificationsfor “online” networks.

Indeed, tomorrow, once every appliance will be connected on a network,
thoseapplianceswill be useto conduct businessand financial transactions. They
will represent an opportunity for new business models in order to enhance
transaction security and ensure non-repudiation. Security and non-repudiation
will only fully be achieved when biometricswill be used to authenticate users. In
addition to the high psychological impact from September 11, 2001 events,
biometricsapplicationsare promising agreat future. Uptotoday, themarket was
mainly for identification systems used by government agencies such asthe FBI
(Federal Bureau of Investigation).

With price points for biometrics systems going down and better means to
authenticate people, itisexpected that the market in 2005 will exceed onebillion
USS$.

Biometricstechnol ogiesare based ontwo things: firstly onthebehavior and
secondly onphysiological:

. Behavioral systemsare based on voicewritten signature or keystrokesthat
areuniquebut timely variable. Thisiswhy behavior systemsarenot widely
used due to poor probability results.

. Physiological systems are better due to unique and permanent definition
(finger, hand, eye, face or vein). The best compromise used today in term
of quality and cost is, with no doubt, fingerprint with silicon sensorsusage.

Itismore securethan voice; for instance, avoice can befaked with asimple
recording. It is easier to use than iris recognition (Gifford, 1999). It consumes
much less power than fingerprint optical technology. Most of the fingerprint
systems sold in 2000 were optical sensor-based. In 2004, the market share of
silicon based-system should be 80%. Table 1 compares different biometrics
technologies. ++, + and - symbolize the degree of importance of the function,
according to the technology.

Themainleadersinthissiliconfingerprint sensorsare STMicroelectronics
and Infineon.
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Fingerprint Recognition
Fingerprint (Prabhakar, 2003) technology is based on the concept of
minutia. Minutiaare characteristic points of theridge and valley: ending points
and bifurcationsare minutiapointsthat are used to create afingerprint templ ate.
Inthe U.S., 8 minutiae points are sufficient to legally match two fingerprints.
The benefits of using fingerprint templates are:

. Itssize. Itismuch smaller (around 250 bytes) than afull fingerprint image
and can be stored in small memories or smart cards.

. Its security. It protects privacy since it is not possible to reconstruct a
fingerprint image out of afingerprint template.

Thefingerprint identification processisdivided in two phases: enrollment
and verification. Every biometrics system contains an enrollment process:

1. The sensor captures the fingerprint image
2. Thebiometricsalgorithm extracts the template from the fingerprint image
3. Thefingerprint templateis stored in a memory
To authenticate a user:
1. The sensor captures the fingerprint from the live finger
2. Thebiometric algorithm extracts the template
3. The biometric algorithm matches the stored template with the template

fromthelive finger
4. Accessisgranted only if matching is positive

BiometricsChallenge
Biometrics systems are facing different challenges, which are:

. Negativepublic perception: somepeople, for psychological and/or cultural
aspects, are reluctant to use sensors such as fingerprint for cleanness, or
irisrecognition for eye“burning” fear. It ismainly aquestion of education
and communication.

. Lack of understanding of the technology, which is quite new and implies
some guideline rules to follow before a mass system launch. Again,
education is very important before going to biometrics systems.

. L ack of standards: like other hightechnol ogies, thereareno real worldwide
standards. Some software layers are standardized as BIOAPI. Neverthe-
less, a few companies have starting to discuss this, and it seems that
European countriesand the U.S. are ontheway to find compromisein order
to improvethe international security level in the fight against terrorism.
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Table 1: Biometrics technology comparison

141

Technology

Security

Ease of use

Compactness

L ow Power

L ow cost

Silicon
Fingerprint

++

++

+

++

Optical
Fingerprint

+

++

+

Voice

++

++

++

Face

+

++

Eye

Dynamic
Signature

. Product performance-reliability: one of the biggest question marks, which
istoo often forgotten, istheindustry capability to deliver areliablesystem,
especially if you have a system with thousand of uses a day on the same
sensor! Nowadays, silicon sensors could guarantee more than one million
uses for a single sensor.

*  An appropriate balance between FAR (False Acceptance Rate) and FRR
(False Rejection Rate) isfundamental both for security and convenience of
theapplication:

i. FAR = someone getsin but is not supposed to get in = security risk
ii. FRR =someoneissupposed to get in but the system does not let him to
get in = inconvenience

. System considerations:
* No biometrics system will work for all users all the time. Biometricsis

based on physiological aspects of human body.

* Any biometrics system typically includes a backup.
. Pricesof biometricsapplicationsisalwayslinked tothelevel of security you
want to reach. However, with more and more deployments of biometrics
systems, especially based on silicon, the price decrease should be fast
enough to enhancefingerprint technology diffusion

Biometrics and Smart Cards
Biometrics complements smart cards. It is more secure and more conve-
nient than a PIN. And smart cards complement biometrics: storing template on
smart cards eliminates privacy concern. If we go further on the duplicity new
technology suchasMatching On Card (MOC), it seemsto beinteresting. So, you
havethe verification process embedded withinthe card itself. Thisiswhy smart
card, associated with biometrics, offers a good solution for e-commerce secu-
rity. It isthe best financial level security with consumer level convenience.
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The biometrics market will probably go through an impressive growth for
the coming years. Up to today, the market was mainly used for police identifi-
cation systems.

Biometricsisbased on something wehave, like physiological or behavioral
aspects.

Physiological fingerprint recognition with silicon sensor technology isthe
best candidate with a good balance between quality and solutions price.

The main benefits we could see now are:

. Prevention of unauthorized use of:
* Cellular phones, computers, cars or Point of Sales (POS) terminal
*  Authenticationfor:
» Electronic transaction, email or building access
. Replacement of:
* PIN code, password keys — biometrics cannot be lost, left at home or
forgotten!

It is a new and exciting technology, which could rapidly change our
everyday life for our security and convenience. Moreover, there is a lot of
synergy between smart card and biometrics use, aswe could seein applications
like national 1D and access control systems.

Future Smart Card Features

Smart card form factor (e.g., smart card physical aspect) hasbeen evolving
regarding evolution of market trends, in line with the evolution of society. For
exampl e, changefrom magnetic stripesto embossed chipswithintheplastic card
istheresponseto security demands and guaranteesthe protection of privatelife:
emphasis has been put on security. Therefore, to pretend knowing in which
direction will evolve smart cards form factor, one has to know market require-
ments evolution. Asshown in the different sections of thiswork, smart card has
and will alwaysfollow society’ sevolution.

New smart card form factors have emerged in the last decade: USB smart
card token, which seems to be the essential vector for e-commerce, and SIM
plug-in for wireless handsets. Anyway, smart cards need to expand its applica-
tionfield by beingtheanswer toinnovative applications. That philosophy implies
endowing smart cardswith battery, fingerprint sensor, flexiblememory, dynamic
display, wireless antenna, a keyboard, and — why not — a microphone (see
Figure 17)?

Battery on Smart Card
The main innovation for smart cards would be their autonomy: embedding
an on board source of energy, smart cards would mutate from “slave” statusto
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“master” status. By theway, it would pry open the door of humerousinnovative
applicationsrequiring traditional terminal independency.

Temporal Counter Embedding on Smart Card

Society’ sevolution ledindustrialsto work on new application items; DVD
downloads, VoD (Video on Demand) and content protection are someexampl es.
In the consumer market environment, content (movies, music or software) is
downloaded and consumed at the same time. But it can be stored and replayed.
Hardware time stamping prevents from replaying the content.

Smart cards turned out to be the essential vector for generating secure
cryptographic operations, meanwhilerestricting applicationsduration exploita-
tion by controlling time factors.

Therefore, a register containing an appropriated time variable would be
implemented within a smart card (see Figure 18) (Patent, 2002). This variable
would evolve regularly and continuously in the course of time, thanks to an
embedded source of energy (accumulator, capacitor, micro-battery, micro-
electronic process...).

Biometric Sensor on Smart Card

A growing list of vendors believe there is a market for a product that
combinesafingerprint sensor with astandard smart card. Such acard could help
inidentifying cardhol derswithin most of the terminals already deployed on the
field.

Why afingerprint sensor in smart card?With the sensor incorporated in the
smart card, emphasis can be put on security of the whole application. This step
forward can conduct innovative electronic commerce applications, access
control, etc, without having to invest in fingerprint readers. Moreover, security
of the global application lays on the fact that any identification data and any
process of the information remain within the smart card: no piracy could
intervene at any step of the identification operation.

The main concerns on which industry are working are the thickness of the
biometric sensor, with aview to meet | SO standards, and the robustness of the
sensor embedded in a plastic card. And of course the price of such a device,
increasing the global price of the smart card. But even if before the cost was
important, due to the Sept. 11 attacks price and security have now changed
placesinpriority.

Thesefunctional modifications offer to the user the best control aspossible
of his card, of the embedded services, and of the embedded private data. By
becoming a small autonomous system, pro-active and secure, the smart card is
theanswer toincreasing demand intrust, guarantee, comfort, and ergonomic use
for real-world transactions.
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Figure 17: Smart card embedded technical features
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But modifyingthecard with aview to devel op asmall autonomousterminal
impliesdeep modifications of theemplacement of themodul es. Such arevolution
insmart card evolution hasto bedriven by an evol ution of thestandards. Thiswill
blaze atrail for new coming industrial killing applications.

CONCLUDING REMARKS

Performance has been the driving factor of the last decades in the
semiconductor industry. I ntegrated circuitshave bothincreased their processing
capabilitiesand integrated even more functionalities on chips. Smart card chips
were islands focused on security rather than computing power. Consequently,
other architectures suffered from security weaknesses that need to be cor-
rected.

Market demand for security isincreasing in many sectors and smart cards
face amultiplicity of new booming applications to address, modifying both its
architectureanditsusein new environment. At the sametime, piracy experience
keeps on increasing and inventing efficient techniques to hack new systems.
Security techniques, initially limited to thesmart card industry, are being re-used
in many other sectors, from consumer mass-market products to governmental
applications.

Furthermore, the advent of networks made devicesinter-connected, expos-
ing major applicationsto PCworldinsecurity. E-commerce, high speed Internet
and content protection are new technol ogi es demanding strong security features.
Smart card experience is re-used, but most platforms possess their own
particularities, makingit essential to analysevulnerabilitiesandinnovatein order
to propose efficient solutions.

The successand the fast deployment of new servicesimposed by thedigital
convergence will be effective if security flaws are lessened. A key to success
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Figure 18: Smart card as a secure module
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isto find a balance between software, which allows flexibility, and hardware,
providing efficient built-in mechanisms.

Theworldisinterconnected. Thewholechain needsto be secure; one of the
simplest rulesis “security is not stronger than its weakest link.”
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ABSTRACT

Advances in application areas such as Internet-based transactions,
cooperating coalitions, and workflow systems have brought new challenges
to access control. In order to meet the diver se needs of emerging applications,
it has become necessary to support multiple access control policies in one
security domain. This chapter describes an authorization framework,
referred to as the Flexible Authorization Framework (FAF), which is
capable of doing so. FAF is a logic-based framework in which authorizations
are specified in terms of a locally stratified rule base. FAF allows per missions
and prohibitions to be included in its specification. FAF specifications can
be changed by deleting and inserting its rules. We also describe FAF's
latest additions, such as revoking granted permissions, provisional
authorizations, and obligations.

INTRODUCTION

Traditionally, access control plays an integral part in overall system secu-
rity. Over theyears, many different access control model shave been devel oped,
and discretionary and mandatory access control models have received consid-
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erable attention. Discretionary access control is based on having subjects,
objects, and operations as primitives and policiesthat grant access permissions
of the form (s,0,a), where subject sis allowed to execute operation a on object
0. Mandatory access control isbased on having clearance level sfor subjectsand
classification levelsfor objects as primitives and policiesthat grant accessesto
subjects whose clearance levels dominate those of the objects they access.
These models have been used in the commercial and military domains, and
implemented in operating systems, database management systems, and object-
oriented systems.

Advances in application areas bring new dimensions to access control
models. The needs to support multiple access control policiesin one security
domain, Internet-based transactions, cooperating coalitions, and workflow sys-
tems have brought new challenges to access control. In response, hew access
control models are being proposed to address these emerging needs.

Large numbers of access control models proposed over the years (Dobson,
1989) have been developed with a number of pre-defined policiesin mind and
thereby have introduced asense of inflexibility. Two alternatives accommodate
more than one access control model simultaneously. The first isto have more
than oneaccess control mechanism running at the sametime, onefor each policy.
The second is to make access control an application responsibility. The first
alternative calls for every application to be closely bound to its access control
module, which decreases their portability. The second alternative requires all
applicationsto enforceaconsistent accesscontrol. Additionally, theresponsibil -
ity of enforcing access control isvested in applications; it will not impose the
same rigorous standards of verification and testing imposed on system code.

Consequently, both alternatives are undesirable. This can be seen by
considering a number of access control policies that have been used over the
years (Castano, 1995). A popular policy is the closed world policy, where
accesses that cannot be derived from those explicitly authorized are prohibited.
A rarely used alternative is the open world policy, where accesses that are not
explicitly denied are permitted. Some policiesinclude explicit prohibitionsin
termsof negativeauthorizations. This, coupled with generalizationsand special -
izations of these policies to structures such as subject and object hierarchies
(Bruggemann, 1992; Rabitti, 1991), yields numerous combinations. Hence,
custom creation of policy enforcement mechanisms or passing of these compli-
cationsto applicationsispractically infeasible.

One of the solutions for this problem has been to develop flexible authori-
zation models (Jajodia, 2001b), where the flexibility comes from having an
access control model that does not depend on any policies or metapolicies, but
is capable of imposing any of them specifiable in the syntax of the model. One
of the main advantages of this approach is that access control can now reside
withinthesystem, yetitisabletoimposeapplication-specific policies. Giventhat
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there is a need for flexible access control models, the following requirements
would bedesirable:

. Expressibility: It must be possibleto model not only existing policies, such
as closed world, open world, and denials take precedence policies, but
also policies of emerging applications, such as provisions and obligations
(to be discussed shortly).

. Decoupling Policiesfrom M echanisms: The primary need for flexibility
isto obtainapolicy-independent framework. Hence, policiesexpressiblein
such aframework must be enforceabl e using generic enforcement mecha-
nisms.

. Conflict Resolution: Having aflexible framework may invite conflicting
policies and, consequently, the framework must be able to facilitate their
resolution.

. Efficiency: Duetothehigh frequency of requests coming to access control
systems, their processing must be fast. Thus, efficient and simple mecha-
nisms to allow or deny access requests are crucial.

In this chapter, we describe alogic-based framework to specify authoriza-
tionsin the form of rules referred to as the Flexible Authorization Framework
(FAF). InFAF, authorizationsare specified using Prolog stylerules. Theserules
may include both positive and negative authorizations. By placing syntactic
restrictions on authorization specification rules, FAF ensures that every speci-
fication has a unique stable model. In addition, every FAF specification is
complete. That is, for every authorization request, FAF either grantsit or deniesit.

Theflexibility in FAF comesby not having any pre-defined meta-policy such
asthe closed world or the open world policy. The former prohibits underivable
permissions and the latter permits underivable prohibitions. In fact, such meta-
policescan be specified as FAF rules, making FAF applicableto alarge number
of application scenarios. Furthermore, by materializing FAF rules, FAF deriva-
tions can be made efficient.

Due to the changing nature of applications, it may be necessary to change
the rules that specify an authorization policy applicable to an application. We
later describe how FAF specifications can be changed by changing the FAF rule
base, and how these can affect the materialization.

Thedynamic natureof applicationsmay alsorequiretheflexibility torevoke
already granted permissions. Theeffect of such permissionrevocation, including
its effect on the materialization, is described.

Not all authorizations are absolute in the sense that an authorization may
depend upon the subject satisfying some condition to obtain the access. As an
example, awebsite offering el ectronic loans may require apotential borrower to
register and prove her credit-worthiness to obtain a loan. Once the loan is
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Figure 1: FAF system architecture
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granted, the borrower isobligated to pay back theloan. Thelatter isan example
where an authorization is granted based on an obligation — arequirement that
needs to be met by a subject after the access has been granted. An extension of
FAF that incorporates provisions and obligationsis described.

FAF: THE FLEXIBLE

AUTHORIZATION FRAMEWORK

The Flexible Authorization Framework (FAF) of Jajodia et al. (Jgjodia,
2001; Jajodia, 2001b) isalogic-based framework to specify authorizationsin the
form of rules. It uses aProlog style rule base to specify access control policies
that are used to derive permissions. It isbased on four stagesthat are appliedin
asequence, as shownin Figure 1. Inthefirst stage of the sequence, some basic
facts, such as authorization subject and object hierarchies (for example, direc-
tory structures) and a set of authorizations, along with rulesto derive additional
authorizations, are given. The intent of this stageisto use structural properties
to derive permissions. Hence, they are called propagation policies. Although
propagation policies are flexible and expressive, they may result in over
specification (i.e., rules could be used to derive both negative and positive
authorizations that may be contradictory). To avoid conflicting authorizations,
the framework uses conflict resolution policies to resolve conflicts, which
comprises the second stage. At the third stage, decision policies are applied to
ensure the completeness of authorizations, where a decision will be made to
either grant or deny every access request. Thisis necessary, as the framework
makes no assumptions with respect to underivable authorizations, such as the
closed policy. Thelast stage consistsof checking for integrity constraints, where
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all authorizationsthat viol ateintegrity constraintswill bedenied. Inaddition, FAF
ensures that every access request is either honored or rejected, thereby
providing abuilt-in completeness property.

FAF syntax consists of termsthat are built from constants and variables (no
function symbols), and they belong to four sorts: subjects, objects, actions, and
roles. We use the notation X, X, X, and X to denote respective variables
belonging to them, and lower caseletterssuch ass, a, o, and r for constants. For
predicates, FAF hasthe following:

* A ternary predicate cando(X_X ,X ), representing grantable or deniable
requests (depending on the sign associated with the action), wheres, o, and
a are subject, object, and a signed action term, respectively.

* A ternary predicate dercando(X_X ,X), with the same arguments as
cando. The predicate dercando represents authorizations derived by the
systemusing logical rulesof inference[ modus ponensplusruleof stratified
negation (Apt, K. R., 1988)].

A ternary predicate do, with the same arguments as cando, representing
the access control decisions made by FAF.

* A 4-ary predicate done(X_X X ,X), meaning subject X_which has
executed action X_ on object X at time X.

e Two 4-ary predicate symbols over, that takes as arguments two object
terms, a subject term, and a signed action term. over takes as arguments
a subject term, an object term, another subject term, and a signed action
term. They are needed in the definitions of some of the overriding policies.

e Apropositional symbol error indicatingviolation of anintegrity constraint.
That is, arule with an error head must not have a satisfiable body.

Other termsand predicates are necessary to model specific applications. In
our examples, we use constants AOH, ASH to denote the authorization object
and subject hierarchies, respectively. We use a ternary predicate in, where
in(x,y,H) denotesthat x <y in hierarchy H. For example, in(usr\local ,usr,AOH)
says that usr\local is below usr in the authorization object hierarchy AOH.

Obtainingalocally stratified|ogic programrequiresastratification of rules.
FAFisstratified by assigning levelsto predicates (literals) asgivenin Table 1,
andthelevel of aruleisthelevel of itshead predicate.2 Asalogic program, any
FAF specification gets a local stratification with the level assignment to
predicates, as the level of a head predicate is not less than levels of predicates
initsbody. For any FAF specification AS, AS denotesthe rules of belonging to
theit" level.

Because any FAF specificationisalocally stratified logic program, it has
auniquestablemodel (Gelfond, 1988), and awell-founded model (asin Gelfond
& Lifshitz, 1988). Inaddition, thewell-founded model coincideswiththeunique
stablemodel (Baral, 1992; Jajodia, 2001b). Furthermore, the unigue stablemodel
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Table 1. Srata in FAF specifications

Level Stratum | Predicate Rules Defining Predicate
0 AS hie-predicates base relations
rel-predicates base relations
done base relations
1 AS, cando body may contain done, hie- or rel- predicate
2 AS; dercando body may contain done, cando, dercando,

hie- or rel- predicate. Occurrence of dercando
predicate must be positive

3 ASs do When the head is of the form do(-,-,+a) the
body may contain dercando, cando, done,
hie- or rel- litarals.

4 AS, do When the head is of the form do(x,y,-a) the
body contains only —do(x,y,+a)

can be computed in quadratic time data complexity (van Gelder, 1989). See
Jajodia (2001b) for details. Following Jajodia (2001b), we use the notation
M(AS) to refer to this unique stable model of specification AS.

Accessrequests arefrequent in systems. Therefore, processing them using
arule baserequireslong execution times. In addition, changesto access control
specifications are relatively few. Therefore, to optimize processing of these
requests, a materialization architecture has been proposed in Jajodia (2001b),
where instances of derived predicates are maintained. To be able to incremen-
tally update computed materializations upon changes to specifications, Jajodia
(2001b) maintains a materialization structure that associates each instance of
valid predicateswith therulesthat directly support itstruth. Because predicates
belong to strata as stated in Table 1, the materialization structure can be
constructed in levels corresponding to them.

MATERIALIZATION

In FAF, an access request must be presented to the rule base in terms of a
guery of the form ?do(s,0,+a). In computing the results of this query, the rule-
base produces some instances of literals such as do, dercando, cando and
possibly others because the rule execution engine needs to backtrack through
rulechains. Conversely, if al validinstances of theseliteralsareknown, thenthe
execution of the query ?do(s,0,+a) is much faster because backward chaining
iseliminated. To facilitate this efficiency, Jajodia (2001b) constructs a materi-
alization structure that stores all valid instances of literals. We now present the
materialization structuregivenin Jajodia(2001). Inthefoll owing description, we
use the notation head(r) and body(r) for the head and body of rule r, respec-
tively.
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Definition 1: (Materialization Structure)

The materialization structure for an authorization specification ASis a set
of pairs (A,S), where A is a ground atom in the authorization specification
language and Sis a set of (indices of) rules whose head unifies with A.

Definition 2 gives the relationship among a specification, its stable model
semantics, and the materialization structure.

Definition 2: (Correctness of Materialization Structures)

Let AS be an authorization specification and let MS be a materialization
structure. We say that M S correctly models ASif for any pair (A,S) € MS, the
following conditionshold:

e AeM(AS) (i.e., Abelongstothe model of the authorization specification).

. For each A € M(AS), there is at least one pair (A,S) € MS.

. For all rulesr such that g isthe most general unifier of head(r) and A, reS
iff body(r)0’s existential closureistruein M(AS).

According to Definitions 1 and 2, amaterialization structure that correctly
models an authorization specification AS contains a pair (A,S) for each atom A
that is true in the (unique stable) model of AS, where S contains indices of the
rules that directly support the truth of A. When instances of atoms are added to
or deleted from a specification ASby adding or removing rules, corresponding
changes need to bereflected in its materialization structure so that the updated
materialization structure is correct with respect to the updated model. Either
adding or removing indices to S for the set of supporting rules reflects that
update. In this situation, an atom will be deleted from the materialization only
when its support S becomes empty. The materialization structure is changed
using two algebraic operators @ and ®. Operators ® and ®, respectively, add
and removeapair (A, S) to/from amaterialization structure, and are defined as
follows:

Definition 3: (® and ®)
Let MS(AS) be amaterialization structure, Aaground instance of aliteral,
and Saset of rules. Then:

MS(AS) @ (A,S) = MS(AS) U {(A,S)} if =3 (A,S)eMS(AS)
=MS(AS) - {(A,S)}u {(A, SuU S)} otherwise.
MS(AS) ® (A,S) = MS(AS) if =3 (A,S)eMS(AS) such that SNS'1# &
= MS(AS) - {(A,S)} if 3 (A,S)eMS(AS) such that ScS
= MS(AS) -{(A,S)}uU {(A,S-9)} if 3 (A,S)eMS(AS) such that SNS'
#Dand S# S
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Given amaterialization structure M S of an authorization specification AS,
themodel M of ASisthentheprojectionover thefirst element of thepairs, written
M =I,(MS). MS and M. denote the materialization structure and the model at
stratum AS, respectively.

Computing the Materialization Structure

Computing the unique stable model of an authorization specification ASis
an iterative process that at each step i computes the least model of ASUM(AS ),
where M(AS,)) is the least model of the stratum AS . The materialization
algorithm presented next follows this process.

Algorithm 1: [The Materialization Algorithm]

The Base Step of Constructing M : hie-, rel-, and done predicates are the
only ones present in AS.. Hence, M, is constructed as the union of these base
relations, where|l , isthe set of (indices of) rulesthat support A. MS ={(A,l,) :Aisa
hi, rel- or adonefact} .

Inductive Case where A has no Recursive Rules: Suppose that we
have constructed MS, and the stratum AS _, does not have recursive rules.
Then MS ., is defined as follows, where c refers to a ground instances of the
predicate p(x):

MSn+1=@{(p(c}).{r}): risarulein AS _6isgrounding, head(r)6=p(c)
and MS |-body(r)6}

The Inductive Case where A has Recursive Rules:
We use adifferential fix-point evaluation procedure asfollows:

1. Splitthe body of eachruler e AS , where thefirst set denoted D, contains
all therecursiveliteralsand the second set, denoted N , containsall thenon-
recursiveliteralsof r. Evaluatethe conjunction of thenon-recursiveliterals
against[I, (MSu ....UMS)), the materialized model of all strataup to and
including n. Storetheresult asamaterialized view V . Rewriter astherule
r., given by head(r)<V A{A: AeD}. Lettr(AS) be the set of all rules
{ r,IreAS}. tr(AS) and AS, are logically equivalent [see (Jajodia,
2001b) for the proof]. Hence, we compute the materialization with respect
to tr(AS,) instead of AS,

2. Let MSbeany materialization structure. Define the program transforma-
tion ®(AS ) asfollows, where 6 is a grounding substitution:
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®(AS,,)(MS)={(p(c){r}) |r,, e tr(ASv),head(r )6 = p(c), V L @,(MS)
|[Foody(r,.,)6}

3. Theset of all materialization structures is a complete lattice with respect
to subsetinclusion, and the operator ®(AS ) ismonotone and continuouson
that | attice. Therefore, by Knaster-Tarski theorem (Tarski, 1955), it follows

that ®(AS,) hasaleast fixed point. DefineMS | tobe ®LFP(®(AS )()),
where LFP(®(AS . )(MS)) denotes the least fixed point of ®(AS

n+1 n+1)'
Wecanusetheabovealgorithmto materializeany FAF specification, all the
way from AS; to AS,. In using the materialization algorithm as stated, we need
to apply the base step at strata 0, recursive steps at strata 2 and 4, and the non-
recursive steps at strata 1, 3, and 5. Then, the computation of decision and
integrity conflict viewswould becomefaster. The following theorem proved in
Jajodia (2001b) states that the above procedure is sound and compl ete.

Theorem 1. (Correctnessof the Materialization Structure) Let AS= U{AS:
0<i<4} beanauthorization specification, and M S bethe materialization structure
for stratum AS. Then, U{MS;: 0<i<4} correctly models U{AS: 0<i<4}.

Proof: The proof follows from the fact that each step i of the construction
ensures that MS correctly materializes AS,. See Jajodia (2001b) for details.

CHANGING FAF SPECIFICATIONS

This section discusses the problem of maintaining the materialization of
authorization specification upon changes. Changes can be due to changes in
user/objects/hierarchical relations (AS), as well as to modifications in the
authorization (AS)), derivation (AS,), and decision (AS,) views, and hence can
affect any of AS's strata. From the stratification of the program, we are
guaranteed that changes to a stratum AS cannot affect stratum below it. The
materialization update processexploitsthisproperty by incrementally determin-
ingthepossiblechangestothematerializationof AS and, iteratively, their effects
onthematerialization of stratumi+ 1. We consider insertion and del etion of new
facts or rules into/from the authorization specification. We do not consider
updates that modify already existing facts and rules. Thisis not arestriction,
because modifications can be realized in terms of deletions and insertions.

Inserting Facts
When a new fact isintroduced in the authorization specification (stratum
AS,), the materialization structure of every stratum might need to be modified.
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Inprinciple, the entireauthorization specification might change; in practice, itis
often the case that the new fact does not have any impact on the extension of
any derived predicate. This happens, for example, when the inserted atom isa
history fact, whose presencedoesnot fireany derivation rulein additionto those
that were already fired before the insertion.

Let usconsider theinsertion of abasefact dinahie-, rel-, or done- relation.
The process proceeds stratum by stratum, from 0 to 3, computing the required
changes. It stops at the first stratum for which no change is recorded (if the
model at i is not affected, neither will the models of strata abovei). Let AS
denote the authorization specification before the insertion and M S denote its
materialization. The new materialization MS™ is defined as follows:

Step 0: MS"™ = MS " @{(5,)}. If MS,"™ = MS ' then terminate the
process.

Step 1. Let CANDO™" bethe set of authorization rulesin AS, whose body
containsat least oneliteral (either positive or negative) that may be unified with
theinserted fact, that is, CANDO™" = { cando(tuple) <L, & ... L_s.t. for some
i=1,....,n,literal L unifieswith 8} . Intuitively, CANDO™" isthe subset of AS,
whose extension is potentially affected by the insertion. We then compute the
materialization of these rules against the old (MS°9) and the new (MS")
materializations of the lower stratum and compare them. The materializations
are computed as described in the previous section.

Let A, " be the materialization of CANDO™ evaluated against MS ™,
and A, be the materialization of CANDO™ evaluated against MS "™,
Compute A" = A, ® A, %, the set of pairsto be added to MS,. Compute
Aye’ =0, ® A", the set of pairs to be removed from MS . Set MS "
= MS™® A, @A, " Let M "™ = [T (MS™UMS ™), and let M ¢ =
ITL(MSMUMS ). If MS ™= MS?terminate the process.

Step 2: Let A, = (M "™ - M 2)U(M - M ") be the set of atomsin M,
whose extension has been changed as a consequence of the update. Compute
DERCANDO* asthe set of rulesin AS, whose firing is potentially affected by
the insertion. Note that in the definition of DERCANDO* we must take into
account the presence of recursion. In addition to the rules whose body contains
aliteral defined in the lower strata and whose truth could have changed in the
corresponding models, wemust al so consider thoserulesthat possibly depend on
the update through recursion. To perform this dependency check, we refer to
theoriginal rulesinAS,. EverytimeAS,ismaterialized, anew rewrittenversion
of the potentially affected rules are constructed, since the materialization of the
conjunction of non-recursiveliterals might change.
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DERCANDO* = dercando(tuple) <L, & ....& L _st.forsomei=1,...n,
literal L, unifieswithanatominA,, . or withthehead of aruleinDERCANDO*,
or dercando(tuple) unifieswith the head of arulein DERCANDO*. Let A, ™"
and A, " be the materializations of DERCANDO* with respect to M " and
M °', respectively. These materializations can be computed as described in step
3 of the previous section.

Compute A" = A" ®A, % the set of new derivations made possible
by the insertion of 8. Compute A, = A, ., ®A ", the set of derivations
blocked by the insertion of 8. Set A, ™ = A, % ®A,, @A, Let M ™=
I, (MS/*UMS "™y MS,™) and let M ¢ = T1,(MSLYUMS 24U MS,). If
M, = M., terminate the process.

Step 3: Derived predicatesdefined in stratum AS, are non-recursive. Thus,
we can follow the same technique discussed in step 1, referring to the factsin
the already computed sets M " and M _°“to eval uate the derivation increments
and decrements.

Some comments on the effectiveness of the method discussed above arein
order. First, we comment on the frequency of the updates. While updatesto hie-
and rel- predicates are not likely to be frequent, updates to done may be very
frequent (the main reason for materializing the model of the specification isthat
access requests are far more frequent than administrative requests). One may
assert that, given that the history is recorded using the done predicate, any
access to the system on which the authorization specification is defined may
result in an insertion of anew done fact, implying a change to the specification
and, as a consequence, changes to the specifications may be far greater in
number than the access requests. The correctness of the above-stated proce-
dure, stated in Theorem 2, is proved in Jajodia (2001b).

Theorem 2: (Correctness of the insertion procedure) Let MS? be the
materialization structure that correctly models AS. When a base fact 6 is
inserted, the update procedure transforms MSY¢ into MS™ such that MS™
correctly models ASU{ d}.

Proof: See Jajodia (2001b)
The following Lemma given in Jajodia (2001b) shows that updating FAF
rulestakesonly polynomial time.

Lemma 1: (Complexity of the insertion procedure) Suppose that ASis
an authorization specification whose base relations predicates (hie,rel,done)
are all part of the input, and that A is any atom being inserted. Our update
procedure has polynomial datacomplexity.

Proof: See Jajodia (2001b).
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Inserting Rules

The iterative process we have introduced to handle the insertion of base
factsin the materialized authorization specification isgeneral enough to handle
also inserting rules as well as deleting both facts and rules.

Inserting Cando and Do Rules

WhenaruleisinsertedinstratumAS , (resp. stratumAS)) (i.e., inastratum
without recursion) the process described above is applied, starting from step 1
(resp. step 3), and letting CANDO™" (resp. DO™) (i.e., the sets of rules
potentially affected by the insertion) contain exactly the inserted rule. The
algorithm checkswhether the new ruleallowsthederivation of new atoms. If the
answer is yes, the update to the considered stratum is propagated to the upper
levels; otherwise, the algorithm stops.

Inserting Dercando Rules

If aruleisinsertedin stratum AS,, then the update processis started at step
2, letting DERCANDO* = dercando(tuple) <L, & .... & L_such that for some
i =1...,n,literal L, unifies with the head of the inserted rule or with the head of
arulein DERCANDO*. Intuitively, DERCANDO* contains all the rules that
could fire because of the presence of the new rule introduced. Correctness of
the approach comes from the fact that recursion can only be positive; thus, the
immediate consequence operator AS, is monotonic. Hence, the authorizations
that become true on the basis of the new rule cannot block any previously firing
rule in the same stratum.

It is easy to see that insertion of cando and dercando rules into an
authorization specification preserves the (polynomial) data complexity results
we have obtained earlier.

Deleting Facts and Rules
We distinguish deletion of base facts, deletion of rulesin stratathat do not
allow recursion, and deletion of rulesin the potentially recursive stratum.

Deleting Base Facts

To handlethe deletion of abasefact 6 from the authori zation specification,
we apply the update method starting from step O and letting MS"* =
MS,2¢®{(5,)}. This step can obviously be executed with polynomial data
complexity.

Deleting Cando and Do Rules

Thedeletion of arulefrom AS (or AS,) istaken care of with amethod that
issymmetric to the insertion: the set CANDO"™ (DO"", respectively), contain-
ing exactly theremoved rule, isconsidered asthe set of rulespotentially affected
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by the update, and its materialization A, " (A, respectively) is computed.
D,y containsthe derived atomsthat were supported by theremoved rule. There

isnoneedtocalculate A, " and A, _*, because A . * isalways empty given that
removing arule from AS cannot cause new atoms to be added to MS. Thus,
MS"™ =MS°® A, iscomputed. If IT,(MS"") =TT, (MS°), then the control
is passed to the next step. Note that it is not necessary to look at M, (which also
containsatomsinthemodel sof lower strata), since nothing haschanged at levels
below i. Note also that facts that were supported by the deleted rule will still
belong to the model if there are other rules supporting them. A fact is removed
from the materialization structure (and hence from the model) only when its set
of supporting rules becomes empty.

Deleting cando and dorulesisapolynomial processbecause computing the
materializations AMS - and AMS; is polynomial (as materializing a rule has
polynomial data complexity by our previous results). Computing MS"™" =
MSQ® A, . isalso polynomial (in fact quadratic in the sizes of the relations
involved). Checking if IT (MS"™) # IT,(MS°) is also polynomial.

Deleting Dercando Rules

Deleting dercando rules is based on a technique similar to the approach
adopted in the corresponding step of the insertion algorithm. In this case,
recursion is taken into account for defining a set DERCANDO* as follows:

1. r e DERCANDO*, wherer isthe rule to be deleted.

2. If DERCANDO* = dercando(tuple) <L, & .... & L_st. for somei =1,
...n, literal L, unifies with the head of a rule in DERCANDO* or
dercando(tuple) unifieswith the head of arulein DERCANDO*, thenr’ €
DERCANDO*.

DERCANDO* containsall therulespossibly connected to the deleted rule.
For any rulein DERCANDO*, itshead unifieswith the head of somerulewhose
firing might depend on the head predicate of the deleted rule. Instead, the
deletion does not have any effects on the model of AS, - DERCANDO*. Itis
important to notethat DERCANDO* contains an overestimate of the set of rulesto
be deleted. Some rulesin DERCANDO* may not actually need to be deleted.

Let NEWDERCANDO* = DERCANDO* - {r}. The materializations
MS *and MS * of DERCANDO* and NEWDERCANDO*,

DERCANDO NEWDERCANDO

respectively, are computed. Only the pairs MS *QMS * are

DERCANDO NEWDERCANDO
effectively removed from the materialization structure.
Thecomplexity of computation DERCANDO* isobviously quadraticinthe
size of our authorization specification. By our previous complexity result on
materialization, we can see that the materializations MS___ ., .,* and

MS * can be computed with polynomial data complexity. Finally,

NEWDERCANDO
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computing MS__..avoo” OMS, Coereanno. 1S @S0 immediately seen to be

polynomial. Now consider an example FAF with thefollowing rules:

) dercando(tuplel) <«dercando(tuple?2)
5 dercando(tuplel) «non-recursive-body
. dercando(tuple3) <«dercando(tuplel)
. dercando(tupled4) <«dercando(tuple?2)
s dercando(tuple2) « non-recursive-body

—_— = = =

Assumethat theexistential closuresof the bodiesof non-recursiverulesare
all satisfied, and that tuplel, tuple2, and tuple3 areground, distinct tuples. Thus:

MS,={(dercando(tuple2) {r_} ), (dercando(tuplel){r,.r.} ), (dercando(tuple3d) {r,} ),
(dercando(tupled) {r})}

Supposethe system security officer (SSO) requeststhat ruler, beremoved.

DERCANDO* = {r, r,, r}, and NEWDERCANDO* = {r,r, }.

MS, rcanoor = {dercando(tuplel)} {r,.r,}),(dercando(tuple3),{r.})}

MS, civoereanno: = 1(dercando(tuplel), {r.}),(dercando(tuple3).{r.})}

M SDERCANDO*®M SNEWDERCANDO* - { (dercando(tuplel)} '{ rl} )} :

Thus, only (dercando(tuplel)},{r,} ) isremovedfromthematerialization structure,
which then becomes MS,"™={ (dercando(tuple2),{r.}), (dercando(tuplel)r,}),
(dercando(tupled),{r,}), (dercando(tuple4)} {r,})}.

The head of r, unifieswiththe body of ruler,. Intheincremental approach,
we would have r, ¢ DERCANDO*, and we therefore remove the pair
(dercando(tuple3),{r.}) from MS,. However, this would not be necessarily
correct, sincetheatom dercando(tuplel) could bederived throughthenonrecursive
ruler,, and hence dercando(tuple3) would still be supported by r..

Becauseof theproblemillustrated, the easiest thing to doin case of deletion
of dercando rules to recompute the materialization for stratum AS2. After that,
the materialization of AS, can be updated incrementally. Note that the materi-
alizations of AS, and AS, remain unvaried and hence do not need to be
recomputed.

REVOKING ACCESS PERMISSIONS
GRANTED BY FAF

Due to the evolving nature of information systems, permissions once
granted may need to be revoked for legitimate reasons. Revoking access
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permissions in a discretionary access control model that is specified by a
stratified rule baseisthe subject of thissection. Inrevoking access permissions
derived from astratified rule base, we have to addresstwo mainissues. Thefirst
is to explore the semantics of revoking permissions. The second is to address
limitations imposed by the representational framework used to specify access
permissionsand theeffect that removing one permission hason others. Thework
reported here appears with detailsin Wijesekra (2001)

Intuitively, the semantics of permission removal must address the history
and cause(s) of their original granting. Possibilitiesherearethat they could have
been given directly, or granted by some other subject that has the authority to
grant them, or were granted based on the same subject already having some
other permissions.

Thesemanticsof permissionremoval associated with conditional grantsand
granting permissions with grant options are discussed in detail in Hagstrom
(2001). We do not address this issue here.

Complementary to the semantics of removing permissions with grant
options, there are many specification methodsfor access control. Some of these
methodspermit explicit prohibitions(i.e., negative permissions) instead of having
some built-in default closed world policy of denying permissionsunlessthey are
explicitly granted. In addition, the permission specification methodology may
introduce additional dependencies not resulting from intuitive semantics of
removal addressed in Hagstrom (2001). The following examples show two sets
of rules granting access permission a on object o to subjects s, and s,.

Representational Issues in Permission Removal

Below, theternary predicate canExec(s,0,a) meansthe subject sisallowed
to executeactionaon object 0. Consider thefollowing two optionsfor specifying
the granting of s and s, the permission to execute a on o:

First Option

dercando(s,,0,a).

dercando(s,,0,a) < dercando(s,,0,a).
Second Option

dercando(s,,0,a).

dercando(s,,0,a).

The difference between thefirst and second option in the above exampleis
that the first only lists rules to derive permissions and the second lists their
conclusions. The question now is if permission to execute a on object o is
withdrawn from subject s, should subject s, retain its permissions? One
may argue that the first option explicitly states conditional permissions, and
consequently, when subject s, |oses permission a on object o, so must subject s,.
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We call this deep removal. Conversely, a case can be made that conditionals
such as those listed in the first option are a concise way of stating their final
conclusionsand hence should not be used i n backward propagation of permission
removal. We call this option shallow removal. We refer to such issues arising
as aconsequence of the representational mechanism as representational depen-
dencies. Our objective is to provide a representation-independent permission
removal.

If authorizations arederived using arule base and an access permission that
isaconsequence of agiven set of rulesisremoved, then either the rule base must
be changed to reflect the removed permission or the new set of permissions may
not be consequences of the old rule base, thereby introducing inconsistency.
Consequently, we choose to minimally alter the rule base to reflect removed
permissions — in a sense of minimality described shortly — so that the
consistency of the rule base will not be lost due to permission removal. We
illustrate theissuesinvolved in thefollowing example.

Shallow vs. Deep Removal

1. TheOriginal Specification:
dercando(s,,0,a),
dercando(s,,0,a) <dercando(s,,0,a).
dercando(s,,0,a) <dercando(s,,0,a).

2. Rules after Shallow Removal of canExec(s,,0,d) :
dercando(s,,0,a),
dercando(s,,0,a) <dercando(s,,0,a).

3. Rules after Deep Removal of canExec(s,,0,a):
dercando(s,,0,a).

Shallow removal of permission a from s, on o, dercando, in the given
example resultsin arule base where dercando(s,,0,a) and dercando(s,,0,a) can
beinferred but not dercando. The deep removal of dercando resultsin removing
all consequencesof it, resulting in only having dercando(s,,0,a) in therul e base.
Nevertheless, deep removal, while appearing to be logical, has the undesirable
sideeffect of being explicitly dependent on stated rulesandisnot invariant under
rule derivations. Inthe example, the rule canExec(s,,0,a) <-dercando(s,,0,a) isa
rule derived from dercando(s,,0,a)< dercando(s,0,a) and dercando(s,,0,a)
<dercando(s,,0,d). If it were present in the original rule base, dercando(s,,0,a)
would still be valid in the rule base with the deep removal of dercando(s,,0,a).
Thus, one way to remove the dependence of deep removal’ s semantics on the
representative rule set isto deductively close the rule base before applying the
removal operation (such as altering rules to reflect the removal). But then, the
difference between shallow and deep removal disappears. Thisis shown in the
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example whereby deductively closing the rule base and then deeply removing
dercando(s,,0,a) neither dercando(s,,0, @) nor dercando(s,,0,a) is removed, but
only dercando(s,,0,a).

Now wediscusstheissue of shallow removal of any literal A at any stratum
AS fori>0fromany specification AS, which shouldresultinanew specification
AS™ whose model M(AS™) differs from the model of AS, M(AS), because
of:

1. The absence of A,

2. The presence of al the literals whose derivations were all blocked, in
M(AS), by somenegativeliteral that unifieswith A. Thiscan happen when
apositiveliteral isremoved and thereforeitsnegative counterpart becomes
true due to the rule of stratified negation.

Issuesinvolved in doing so areillustrated in the next example, wheres, s,,
and s, are subject constants, X, X , and X_ are subject, object, and action
variables, respectively, and AOH is the object hierarchy. o, o' are object

constants satisfying o<, 0, and a is an action constant.

Issues in Shallow Removal of Permissions in FAF:

in(0,0' ,/AOH)« (@)
cando(s,,0,a) «in(0,0’,AOH) (2
dercando(s,,0,+a) <-~cando(s,,0,+a) (3)
dercando(X,0,+a) < cando(X,0,+a) (4
dercando(s,,0,+a) «dercando(s,,0,+a) (5)
do(X X ,+a)«dercando(X_X ,+a) (6)
do(X X ,-a)«=do(X X ,+a) (7

From rules 1 through 7, subjects s and s, are allowed to perform the
operation a on object 0. Now, shallow removal of cando(s,,0,a) from M(AS)
requiresthefollowing:

Derivation Chain 1: When the predicate instance cando(s,,0,a) is re-
moved, the consequent of rule 2 should become false. Because the antecedent
of rule 2, in (0,0’ ,AOH) istrue by rule 1, the rule itself needs to be removed.

Derivation Chain 2: Due to cando(s,,0,a) being removed, rules 4 and 5
cannot be used to derive dercando(s;,0,a). Because no other rules can be used
toderivedercando(s,,0,a), do(s,,0,a) cannot bederived either, asrule6istheonly
one that can be used to derive an instance of do. Hence, do(s,,0,-a) can be
derived from rule 7.
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Derivation Chain 3: Theonly way do(s,,0,a) canbederivedisby usingrule
6, but it requires a derivation of dercando(s,,0,a). Notice that dercando(s,,0,a)
can only be derived by using rule 4, which requires cando(s,,0,a) as an
antecedent. Thus, when cando(s,,0,a) isremoved, do(s,,0,a) cannot be derived.
Hence, by the non-monotonic rule 7, do(s,,0,-a) can be derived.

Derivation Chain 4: Removing cando(s,,0,a) makesthe antecedent of rule
3 true and hence, dercando(s,,0,a) becomes true. Hence, do(s,,0,a) becomes
true due to rule 6.

Before the shallow removal of cando(s,,0,a), subjects s and s,, but not s,,
are allowed to execute the operation a on object 0. After shallow removal of
cando(s,,0,a), s, is permitted operation a on object o but not s and s,

As stated, cando(s,,0,a) has to be false in any new model M(AS™"). Also,
derivation chain5isan example of ablocked literal duetotheremoval of another
literal inrule 3. Nevertheless, consider thefollowingrules, derived fromthosein
the example. For example, rules 2, 4 and 6 derive rule 8 below.

do(s,,0,+a)«in(0,0’, AOH) (8)

dercando(s,,0,+a)<in(0,0’,AOH) (9)

do(s,,0,+a) «in(0,0’, AOH) (10)
do(s,,0,+a)« (11)
do(s,,0, +a) < (12
do(s,,0,-a) < (13)
cando(s,,0,+a) < (14)

Rules 2, 4 and 6 deriverule 8. If we use informal reasoning similar to that
used in derivations chain 1 through 4 of the example, derived rule 8 will still be
admissible even after removing cando(s,,0,+a). Consequently, if derived rules8
through.14wereincludedintheoriginal ruleset, s will still be permittedto access
object o after removing cando(s,,0,+a). Thus, to obtain representati on-indepen-
dent semantics for permission removal, we must consider all derived rules.
Hence, we formalize the notion of shallow removal with minimal changes as
follows.

Definition 1: (Shallow Removal with Minimal Changes)
An authorization specification AS™ isashallow removal of literal Afrom
ASwith minimal changesif it satisfiesthefollowing conditions:

1.  ZAS™),thedeductiveclosureof AS™, must not containany ground instance
A6 of A. That is, ZAAS™) U{ A6 : where A6 isaground instance} = J.
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2. Everyruler (and hence atomic instance) that isderivable from AS but has
no terms unifying with A must be derivable from AS™. That is, D(AS™")
U{risarulewhere noterminr unifieswith A6} c ZAAS™), where A6
is an instance of A.

3. ZAS™) must contain every rule (and hence atomic instance) derivable
from ZAAS) {r ¢ Z(AS) where the head of r is an instance of A}. That
is, ZAAS)-{ r ¢ ZAAS) the head of r is an instance of A } ¢ Z(AS™).

The intent of Definition 1 isto remove all instances of the removed literal
(asgivenin condition 1), to retain rulesthat did not involve the removed literal
and derivablebefore permissionremoval (asgivenin condition 2 of Definition 1),
andto beableto derive all rulesthat were blocked in the original derivation due
to the presence of the removed literal (as given in condition 3 of Definition 1).
To show that Definition 1 captures the motivation provided at the beginning of
thissectionintermsof models, we show that any A S™" that isaminimal removal
of AS satisfies these properties.

Theorem 3: (Equivalence of Syntactic and Semantic Definitions) If
AS™ isaspecification that is ashallow removal of literal A from AS, then the
unique stable models M(AS™) and M(AS) satisfy the following properties:

. For all ground instances A6, AOM(AS™).

. M(AS) - M(AS™) c {A6 : AB isaground instance of A}.

. For any ruler that doesnot haveany termunifyingwith A, if reM(AS) then
r e M(AS™),

Conversely, any pair of specifications AS and AS™ satisfying the above
propertieswhere A € M(AS) satisfies shallow removal of A from ASto obtain
A Snew.

Proof: See Wijesekra (2001).

Next, we show some desirable consequences of our definition of removal.
First, we show that for any specification AS and literal A, a new specification
AS™ can be found so that AS™ minimally removes A from ASin the sense of
Definition 1. Second, we show that the result of a minimal removal isimmune
fromthe presenceof aderivedruleanditisuniqueuptoderivablegroundliterals.

Procedure 1: (Procedure for Shallow Removal) Given a specification
ASandaliteral A to beremoved, the following procedure produces a specifica-
tion AS™, which is a shallow removal of A from AS:
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1. Iftheliteral to beremovedisdo(s,o,-a), wherethe actiontermisnegative,
then add do(s,0,+a) as a new rule. Otherwise, proceed as follows.

2. Replaceany ruler of ASthat hasaliteral unifyingwith A by all of itsground
instances. Name the new specification AS'.

3. For any pair of rulesr, and r, of AS', where a ground instance A6 of the
literal A isinthetail of r, and the head of r,, replaceall ground occurrences
of A inthetail of r, by the body of r, recursively as follows:

a. LetB,be AS. For every integer n, define B, from B_as follows:
Let C_bethe set of all derived rules obtainable by replacing all ground
occurrences of A in the tail of r, by the body of r, for some rulesr,,
r,e B, wherethe head of r,and aliteral inthe body of r, arethe unifying
ground instance A6 of A. Let B, be B UC..

b. Define AS’ as U{B_: n> 1}.

4. Now, removeall ruleswhose heads are aninstanceof A in AS'’. Namethe
specification AS™,

AS' obtainedinstep 2islogically equivalent (i.e., havethe same deductive
closure) to the original specification AS, asthis step adds all instances of rules
that have aliteral unifyingwith A. Also, AS'’ obtainedin step 3isequivalent to
AS', asthis step adds rules derivable from AS'.

Theorem 4: (Correctness of the Shallow Removal Procedure) AS™
constructed in Procedure 1 is a minimal shallow removal of A from the
specification AS.

Proof: See Wijesekra (2001).

Theorem 5 showsthat the construction given in Procedure 1 isindependent
of the choice of rules AS selected to represent Z(AS™).

Theorem 5: (Independence from Derived Rules and Uniqueness of
AS™) Suppose AS_is ASU{r} where the rule r can be derived from AS, and
AS™ AS ", results from minimal shallow removals of literal A from AS and
AS,, respectively. Then, for any ground literal p, pe XAS™") iff pe Z(AS ).
Furthermore, if any AS " and AS " are minimal shallow removalsof literal A
from AS then, pe (AS ™) iff pe Z(AS ™). (Here, AS,, AS,, and AS; refer to
different specifications and should not be confused with strataof AS, which are
denoted by AS, AS,, AS, and AS,.)

Proof: See Wijesekra (2001).
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Given an authorization specification AS and a literal A to be removed,
Procedure 1 constructs AS™ that isaminimal shallow removal of A from AS.
The construction of AS™ as stated is quite inefficient because it introduces all
ground instances of rules at the first step. A method that removes that
inefficiency isdescribed in Wijesekra (2001).

ADDING PROVISIONS AND
OBLIGATIONS TO FAF

Traditional static access control policies that provide only “yes/no” deci-
sionsin response to user access requests are too inflexible to meet the complex
requirementsof newer applications such asbusiness-to-business or business-to-
consumer applications.

Toillustrate, consider aloan application and management (payment collec-
tion, etc.) system. It allowsuserstoinitiate aloan application processif they are
already registeredinthesystem. If they arenot already registered, they aregiven
anopportunity toregister with the system by supplying the necessary information
and, if thisstepissuccessful, they are given permission to proceed with theloan
application process. Note that here theinitiation of theloan applicationisnot a
statically assigned permission to the users. Users are given the permission to
apply for aloanaslong asthey satisfy someconditions; if they do not satisfy these
conditions, they are given a chance to perform certain actions to satisfy them.

Continuing with theexample, assumealoan applicationisapproved. Inthis
case, the applicant will have accessto the funds under the condition that the user
agreesto pay off the loan according to acertain payment schedule. Here again,
such a condition is different from a statically assigned permission in the sense
that the user promisesto satisfy certain obligationsin the future, and the system
needs to be able to monitor such obligations and take appropriate actionsif the
obligations are not met.

From the example, we see that policies in many applications are complex,
and asystemrequiresflexibleand powerful mechanismsto handleconditionsand
actions before and after certain decisions (access to the loan funds by the
applicant in the example). Since the two sets of conditions and actions are
conceptually different and require different management techniques, we distin-
guish between them by calling them provisions and obligations, respectively.
Intuitively, provisionsare specific actionsto be performed beforethedecisionis
taken, and obligations are actionsthat should betaken after afavorable decision
is taken. In this section we formulate these concepts and incorporate them in
FAF. We also present the essential structure of the formal model, and refer to
Bettini (2002a, 2002b) for details.

Because we model obligations as actions that must be fulfilled after the
access control decision is made, the system needs to monitor the progress of
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obligation fulfillment. Furthermore, if obligations are not fulfilled, the system
must be able to take compensatory actions. For these purposes, we introduce
compensatory actions. For the remainder of thissection, weusetheabbreviation
PO for provisionsand obligations.

Werepresent by two disjoint setsof predicate symbolsP and O that arealso
digjoint fromthe set of predicate symbolsQ allowed inthe policy rule specifica-
tion language. On the contrary, the set of variable and constant symbolsV and
C admitted in the predicates is the same as that used in the policy rules. The
predicate symbolsin P and O may be of any nonnegative arity.

An atom is either one of the symbols <, L or apredicate P(t,,...,.t,) with
PePorQ(t,...,t) withOeO and each t, iseither aconstant from C or avariable
fromV. When not clear from the context, we di stingui sh these atoms from those
inthepolicy by callingthem PO-atoms. Then, aPO-formulaiseither aPO-atom,
or adisjunction of PO-formulas, or a conjunction of PO-formulas. A PO-atom
isground if itisvariable-free, and a PO-formulais ground if each of the atoms
intheformulaisground. Aninterpretation | of aPO-formulaisamapping from
each ground atom to the constant True or False, with the atoms « and L
mapping to the constants True and Fal se, respectively. The satisfaction of a PO-
formula is defined inductively on the structure of the formula, as usual,
considering ground atoms as a basis and the conjunction and disjunction
operators that appear in the formula. Later we give a detailed syntax for
specification of obligations, here simply given as a predicate.

For each policy rule R in R thereis an associated PO-formula, denoted by
F(R)), representing the PO for that rule. We also impose the intuitive constrain
t that each variable appearing in F(R) must appear in the body of R. Note that
because these predicatesare not part of the policy rule specification (the datal og
program), they do not appear initsmodel M. An example, aFAF specification
with provisionsand obligations, isasfollows:

Q,(x) < Q,(xy), Q)y) :0,(sx.y) (15)
Qab) <« Pyb) :P,(b) (16)
Q,(b) < : (17)
Q.(Y) < Q,zy0) :P,(y,@) \ P,(a) NO,(y,c) (18)
Q,(c.ac) « : (29)

Todeal with provisionsand obligationsinpolicy rules, wedefinethe Global
Provision and Obligation Set (GPOS) for an atom Q. Intuitively, a GPOS
represents the alternative sets of POs that must be satisfied to derive Q in the
policy rules. For example, consider the derivation of Q,(a) using therulesinthe
example above. There are two waysto deriveit, either by rule 15 and 16, or by
18 and 19. By collecting all the PO formulas, we get the GPOS for Q,(a) to be
(P,(b) \ Q,(s,ab))V(P,(aa) N\ P,(a) NO,(ac)), representing the two possible
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derivations of Q (a). The GPOS of a given FAF specification can be computed
in away similar to the construction of the materialization structure.

Because each policy decision may involve different derivations and hence
invoke different PO for the user and system, selecting a certain minimum set of
POsin GPOSisaninterestingissue. A number of possibilitiesshouldimmediately
become clear. For example, we may assume that there is a pre-known prefer-
ence hierarchy on POs that we could represent by associating aweight to each
provision and obligation predicate; alarger numerical weight means the predi-
cateismoredifficult tosatisfy. Inthiscase, we may simply choosethe set of POs
that is minimum in weight from the GPOS. Variousissues are involved in such
a selection scheme, but a basic algorithm isreported in Bettini (2002b).

Asanexample, consider anonlinestorethat allowsitscustomer to purchase
by registering and further allows the customer to upgrade her registration to a
preferred customer. These two policies are stated in the first two rules. The
next two rules state that the purchase price of anitemis$100 for anon-preferred
customer and $80 for a preferred customer. Thus, a customer has the choice of
remaining in the non-preferred category and paying $100 or registering as a
preferred customer and paying $80 per item. Further, supposethereisaone-time
cost of $10 to register as a non-preferred customer and to pay a $20 fee for
upgrading. Then, it is preferable to buy as a non-preferred customer for a one-
time-only purchase, but to become a preferred customer for multiple purchases.
Thisis so because the cost of the one-time purchase is $80 after paying a one-
timefee of $30, asopposed to paying $100 after paying aregistration fee of $10.
The algorithm reported in Bettini (2002b) provides this computation.

cando(item,s,+buy) < in(contract,Contracts)  : register(s,customer)} (20)
dercando(item,s,+buy) < cando(item,s,+buy) : upGrade(s,prefCust) (21)
do(item,s, +buy) < dercando(item,s,+buy) : payFees(s, $30) (22
do(item,s, +buy) < cando(item,s,+buy) - payFees(s, $100)  (22)

Detailed Specification of Obligations

As we have seen above, a policy decision is taken when the user satisfies
asufficient set of provisionsand acceptstherequired obligations. A non-trivial
task involves monitoring accepted obligations and taking appropriate actions
upon fulfillment and defaulting, respectively. For example, if the user agreesto
pay amonthly fee for services as an obligation, the system should monitor this
obligation fulfillment and, in case of failure, take necessary compensating
actions. Such compensating actions could range from decreasing the trustwor -
thiness of the user, replacing unfulfilled obligations with (perhaps more costly)
alternatives, and/or taking punitiveactionssuch asinforming relevant authorities
of thedefault or terminating thepolicy inforce. Toreplace obligationswith more
stringent ones, the user needs to be informed of changes in contractual
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obligations. Similarly, for obligationsfulfilled aspromised, it may beappropriate
that a (positive) compensating action should be taken, such as acknowledging
payment of monthly feesand thanking theuser, and perhapsrewarding theuser’s
good deeds by upgrading her trustworthiness. Before explaining how we can
associate these actions with obligations, we introduce minor extensions to the
syntax of obligation expressions.

As syntactic sugar, we allow [for x = 1 to n O(x)] to be an obligation when
O(x) isan obligation definition with afreeinteger variable x and nisan integer.
In addition, we specify [If p then O] to be aconditional obligation provided that
p is a predicate formed by Boolean combinations of predicates and O is an
obligation. The semantics of [If p then Q] is given by the evaluation of the
condition p: if it evaluatestotrue, then obligation O must befulfilled; otherwise,
not. The truth of p isevaluated using classical truth tables.

The obligation specification given below forces the customer to pay back
her loan in 36 installments provided that the |oan is not cancelled by the system
before a pay period. The payment can be done in two ways, either by paying on
time (i.e., fulfill the obligation payByDate) or paying by an extended payment
date (i.e., fulfilling the obligation payByExtendedDate).

[forn=1t0 36
[if (=received(loanCancelled,customer,t,loan)/\(t<30n)))
[ payByDate(customer,30n+5,monthlyPayment)V/
payByExtendedDate(customer,30n+15, monthlyPayment+100)] ] ]

The value n refers to the n'" payment period, of which there are 36. We
assumetimeisgiven in days, so that 30n+15 refers to that many days after the
policy is enforced. Syntactically the obligation is constructed by using the for
statement, but it is equivalent to the conjunction of 36 different conditional
obligations, one for each of the 36 values the variable n can take. Each
conditional construct is applied to the disjunction of the obligation predicates
payByDate and payByExtendedDate.

To specify the actions associated with fulfillment and defaulting, we attach
to an obligation expression a fulfillment action specification and a defaulting
action specification respectively. The reason for attaching the action specifi-
cation to a possibly complex obligation expression rather than to each atomic
obligationiseasily explained by an example. Supposeapolicy decisionwastaken
upon satisfaction of aVPOS containing aset of provisions and two obligations,
the first requiring a payment by January 1, 2003, and the second a payment by
February 1, 2003. Defaulting and, in particular, fulfilling actionswill most likely
be different for the single obligations and for the global one (the conjunction of
them). For example, areward may begiventotheuser if all theobligationswere
honored, while none is given for each single one. We propose the following
syntax for fulfilling and defaulting clausesto obligations.
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OBL ::=[ OBL Name

Definition: obligationExpression

FUL: ActionList
DEF:<obligationExpression, ActionList> ]
ActionList ::= [ActionList: A , ..., A ]

To specify consequences of accepting an obligation and consequently
monitoring its fulfillment by the system, we introduce the notion of action.
Actions are activities performed by the system to manage policy rules and
monitor obligations. Common actionsarethoseinvolving sendinginformationto
users or to other system components.

We represent actions by special predicates having any number of param-
eters. Sending actions are specified by the predicate send with at |east three, but
possibly more, parameters. The first parameter is the action name, the second
parameter istherecipient’ sidentity, and the third isthetime at which the action
isto be executed. Obligations and action terms may contain both variables and
constants (of the appropriate type) as parameters. An example of a sending
action is send(loanCancelNotice, system, Jim Lee, 2003-Jan-14:07:30,
loan451), specifying that the system should send a message |oanCancel Notice
at 7:30 on 2003-Jan-14 to the customer Jim Lee to inform him that his loan
identified by loan451 was cancelled. Thereceived predicate becomestrue asthe
effect of action send. Hence, inthe exampl e, the action send(loanCancel Notice,
system, Jim Lee,2003-Jan-14:07:30,l0an451) will make true the predicate
received(loanCancelNotice, system, Jim Lee, 2003-Jan-14:07:30, loan451).
This semantic interpretation implies that actions take effect immediately (i.e.,
action propagation takes no time).

Thefollowing specificationrefersto an obligationwhose nameispayByDate,
having six parameters. Thefulfilling component FUL includestwo actionsto be
performed by the system: the first is to provide the customer with an acknowl-
edgment, and the secondisintended for thesystemitself toincreasethereliability
score of the customer.

OBL payByDate
Definition:payByDate(customer,loan,time,payment,penalty, upScore,
downScore)
FUL: [ActionList: { send(acknowledgeReceipt, customer, time, |oan, pay-
ment), adjustReliability(system, time, customer, upScore) } |

DEF: <[ OBL payByExtendedDate
Definition: payByExtendedDate(customer,time, payment+penalty)],
[ActionList:{ send(reminder,customer,time, loan, payment+penalty),
adjustReliability(system, time,customer,-downScore)} |
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Accepting the obligation payByDate entails the following consequences:

1. If the obligation is fulfilled, then an acknowledgment will be sent to the
customer by the system andthereliability of the customer will beincreased
by the amount upScore by the system.

2. Iftheoriginal obligationisnot fulfilled, thenthecustomer isobliged tofulfill
a new obligation payByExtendedDate, and she will receive a reminder
message from the system to do so, and the reliability of the customer will
be decreased by the amount downScore.

Intheexampleabove, thedefaulting clause DEF of theobligation payByDate
uses an obligation payByExtendedDate, which requires its own definition.
Consequently, the pair { payByDate, payByExtendedDate} formsan obligation
chain of length 2, in the sense that the definition of payByDate uses
payByExtendedDate. Our specification constraint requiresthat such obligation
chains be of finite length.

Long-term success of a system with obligations increases with the user
community honoringitsobligations. For example, bankswith|ower loan default
ratesare lesslikely to get into financial difficulties. Similarly, user histories of
obligation fulfillment need to be utilized in future dealingswith them. Thismay
be done by assigning a numerical measure of trustworthiness, referred to as
reliability rating similar to the credit rating used by lending institutions in the
United States. The ternary predicate reliable, where reliable(subject, score,
time)}, is true in a policy rule when score is the reliability rating of subject
subject at timetime. To update thereliability ratings of subjects, our system has
a special action term adjustReliability, where adjustReliability(time, subject,
score) adjuststhereliability score of the subject subject by £score at timetime.
Here, tscore is a non-negative real number.

The following specification reports a policy rule using reliability rating.
Indeed, it states that a customer can be automatically approved for a loan
providedthat her reliability ratingishigher than 7.2 and that herincomeisat | east
three times that of the monthly payment arising out of the proposed |oan.

access(customer,loan,approve) «reliable(customer,score,time),(score>7.2),
monthlylncome(customer,income),
computePay(customer,loan,monthlyPaymen),
(income> 3.monthly Payment).

A systemthat dependsonuserstofulfill their obligationsmust monitor them.
Monitoringinvolvesconsidering all complex obligationsand sending all required
messagesat times specified for each fulfilling and defaulting clause. In addition,
monitoring must ensurethat users properly adhereto conditional obligations. In
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principle, the monitoring system should check at each instant if adefaulting or
fulfilling of an obligation hasoccurred and take appropriate action. However, this
isclearly avery inefficient solution; therefore, one of the objectivesof monitoring
isto derive an appropriate schedule of when to monitor the occurrence of such
events. For exampl e, if an obligationimposesapayment withinamonthfromthe
signing of acontract, the systemwill derivethe appropriate absolute deadline at
thetimeof signingand will insertit asaguardingtimeintheschedule. A detailed
obligation monitoring algorithmisgivenin Bettini (2002a).

CONCLUSION

New and changing application requirements can be satisfied by having an
authorization server that can simultaneously enforce multiple security policies.
The Flexible Authorization Framework (FAF) of Jajodia et al. (2001b, 2001)
provides such acapability. FAF specifies complex applicati on-specific authori-
zation requirements as a collection of rulesin a stratified rule base. Therefore,
every specification has a unique, well-founded model. Firing a backward
chaining rulebasein responseto every authorization request may slow down any
FAF-based authorization engine. To addressthisissue, Jajodia(2001b) proposed
materializing the rules so that their conclusions could be looked up in atable.

To adapt to application dynamics, in thischapter FAF has been extended to
incorporate rule changes and revoking once-granted permissions. We have
shown how to minimally alter once-materialized conclusionsof FAFrulessothat
the rule changes will be reflected in the materialization.

FAF has been further extended to include authorizati ons based on subjects
satisfying provisionsand obligationsresulting from subjectsbeing granted access
permissions. Given aset of FAF rulesdecorated with provisionsand obligations,
we have given an algorithm that determines the optimal set of provisions and
obligations to obtain an access.
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ABSTRACT

Over the past few years there has been a huge influx of web accessible
information. Information access and storage methods have grown
considerably. Previously unknown or hard-to-get information is now readily
available to us. The World Wide Web has played an important role in this
information revolution. Often, sensitive information is exchanged among
users, Web services, and software agents. This exchange of information has
highlighted the problem of privacy. A large number of strategies employed
to preserve people’s privacy require users to define their respective
privacy requirements and make decisions about the disclosure of their
information. Personal judgments are usually made based on the sensitivity
of the information and the reputation of the party to which the information
is to be disclosed. In the absence of a comprehensive privacy preserving
mechanism, no guarantees about information disclosure can be made. The
emerging Semantic Web is expected to make the challenge more acute in the
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sense that it would provide a whole infrastructure for the automation of
information processing on the Web. On the privacy front, this means that
privacy invasion would net more quality and sensitive personal information.
In this chapter, we describe a reputation-based approach to automate
privacy enforcement in a Semantic Web environment. We propose a reputation
management system that monitors Web services and collects, evaluates,
updates, and disseminates information related to their reputation for the
purpose of privacy protection.

INTRODUCTION

Web technologies are driving unprecedented paradigm shifts in various
aspects of life. The technological impact of the Web has transformed the way
we perceivethingsaround us. Individualsand groupsalikethriveoninformation
inthisera, dubbed asthe“information-age.” TheWeb hasbecome animmense
information repository with perpetual expansion and ubiquity as two of its
intrinsic characteristics. With the recent flurry in Web technol ogies, the “ data-
store” Web issteadily evolving to amore “vibrant” environment where passive
data sources coexist with active services that access these data sources and
inter-operate with limited or no intervention from humans. The active nature of
the Web resultsfrom the intense volume of Web transactions. The Web hasalso
brought aparadigm shiftintheway informationisaccessed. Traditional systems
are by nature closed and deterministic (e.g., enterprise networks) where data
sources are accessible only by a few known users with a set of predefined
privileges. On the contrary, the Web is an open and non-deter ministic environ-
ment where information is potentially accessible by far greater numbers of a
priori unknown users. Traditional methodsof controlling theflow of information
across systems are proving to be inadequate. The security community has
extensively studied the problem of access control in the context of closed
systems. However, the problem of access control in the open Web environment
isquite different. Infact, solutions resulting from the research done on closed
systemsare only of peripheral importanceto the problem of protecting informa-
tion in the Web context. For example, access control models [e.g., RBAC,
TBAC, MAC, DAC (Joshi, 2001)] that work for resources shared by a well-
known, relatively small set of usersareobviously of littlehelpwhentheresources
are information that may be accessed by millions of random Web clients. The
control exhibited over thecollection, accessibility, holding, and dissemination of
Web-accessibleinformationisminimal. Thisismainly dueto the extensive and
extendable nature of the Web. Privacy issues come into play when the
information is private, i.e., related to personal aspects, such as the health
records, employment history, etc. Accessing personal information through the
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Web clearly raises legitimate privacy concerns that call for effective, reliable,
and scalable privacy preserving solutions.

The privacy problem is likely to become more challenging with the envi-
sioned Semantic Web where machines become much better able to process and
understand the datathat they merely display at present (Berners-Lee, 2001). To
enablethisvision, “intelligent” softwareagentswill carry out sophisticated tasks
for their users. In that process, these agents will manipulate and exchange
extensive amounts of personal information and replace human usersin making
decisionsregarding their personal data. The challengeisthen to devel op agents
that autonomously enforce the privacy of their respective users, i.e., autono-
mously determine, according to the current context, what informationisprivate.

In this chapter, we propose a reputation-based solution to the problem of
preserving privacy inthe Semantic Web. Thesolutionisbased ontwo principles.
First, the reputation of Web services is quantified such that high reputation is
attributed to services that are not the source of any “leakage” of private
information. Second, thetraditional invocation scheme of Web services (discov-
ery-selection-invocation) isextended into areputation-based invocation scheme
where the reputation of a serviceis also a parameter in the discovery-selection
processes.

The chapter isorganized asfollows. An understanding about the notion of
privacy in the context of the Web is presented in the next section. Then, we
provide an overview of the need to preserve privacy in Web-enabled situations
followed by an introduction to the key concepts used throughout the chapter.
Then, we present ageneral model for reputation management inaSemantic Web
environment. We then describe the architecture for deploying the proposed
general model. Some variants of the proposed model are also listed. In the last
part of the chapter, we list some research work that has addressed various
aspects of trust and reputation in the Web, followed by the conclusion.

WEB PRIVACY

The need for privacy isamost as old as the human race. However, unlike
other old concepts, the concept of privacy has not yet reached a mature
epistemol ogical stage in which it can be perceived as adefinite and universally
accepted notion. In light of our previous discussion, we define Web privacy as
a set of rules that are associated with any information on the Web that dictate
implicitand explicit privilegesfor information manipul ation. I nformation manipu-
lation encompasses rules for access, storage, usage, disclosure, dissemination,
changes, etc. These dimensions of privacy will be discussed shortly but first we
should devise a methodol ogy to characterize the information on the Web.
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Information Characterization
Information about anindividual that isavailabl e/accessiblethrough the Web
can be characterized according to the type, degree or nature of information.

*  Type. Theinformation about an individual can either be personal, behav-
ioral or communicative. Personal information refersto the datathat helps
in identifying the individual wholly or partly. A person’s social security
number or apassport number is enough to identify an individual whilethe
name, marital status, phone numbers, financial information, etc., are only
partly adequate. However, all of the listed (and more) are termed as
personal information of an individual. Behavioral information includes
activitiesthat an individual performswhile accessing the Web. These can
be the durations of stay at a particular site, the frequency of visitsto a
particular site, buying patterns, etc. Communicative type of information
referstoinformationintheform of el ectronic messages, postingsto various
sites, online polls, surveys, etc.

. Degree. Thedegreeof information definesalevel towhichtheinformation
isrelated to an individual. For instance, some information may concern a
single person (first degree), a family, or a larger group of people (e.g.,
residents of an areasharing acommon zip code). Usually general informa-
tion is less private while specific information tends to be more private.
Therefore it is safe to conclude that the degree level of information and
privacy areinversely proportional.

. Nature. The information about a user can either be static or dynamic.
Information that is not expected to change substantially over time can be
referred to as static information. These include names, residence/email
addresses, personal affiliations and beliefs, etc. Dynamic information, on
the other hand, is expected to change significantly over time (e.g., digital
behavior).

Dimensions of Web Privacy

There is no generally acceptable method to precisely determine what can
or cannot be considered as aviolation of privacy in the Web context. Ideally, a
Web user must have areasonabl e degree of control over access, collection and
dissemination of information. We thus view privacy as a multi-dimensional
concept that encompasses the following dimensions:

e Access. A privacy policy must define access privileges for individuals.
These should include rules that state who can access what. For example,
an online business can have arule that only employees from the “ procure-
ment” department can create purchase orders while all other departments
can have the authority to only view them.
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. Collection. The information collection requirement of privacy demands
that noinformation concerningindividual siscollected without their explicit
consent. For example, healthcare sites have to explicitly mention the
purpose of collecting the information and individuals can then decide
whether to share information or not.

. Usage. The usage aspect of information definesthe purposefor which the
informationiscollected. If information isused for apurpose for which the
usewasnot defined, thenitisaviolation of the usage dimension of privacy.

. Storage. The storage requirement determines whether and until when the
information collected can be stored. For example, consider acitizen using
a government Web-based service Medicaid that provides healthcare
coveragefor low-incomecitizens. Medicaid may statethat theinformation
it collectsfrom citizenswill remain stored in the underlying databases one
year after they leave the welfare program.

. Disclosure. Theinformation disclosure component defines the partiesto
which data can be disseminated. This dimension of privacy isthe one that
is considered to be the most critical in preserving privacy. If a Web site
statesthat it will not disclosethe collected information to unwanted sources,
then it should abide by these terms. Disclosure of information without
individual consent would be aviolation of privacy.

PRIVACY PRESERVATION REQUIREMENT

Preserving privacy is a key requirement for the Web to reach its full
potential. Recent studiesand surveysshow that Web users' concernsabout their
privacy are key factors behind their reluctance in using the Web to conduct
transactions that require them to provide sensitive personal information. The
problem of computer privacy goesback to the early emergence of the burgeoning
computer industry (Hoffman, 1969). Despite the recent growing interest in the
problemof privacy, little progressappearsto have been achieved. Thesocial and
cultural reasons include varied degrees for the perception of privacy across
various geographical regions of the world. For instance, the concerns about
privacy shown by individualsin North Americaor Europearedifferent fromthe
way Asians perceivetheir privacy rights. From atechnological standpoint, one
reason for the slow progress is the erroneous view that assimilates privacy to
security. Although not completely unrelated, the two problems of privacy and
security are, essentially, different (Swire, 2002).

Much of the research in securing shared resources views security as an
“inward” concept where different users have different accessrightsto different
shared objects. Contrary to the concept of security, we see privacy as an
“outward” concept in the sense that information exposes a set of rules (i.e.,
privacy policies) to users. These rules determine if and how any arbitrary user
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Figure 1: An information exchange scenario in the Semantic Web
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may access that information. Schoeman (1984) defined privacy along the same
lines of control that anindividual has over hisor her information. In contrast to
typical shared information, private information is, generally, related to an
individual who normally ownstheinformation and hastheauthority to specify its
associated privacy policy. Despite important regulatory and technical efforts
to address the issue of Web privacy, incidents of privacy violation on the Web
continueto beintheheadlines. Sol utionsto the problem of preserving privacy on
the Web may not be conceivable or even feasibleif not developed for and using
tomorrow’ sWeb building blocks: Web services. Theseare, essentially, applica-
tionsthat exposeinterfacesthroughwhichWeb clientsmay automatically invoke
them. A growing number of Web-based applicationsare being developed using
Web services. Examplesinclude health care systems, digital government, and
B2B E-commerce. In their pre-Web versions, these applicationswere typically
based on aninformation flow where usersdivulgetheir privateinformation only
to known, trusted parties. The recent introduction of Web services as key
componentsin building these applicationshasenabl ed new typesof transactions
where users frequently disclose sensitive information to Web-based entities
(e.g., government agencies, businesses) that are unknown and/or whose trust-
worthiness may not be easily determined.

Consider the example of a Digital Government (DG) infrastructure that
offers a Web-based service S through which citizens access social and health
plans (Figure 1). Part of the service’ s mission isto assist unemployed citizens
injob placement and to deliver other related social and educational benefits. An
unemployed citizen subscribes to the service S and delegates to his Semantic
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Web agent the task of permanently interacting with the service Sto look for
potential job opportunities and any other government-sponsored benefits des-
tined to jobless citizens. As part of this interaction, the citizen’s agent must
submit personal information to the service S (e.g., employment history, family
and health information). For the job placement plan to be effective, the
government may offer incentivesto businessesthat commit to hire 20% of their
employees from citizens subscribed in the government plan. Businesses inter-
ested in these incentives deploy Web servicesthat agovernment Semantic Web
agent Ag periodically invokes to learn about any new job opportunities. This
agent exploitsthesejob opportunitieson behalf of thecitizenswho qualify for the
plan. In this process, it may be necessary for the agent Ag to transfer personal
data to some of these external services. In some cases, these services are
unknownto Ag, i.e., Ag doesnot haveany history of prior interactionswith these
services. This obviously raises the problem of trust in an environment where
Semantic Web agents and Web services interact with no or limited interaction
history. Thechallengeisto, automatically, determinewhichinformation may be
disclosed to which services. The previous example highlights the need for a
solution that enables a privacy preserving interaction amongst Semantic Web
agents and Web services. We believe that the linchpin of such a solution is a
reliable reputation management mechanism that provides an objective evalu-
ation of thetrust that may be put inany given Web service. Thismechanism must
have functionalities to collect, evaluate, update, and disseminate information
related to the reputation of Web services. Moreover, this mechanism must meet
two requirements:

e Verifiability. Web servicesmay expose arbitrary privacy policiestotheir
users. Currently, usersareleft with no meansto verify whether or not Web
services actually abide by the terms of their privacy policies. Ideally, a
privacy-preserving infrastructure must provide apractical meansto check
whether advertised privacy policies are actually enforced.

J Automatic Enforcement. In the envisioned Semantic Web, software
agents will have to make judgments about whether or not to release their
users private data to other agents and Web services. Thus, a privacy
preserving solution must not require an extensive involvement of users.

REPUTATION MANAGEMENT CONCEPTS

In this section, we set the framework for our discussion. We first clearly
define the terms of Web services and Web agents. We then introduce the two
concepts of attribute ontology and information flow difference on which our
reputation management model (described next) isbuilt.
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Web Services and Web Agents Defined

In the envisioned Semantic Web, two types of entities interact: Web
services and Web agents. The former are applications that may be invoked
through the Web. For instance, in our DG example, a business may deploy a
service that provides the list of current job opportunities. Services may have
access to private information. Upon invocation, they may also deliver private
information. In the dynamic Web environment, the number of Web agents and
services may not be known a priori. In this chapter, we consider a dynamic set
Sof Web servicesthat interact with apotential exchange of privateinformation.
Web agents are “intelligent” software modules that are responsible of some
specifictasks(e.g., search for an appropriatejob for agiven unemployed citizen
in the previous DG example).

Attribute Ontology

An operation of a Web service may be viewed as a“processing” unit that
consumes input parameters and generates output parameters. The invocation of
agiven operationmay potentially resultin privacy violation when one or more of
the output parameters correspond to private attributes (e.g., Last Name,
Address, Phone Number). A requirement for automating privacy preservation
isto formally capture any possible leakage of sensitive information that may
result from service invocation. Our approach is based on a concept called
Information Flow Difference that provides an estimate of services' potential
torelease privateinformation. Thedefinition of thisconcept isbased onascaled
attribute ontology that captures two important characteristics of attributes,
namely, synonymy and privacy significance order.

Synonymy: Consider two operations that both expect as their input a
person’s home phone number and return the same person’s family name. The
description of the first operation names the parameters: PhoneNumber and
FamilyName while the description of the second operation names these param-
eters: PhoneNumber and LastName. Clearly, from aprivacy perspective, these
two operations are equivalent. This is due to the semantic equivalence of
FamilyNameand L astName. To capturethisequivalenceamongst attributes, the
proposed attribute ontology defines sets of synonymous attributes. The follow-
ing are examples of sets of synonymous attributes:

T1 = { FamilyName,LastName,Surname,Name }
T2 ={ PhoneNumber,HomePhoneNumber,ContactNumber, Telephone,Phone}
T3 ={ Address, HomeAddress, Location }

Privacy Significance Order: Private attributes do not have the same
sensitivity. For example, most people consider their social security number as
being more sensitive than their phone number. To capture the difference in
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attributes’ sensitivity, we define the Privacy Significance Level as a function
defined over the set of attributes and that, given an attribute a, associates a
number PSL(a) € N that reflects attribute a’s significance from a privacy
perspective. For any two given attributesaand b, aissaid to be of higher privacy
significanceif itsprivacy significancelevel, PSL(a), is greater than b’ sprivacy
significance level, PSL(b). This establishes a privacy significance order
between any pair of attributes. Of course, thisorder may not beuniversally valid.
For example, two different persons may rank two attributesin different orders.
Our approach assumes that, statistically, any two attributes are ranked consis-
tently by amajority of individual s. However, the sol ution may readily be extended
to employ user-defined attribute ontol ogies where users specify the sensitivity
of the different attributes.

Information Flow Difference

Let s be aWeb servicein the set S and Op, an operation of the service s
that has p input attributes and g output attributes. Let Input(OpJ.) denote the set
of input attributes for operation Opj, and Output(Opj) denote the set of output
attributes for operation Opj.

Definition 1: The Information Flow Difference IFD of operation Opj is
defined by:

IFD(Op].) = X PS(a) - ¥ P (a)
acInput(Op)  aeOutput(Op)

Example 1: Assume that Opj has as its input the attribute SSN and as its
output the attribute PhoneNumber. Thevaluesof thefunction PSL for attributes
SSN and PhoneNumber arerespectively 6 and 4. Inthisexample, IFD(OpJ.)=2. The
meaning of this (positive) value is that an invocation of operation Opj must
provide information (SSN) that is mor e sensitive than the returned information
(PhoneNumber). Intuitively, the Information Flow Difference captures the
degreeof “permeability” of agivenoperation, i.e., thedifference (inthe privacy
significance level) between what it gets (i.e., input attributes) and what it
discloses (i.e., output attributes).

In general, positive valuesfor thefunction IFD do not necessarily indicate
that invocationsof the corresponding operation actually preserveprivacy. Inthe
previousexample, aserviceinvoking Opj may still be unauthorizedto accessthe
phone number although it already knows more sensitive information (i.e., the
social security number). However, invocations of operations with negative
valuesof thefunction | FD necessarily discloseinformation that ismoresensitive
than their input attributes. They must, therefore, be considered as cases of
privacy violation.
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Definition 2: A service s € Sis said to have an information flow that
violates privacy if and only if it has an operation Op such that: IFD(Op) < 0.

Definition 3: The Information Flow Difference of a Web service sisthe
sum of the IFD’s of all of its operations.

REPUTATION MANAGEMENT MODEL

In the previous section, we introduced the concepts of attribute ontology
and information flow difference. We also showed how these concepts are used
to capture the sensitivity of the private information flowing to and from Web
services. Theincentive behind introducing these conceptsisto develop mecha-
nisms that automatically quantify services' reputation. In this section, we
present ageneral model for aSemantic Web environment whereinteractionsare
based on reputation. The objective of the proposed model is to enable Web
services and agentsto interact in an environment where the decision to disclose
private sensitive information becomes an automatic, reputation-driven pro-
cessthat doesnot requiretheintervention of human users. Our approach mimics
the real life business and social environments where (good) reputation is a
prerequisite (or, sometimes, the reason) for any transaction. The basic ideais
to deploy a reputation management system that continuously monitors Web
services, assessestheir reputation and disseminatesinformation about services'
reputation to (other) services and agents. To each Web service, we associate a
reputation that reflects a common perception of other Web services towards
that service. In practice, different criteriamay be important in determining the
reputation of a Web service. For example, the reputation of a service that
searches for “best” airline fares clearly depends on whether or not it actually
deliversthe best fares. In this chapter, services' reputation depends only on the
effectiveness of their enforcement of the privacy of their users. To simplify our
discussion, wewill use* services” instead of “ servicesand agents” in any context
where “services’ is an active entity (e.g., “service” sinvokes operation Op).
We propose five criteria that are the basis in the process of reputation
assessment.

Computing Reputations

To compute the reputations of services in an automatic manner, we
identified a set of criteriathat: (i) reflect the “conduct” of serviceswith regard
to how they protect privateinformation that they collect from users, and (ii) may
be automatically and objectively assessed.
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Degree of Permeability: We previously introduced the function IFD that
determines services' Degree of Permeability (DoP), i.e., their pronenessto the
disclosure of sensitive information. We also use this function to rank Web
services according to their DoP. For example, let s and s, be two Web services.
If IFD(s) < IFD(s)) < O, then s, is said to be less permeable than service s .

Authentication-Based Disclosure of Information: Web services use
different approaches to authenticate the senders of the received requests. The
reputation of a service clearly depends on the strength of the mechanism used
to authenticate clients. For example, the reputation-based infrastructure may
adopt the rule that services using K erberos-based authentication schemes have
better reputation than services that use schemes based on user/password
authentication.

Across-User Information Disclosure: In some situations, a Web service
may properly authenticateits users but hasthe potential of across-user informa-
tiondisclosure. Thischaracteristic correspondsto thesituation wherethe service
discloses privateinformation about any valid user to any valid user. Thisflaw in
the behavior of Web services must be considered in the process of evaluating
services' reputation.

Use of Encryption Mechanisms. This criterion capturesthe efficiency of
the encryption mechanismsused by Web services. For example, aservicewhose
messages are encrypted using a128-bit encryption scheme may beranked better
than another service whose messages are encrypted using a 64-bit encryption
scheme.

Seniority: This criterion reflects the simple “fact” that, similarly to busi-
nessesinthereal world, trust in Web servicesincreases with the length of their
“lifetime.” If the dates of deployment, d, and d,, of two servicess and s, are
known, then the reputation of s may be considered better than that of s, if d;
precedes d,.

Reputation Definition

We now present aformal definition of the reputation of Web services. Let
R be the set of m criteria used in the process of reputation assessment (m=5in
the proposed list of criteria) and C, valueof criterionc for services. Thevalues
of these m criteria are normalized such that:

Vse S,vc'e R0O<c! <1

In practice, the criteria used in reputation assessment are not equally
important or relevant to privacy enforcement. For example, the seniority
criterion is clearly less important than the degree of permeability. To each
criterion ¢ e R we associate a weight w, that is proportional to its relative
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importance as compared to the other criteriain R. A Web service’s reputation
may then be defined as follows:

Definition 4. For agiven service se S, the reputation function is defined by:

Reputation(s) = glm Wi G (1)

Theintuitive meaning of formula(1) isthat thereputation of servicesi isthe
weighted sum of its performances along each of the considered reputation
criteria.

THE ARCHITECTURE

We now describe the architecture (Figure 2) supporting the proposed
reputation model. The proposed architecture has three main components: the
Reputation Manager, the Probing Agents, and Service Wrappers.

Figure 2: Reputation management system architecture
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Reputation Manager

The Reputation Manager (RM) is the core of the reputation system. It is
a unanimously trusted party responsible of (i) collecting, (ii) evaluating, (iii)
updating, and (iv) disseminating reputation information. To understand the
operation of the Reputation Manager, consider the following typical scenario
enabled by this architecture. A Web services (or an agent) is about to send a
message M containing private information to aWeb service s. Before sending
Mtos, the service si submits to the Reputation Manager a request asking for
thereputation of services. If avalue of Reputati on(sj) isavailable and accurate
(i.e., reasonably recent), the RM answerss, ' srequest with amessage containing
that value. Based onthevalue of thereceived reputation anditslocal policy, the
service si may or may not decide to send the message M to S- If the reputation
of S is outdated or not available (i.e., has not been previously assessed), the
Reputation Manager initiates a reputation assessment process that involves
one of a set of Probing Agents. To assess the reputation of a Web service S,
the RM collects information that is necessary to evaluate the given criteriafor
reputation assessment (discussed previously). The evaluation of most of these
criteriais based on the (syntactic) description of the service s. For example, to
evaluate the degree of permeability of s, the RM reads S's description (by
accessing the appropriate service registryﬂ, computes | FD(sJ) (s’ s Information
Flow Difference), and maps that value to the corresponding degree of
permeability. The RM maintains an attribute ontology that is used in comput-
ing the degree of permeability of the different Web services. Once the DoP of
services isevaluated, itisstoredinthelocal Reputation Repository. The other
criteria may be obtained using similar processes. Once all the criteria are
evaluated, the RM computes s's reputation, stores the obtained value in the
Reputation Repository, and sends it to the service s.

Anonymous Probing Agents

Services' reputations are not static values. Different types of updates may
affect a service's reputation. The Reputation Manager must permanently
maintain an accurate perception of services' reputations. Two alternatives are
possible for a continuous monitoring of Web services. In the first, the
Reputation Manager permanently retrieves services' descriptions and issues
requeststo servicesto collect theinformation necessary to eval uatethe different
criteria of reputation assessment. This approach is clearly inadequate. First, it
leads to a huge traffic at the RM. Second, malicious Web services may easily
identify requests originating at the RM and reply with messages that do not
reflect their actual behavior. To overcomethese drawbacks, our solution deploys
aset of i probing agents (or, probers) that collect information necessary to the
process of reputation assessment and share it with the Reputation Manager.
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These agents are responsible of permanently monitoring the services and
reporting the collected information to the Reputation Manager. These agents
arenot co-located withthe RM and are, apriori, anonymousto the Web services
being monitored, i.e., servicesmay not distinguish probing requestsfrom ordinary
requests.

Services with low reputation present a greater potential for unauthorized
informationdisclosure. Therefore, the processof monitoring Web servicesmust
be distributed such that services with low reputation get probed more aggres-
sively and more frequently. To meet this requirement, services are partitioned
into 6 (8 N) clustersC, C,, ..., C, , such that servicesin the same cluster have
“comparable” reputations. § is called the clustering factor. Formally,

i+1
VC,seC = é < Reputation (s) < 5 @)

To enable a variable probing policy, we associated §, probing agents to
each cluster C,

[6 n= 28'17’&}
k=1

A reasonabl e distribution of then probersonthe § clustersisoneinwhich:
Vi,0 <i< 5-Ri'77i: o

where: o.isaconstant and R, is the average reputation of servicesin cluster C,,i.e,,

R _ Y «eciReputation(x)
i— 8

where &, is the size of cluster C.. Probing agents associated with cluster C,
continuously and randomly invoke servicesin C, to determine the values of the
different criteriain the set R. In the monitoring process, they may also have to
access service registries and retrieve service descriptions.

Anadvantage of thiscluster-based monitoring approachisthatitisflexible
and may be easily “tuned” to accommodate |oose and strict privacy enforce-
ment. For example, the parameter oo may be set higher (for all clusters) to
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achievestricter privacy control. Also, if aspecific cluster or set of clusters(e.g.,
corresponding to businesses with low reputation) turn out to be more prone to
information disclosure than others, only their probing agents may be instructed
to switch to a more aggressive monitoring mode.

Service Wrappers

A significant challenge in deploying the proposed approach is to, a poste-
riori, introduce a privacy preserving mechanism to existing Web services that
are already built without a mechanism for privacy enforcement. The solution
clearly requires modifying the service invocation scheme to accommodate the
added mechanism. M oreover, the solution must not induce ahigh upgrading cost
on “legacy” services. To achieve thistransition to privacy preserving services,
we introduce components called service wrappers.

A service wrapper associated with a service s is a software module that
isco-located with s and that handles all messagesreceived or sent by theservice
s. To send a privacy sensitive message M to a service S, the service s first
submits the message to its wrapper. |f necessary, the wrapper sends a request
to the Reputation Manager to inquire about s’ sreputation. Based on the answer
received from the RM, s’s wrapper may then forward the message M to s or
decideto cancel sending M to s.To avoid an excessive traffic at the Reputation
Manager, the wrapper may locally maintain a Reputation Cache that contains
information about the reputation of the most frequently invoked services.

VARIANTS OF THE GENERAL
REPUTATION MODEL

The model that we have studied so far is based on the notion of centrality.
A centralized Reputation Manager isresponsiblefor collecting, evaluating, and
disseminating reputations for various Web services. We now present the
decentralized versions of the model that differ, essentially, in the way the
Reputation Manager is deployed. We will briefly discuss distributed, registry-
based and peer-to-peer reputation model sasvariantsto the centrali zed approach
and outline their main characteristics:

Distributed Reputation Model

Evident from its name, a distributed reputation model is one in which
multiple Reputation M anagers cooperate with each other to manage the reputa-
tions of Web services. Each reputation manager works in approximately the
same way that we have described previously. However, the scope and respon-
sibility for reputation management isreduced. Itislocalized to aparticul ar set of
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Figure 3: Distributed reputation model
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Web services and the reputation managers have to interact with each other
periodically to ensurethe accuracy of reputation reports. How aparticular Web
service gets “assigned” to a particular Reputation Manager is out of the scope
of our current discussion. The model can be thought of as having various local
reputation views, communicated periodically to achieve a global view of
reputations. For example, a server that detects a change (falling below a
minimum threshold) in a Web service's reputation may decide to broadcast a
notifying messageto all other reputation managers, informing them of thisevent.
Figure 3 shows a distributed reputation model, which is designed as a decen-
tralized system.

Registry-Based Reputation Model

The registry-based reputation model views aWeb services' reputation as
part of its description. Theideaisto base reputations on previous knowledge of
the Web services. Serviceregistriesare extended with areputation management
layer that carries out the task of a virtual reputation manager (VRM).
Reputations are reported by the participating Web services to the VRM after
each transaction. Using the VRM service registries, Web services will be able
toinvokeservicesnot only based ontheir description but, also, ontheir reputation.
Ideally, theregistry must beabletorank itsservicesaccordingtotheir reputation.
Clients may then access registries to discover services that meet a minimum
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Figure 4. Peer-to-peer reputation model
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reputation threshold. An incentive-based reputation reporting mechanism also
needsto bein place, which encouragestrue reputation reporting. M eaning, that
false reports about a Web service's actions are not submitted to the VRM.

Peer-to-Peer Reputation Model

This model (Figure 4) does not employ any entity that is exclusively
dedicated to managing reputations. Each Web service has its own Reputation
Manager. In this model, a Web service does not have a common “reputation”
value, but rather, establishesitsown perception of services' reputation, i.e., each
service si hasits own definition of the function Reputation (noted Reputation)
that is specified only for servicesknownto s. A service s also adopts its own
reputation threshold p; and invokes aservicesl only if Reputation, (s]) 2.

It should also be noted that reputations about other unknown services can
be gathered from known trusted Web services. This follows the general social
mode of reputation reporting that individual sadopt inareal society. For instance,
assume that X knows (can report reputation information of) Y and Z. Also Y and
Z are unknown to each other. Now if Z wants to conduct some transaction with
Y, Zwould ask X about Y’ sreputation. Thiscould happen over many links (X asking
any other party), or Z may decide to ask several parties, and judge Y on some
aggregate value.
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RELATED WORK

The concept of reputation has been extensively studied in E-commerce
systems. Online businesses have deployed reputation systems that improve
customers' trust and, consequently, stimulate sales (Resnick, 2000). Examples
include: Ebay, Bizrate, Amazon, and Epinions. Several studies have investi-
gated and, generally, confirmed the potential positive impact of reputation
systems on online shoppers’ decisions to engage in business transactions (e.g.,
the study reported in Lucking-Reily (2000) that targeted Ebay’s reputation
system).

Current reputation systems are based on the simple idea of evaluating the
reputation of a service or a product using feedbacks collected from customers
that, in the past, have purchased similar or comparable services or products.
Customers may then make “informed shopping” in light of past experiences.
Different variations derived from this general model have been proposed. For
example, in Zacharia (1999), the authors presented two models based on the
global and personalized notions of reputation. The global model, Sporas, is
similar to the reputation model used at Ebay while the personalized model,
Histos, takestheidentity of theinquirer and theenvironment inwhichtheinquiry
is carried out into account.

In most E-commerce systems, a typical transaction involves two parties
(e.g., aseller and a buyer). In some cases, one of the parties (the seller) is also
the provider of the reputation service (i.e., assesses and/or disseminates the
reputation). These reputation systems inherently lack the objectivity that
generally characterizes systems based on a neutral third party. An example of
such asystem was proposed in Atif (2002). It isbased on atrust model that uses
intermediariesto bolster the buyer’s and seller’ s confidence in online transac-
tions. An intermediary agent, known as a trust service provider (TSP), is
responsible for making sure that the end-parties (buyer and seller) behave as
expected (e.g., the buyer pays and the seller delivers). The whole process is
invisible to the transacting parties as the TSP carries out the transaction in an
automatic fashion.

Another approach to introduce more objectivity in reputation systems was
proposed in Abdulrahman (2000). It treats trust as a non-transitive concept and
takesinto account thecredibility of the source providing arecommendation. The
proposed approach assumesthat the recommender may lie or state contradictory
recommendations.

Other solutions have also been proposed for other types of Web applica-
tions. In a previous work (Rezgui, 2002; Medjahed, 2003), we addressed the
problem in the context of Digital Government applications. The solution was
developed to enforce privacy in Web-accessible (government) databases. Its
principle was to combine data filters and mobile privacy preserving agents.

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Enforcing Privacy on the Semantic Web 195

The former were used to protect privacy at the server side (i.e., the databases)
and the latter were used to preserve privacy at the client side (i.e., Web clients
requesting privateinformation).

The reputation system proposed in this chapter differsfrom the previously
mentioned (and other) systemsin three aspects. First, contrary to most existing
systems that target Web sites or Web databases, our system targets a Semantic
Web environment hosting Web servicesand software agents. Second, reputation
inour system isnot directly based on business criteria(e.g., quality of aservice
or aproduct) but, rather, it reflectsthe“ quality of conduct” of Web serviceswith
regard to the preservation of the privacy of (personal) information that they
exchange with other services and agents. Finally, the proposed reputation
management system is fully automated. It does not use (or necessitate)
potentially subjective human recommendations.

CONCLUSION

In this chapter, we presented a reputation management system for the
Semantic Web. The proposed system aims at automating the process of privacy
enforcement in Web services. The solution is based on a general model for
assessing reputation where a reputation manager permanently probes Web
services to evaluate their reputation. We also presented alternatives to the
proposed centralized model. The decentralized approach includes distributed,
registry-based and peer-to-peer reputation models.
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ABSTRACT

In this chapter, we present the main security issues related to the selective
dissemination of information (SDI system). More precisely, after provided
an overview of the work carried out in this field, we have focused on the
security properties that a secure SDI system (SSDI system) must satisfy and
on some of the strategies and mechanisms that can be used to ensure them.
Indeed, since XML is the today emerging standard for data exchange over
the Web, we have casted our attention on Secure and Selective XML data
dissemination (SSXD). As a result, we have presented a SSXD system
providing a comprehensive solution to XML documents. In the proposed
chapter, we also consider innovative architecture for the data dissemination,
by suggesting a SSXD system exploiting the third-party architecture, since
this architecture is receiving growing attention as a new paradigm for data
dissemination over the web. In a third-party architecture, there is a
distinction between the Owner and the Publisher of information. The
Owner isthe producer of the information, whereas Publishers are responsible
for managing (a portion of) the Owner information and for answering user
gueries. A relevant issue in this architecture is how the Owner can ensure
a secure dissemination of its data, even if the data are managed by a third-
party. Such scenario requires a redefinition of dissemination mechanisms
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developed for the traditional SSXD system. Indeed, the traditional techniques
cannot be exploited in a third party scenario. For instance, let us consider
the traditional digital signature techniques, used to ensure data integrity
and authenticity. In a third party scenario, that is, a scenario where a third
party may prune some of the nodes of the original document based on user
gueries, the traditional digital signature is not applicable, since its
correctness is based on the requirement that the signing and verification
process are performed on exactly the same bits.

INTRODUCTION

Companiesand organizationsaretoday massively using I nternet asthemain
information distribution means both at internal and external levels. Such a
widespread use of the web has sped up the development of a new class of
information-centred applications focused on the selective dissemination of
information (hereafter called SDI). The obvious purpose of these applications
isthe delivery of datato apossiblelarge user community. Theterm selectivein
this context means that each user should not receive all the data but he/she must
receive only specific portions of them. Such portions can be determined
according to several factors, such as user interests and needs, or the access
control policiesthat thedatasource hasin place. The chapter focuseson security
issuesfor selective datadissemination services, since such issuesrepresent one
of the most novel and promising research directionsin the field. A Secure and
Selective Dissemination of Information — SSDI service—is an SDI service that
ensuresaset of security propertiestothe datait manages. In particular, wefocus
on four of the most important security properties: authenticity, integrity,
confidentiality, and completeness. Since it is often the case that data managed
by an SDI service are highly strategic and sensitive, the scope of SSDI
applicationsiswideand heterogeneous. For instance, afirst relevant scenariofor
such kinds of applicationsisrelated to the electronic commerce of information.
Thisis, for instance, the case of digital libraries or electronic news (e.g., stock
price, sport news, etc.). In such a case, users subscribe to a source and they can
accessinformation onthebasisof thefeethey havepaid. Thus,inadigital library
scenario, it is necessary to develop a mechanism ensuring that a user receives
all and only those portions of the library he/sheis entitled to access, according
to thefee he/she haspaid and only for the subscription period. Additionally, the
service must ensure that these contents are not eavesdropped during their
transmission from the library to the intended receiver. Another important
scenario for SSDI applications is data dissemination within an organization or
community, wherethedelivery iscontrolled by security rulesdefined by Security
Administrator(s) (SAs). Consider, for instance, documents contai ning sensitive
information about industrial projects. Insuch acase, personal dataof theenrolled
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staff should be available only to the authorized secretaries, whereas technical
details should be accessible only to the technical staff.

Ensuring security propertiesisparticularly crucial when apush dissemina-
tion mode is adopted for distributing documents to users. Indeed, under a push
dissemination mode, the SSDI service periodically (or whenever somerelevant
event arises) broadcasts data to the whole (or to selected portions) of the user
community. The traditional techniques for data access used in conventional
DBM Ssarenot suitableto enforce information push, sincethey are based onthe
conventional on-user demand paradigm (referred also as information pull). In
fact, since different usersmay have privilegesto see different, selected portions
of the same document, supporting the push dissemination mode with traditional
techniques may entail generating different physical views of the same document
and sending them to the proper users. The number of such views may become
rather large and thus such an approach cannot be practically applied. Thus, inthe
chapter weillustrate someinnovative solutionsfor efficiently supporting infor-
mation push, based on the use of cryptographic techniques.

In explaining such techniques, and the architectures on which SSDI
services are based, we cast our discussion in theframework of XML documents
(Bray, 1998). The reason is that XML represents today a standard for data
exchange over the Web. However, the approaches we present are general
enough to be applied to web documents expressed according to other languages
as well. More precisely, in the second part of the chapter we present few
innovative solutions to efficiently implement secure and selective XML data
dissemination services. We al so discuss techniques that can be used to improve
scalability for SSXD services, by focusing onthe useof third-party architectures.

The remainder of the chapter is organized as follows. First we provide an
overview of the works carried out in SDI field. Then we deal with the security
issuesrelated the SDI, and then wefocusour attentionto XML data, introducing
SSXD services exploiting the access control paradigm, and the subscription
paradigm. Finally, we propose a new architecture for SSXD service, which
improvesthescal ability.

BACKGROUND: APPROACHES

FOR SDI SERVICES

Sincethe concept of SDI wasintroduced by H.P. Luhn (Luhn, 1958; Luhn,
1961), different approachesfor implementing SDI serviceshave been proposed.
Moreover, due to the increasing improvements of hardware, communication
bandwidth and ubiquity capability, theevolution and proliferation of SDI systems
have been amazing in these last years, thus making the task of reviewing the
related work difficult. Just to haveanideaof the SDI evol ution, at the beginning,
thatis, aroundthemid-1970s, SDI systemswereimplemented only for university
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libraries[see (Housman, 1973) for an overview], with theaimto deliver updates
of bibliographic information on technical journals to users. In these systems,
managing only textual data, user interestswere model ed by Bool ean expressions,
which state the keywords and the conditions that documents should have or
satisfy in order to beinteresting for the user. By contrast, today SDI systemsare
able to manage several data types: structured, unstructured, semi-structured
(Belkin, 1987; Salton, 1983), and multimediadata(Alert, 2003). Furthermore, the
use of the Web as means for data exchange has sped up the evolution of SDI
systems. Typical and widespread examples of SDI systems exploiting the Web
are the personal portal pages, that is, the possibility that nowadays the major
portal sites (i.e., like Excite, Y ahoo, etc.) allow users to customize their own
portal pagesby simply selectingtopics(financial news, horoscope, society news,
etc.) they areinterestedintolaunchwhentheir browsersopentheportal siteweb
pages.

Thus, instead of describing the main features of some commercial or
academic SDI systems, we prefer to givein thissection an overview of the most
important issues related to SDI. We start by recalling that the common goal of
all SDI systemsisto collect new dataitemsfrom several datasources, filter them
according to some criteria (i.e., user profile, subscription, or access control
policies) and then deliver them to interested users. This means that akey issue
isthat the SDI service is be able to effectively and efficiently filter the data to
deliver onthebasisof user profile!—thatis, to send all and only theinformation
interesting for user, avoiding the delivery of unrequested data or the loss of
information. Thus, in such a context, there exist at least two main issues to be
faced according to which SDI systems can be classified. The first issueis the
representation of dynamic user profile, whereasthe second isthefiltering of the
information according to user profiles. Indeed, the two problems are closely
related in that the user profiles representation greatly influences the filtering
algorithm. In general, we can say that an SDI system converts the user profiles
inqueriesexpressedinalanguage understood by the system, so that thematching
of them on the documents gives the information to deliver to the users. Thus, in
the following we mainly focus on the first issue.

Inparticular, theresearch groupsthat have mostly investigated theseissues
arethelnformation Filtering (Loeb, 1972) andthe Information Retrieval commu-
nities(Salton, 1983). Indeed, themain goal of these groupsisto devel op systems
that select among large collections of information all and only the onesthat are
of interest for a requesting user. The results of the efforts carried out by these
research communities are three different models, namely, the Boolean model,
the Vector Space model, and the Probabilistic model, which represent the
retrieval model most widely adopted by SDI systems.

The Boolean model represents user profile by means of set of words, and
Boolean predicates applied to them. These predicates are matched on the
documentsto determinetheinformationtodeliver tousers. Several SDI services
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exploiting the Boolean model exist, such as, for instance, the IBM’s Gryphon
(Strom, 1998), and SIENA (Carzaniga, 2000). These SDI systems, basically,
differ on the basis of the index structure adopted to implement efficient and
effective information filtering [see (Yan, 1994a) for an overview of the index
structures suitable for the Boolean model].

The major problem with the Boolean model isthat it does not provide the
possibility of ranking documents by their relevance for the submitted query.
Indeed, according to this model all the documents satisfying the boolean
expression specified in the query are delivered to the users, without any other
kind of refining. Best-matchretrieval model shave been devisedto copewiththis
limitation. In particular, the Vector Space model (Salton, 1983; Salton, 1989;
Y an, 1999), whichiswidely known, representsthetextsand the queries(i.e., the
user profile) as weighted vectors in a multidimensional space. Then, the
information filtering is based on a comparison between the text vector and the
guery vector. Thecloser thetwo vectorsthemorerelevant will bethetext query.
The assumption, which is the base of the Vector Space model, isthat the more
similar the vector representing a text is to a vector representing the user
description, themorelikely isthat thetextisrelevant tothat user. Similarly tothe
Boolean model, the SDI systemsexploiting aV ector Space model may differ on
the adopted index structure [for an overview of the index structures for SDI
adopting a Vector Space model see (Yan, 1994b)].

Finally, theprobabilistic model isbased onthe Probability Ranking Principle
(Robertson, 1977), which later became known as the binary independence
retrieval (BIR). Thefundamental ideaof the probabilistic model isbased on the
concept of idea answer set. This set represents the set of documents consisting
of all and only those documents that are relevant for a predefined user query.
Thus, given auser query if the description of theideal answer set corresponding
toisknown, wewould not have problemsin retrieving its document. According
tothisbasic concept, the mainissuein the probabilistic model ishow to describe
theideal answer set, which implies associating aset of propertiestoit. Inorder
to devisethese properties, the probabilistic model impliesafirst guessing phase,
whereapreliminary probabilistic description of theideal answer setisprovided.
According tothisdescriptionisretrieved aninitial set of documents. In order to
improve the probabilistic description of the ideal answer set, the probabilistic
model impliesiterationswith the user, with the goal of refining theinitial set of
retrieved documents. Thus, the probabilistic model impliesthereiterating of the
iteration phase, in order to make the description much closer as possible to the
ideal answer set.

It isimportant to note the nature of the data being filtered strongly affects
thefiltering model. Thus, sincethe IR and IF communitiesare mainly related to
textual data, the database community has investigated the data filtering algo-
rithmsfor structured data. More precisely, the most significant research efforts
have been doneintheareaof Continual Queries. A continual query isastanding
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guery that monitors updates of the source, thusto return the interested informa-
tion to users as soon as it is acquired by the source. Early work on CQ for
relational databases was done by Terry et al. (Terry, 1992). More recently,
OpenCQ (Liu, 1999) and NiagaraCQ (Chen, 2000) have been proposed for
information delivery over the Internet.

Moreover, duethe rapid diffusion of XML as astandard for data exchange
over Internet, in the last couple of years several researchers have investigated
efficient filtering strategiesfor XML documentson the basisof user preferences
(Altinel, 2000; Diao, 2003; Pereira, 2001). In the proposed approaches, user
preferences are specified using some XML pattern specification language (e.g.,
XPath, 1999). Thegoalsof theseresearch activitiesareto definealgorithmsand
datastructurestoimplement an effective, efficient and scalablefiltering of XML
data.

SECURITY ISSUESIN DATA
DISSEMINATION SERVICES

In the previous section we have summarized the main research efforts
carried out in the area of information dissemination, and we have given an
overview of some of the proposed approaches. Fromthisoverview it easy to note
that security issues have not been so far widely investigated. However, today
companiesand organi zationsare massively adopting theinformation dissemina-
tion paradigm for theirs busi nesses, and this makes security issuesvery relevant
and highly strategic. The aim of this section is thus to introduce some security
propertiesthat asecure and selective dissemination of information system must
ensure, by sketching some of the possible solutions, which will be carefully
presented in the rest of this chapter. However, since these security properties
and the mechanisms to ensure them are strictly correlated to the data dissemi-
nation paradigms adopted by the SSDI system, we need first to introduce them.
Indeed, in designing an SSDI system, it is necessary to take into consideration
that there does not exist aunique paradigm to filter the data beforeits delivery.
Indeed, it is possible to devise at least three different paradigms, namely the
accesscontrol paradigm, the profile-based paradigm, and the subscription-based
paradigm, which are briefly introduced in the following.

The access control paradigm implies the existence of an access control
model whereby a SA specifies authorization rules stating which portions of the
source can be accessible by which users. This is the case, for instance, of a
source containing confidential data(e.g., high strategic industrial information),
which must be accessible in a selective manner. In this case, the selective
delivery of dataisregulated by the specified access control policies. Thismeans
that each user receives only the data portions for which he/she has an
authorization according to the specified policies.
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Figure 1. A taxonomy of data filtering paradigms
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A different approach for datafiltering exploitsthe profile-based paradigm.
According to such a paradigm, the service releases datato users on the basis of
their profiles (i.e., user interests, and needs). More precisely, a user profile
containsinformation that could bedirectly specified by theusers(i.e., during an
subscription phase), or could be collected indirectly by the SSDI service (for
instance, by analysing previousdatarequests made by the sameuser), and which
are used by the SSDI system to better customize the service for their users.
Unlike the access control paradigm that ismainly driven by security issues, ina
profile-based scenario themain goal of datafilteringisto avoidthedelivering of
superfluousinformation to users.

Thelast datafiltering paradigmisthe subscription-based paradigm, accord-
ingtowhich usershaveto register to thedatasource by amandatory subscription
phase. More precisely, during this subscription, a user specifies directly to the
SSDI service the portions of the source that he/sheisinterested in receiving. In
thiscase, the selectivedelivery of dataisregulated by thisselection, inthat users
will receive all and only the subscribed portions. It isinteresting to note that in
thisscenario the user profilesare not takeninto account, inthat the datafiltering
mechanism does not care about the user interests and needs, but it simply sends
to auser the subscribed portions. Due this reason, this paradigm is particularly
tailored for pay-per-view services, which are characterized by the fact that SDI
servicesreleaseto usersall and only those portionsfor whichthe usershavepaid
a subscription fee.

Asreported in Figure 1, thethree paradigms are not exclusive. Thismeans
that there may exist SDI services exploiting, for instance, both the subscription
and theaccesscontrol paradigm. Starting fromtheleft, thefirst circlerepresents
SSDI systemsexploiting the subscription paradigm, the second circlerepresents
those systems exploiting the access control paradigm, whereas the last circle
represents the SSDI systems adopting the profile paradigm. As depicted in
Figure 1, an SSDI service could exploit both the access control and the
subscription paradigms, as well as both the access control and the profile
paradigms. The decision to adopt the combination of two paradigms depends on
the scenario in which the service operates. Consider for instance a newspaper
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company exploiting an SSDI system to securely disseminate articles and news.
Inthisscenario, itispossibleto adopt both the subscription and the profil e-based
paradigm. However, the newspaper company may want to ensure additional
filtering criteria, for instance to avoid sending articles containing offensive
content to underage people. In such acase, the SSDI system should adopt also
the accesscontrol paradigm in order to satisfy these additional securerequirements.

We are now ready to start our discussion by focusing on three of the most
important security properties: authenticity, integrity, and confidentiality.

Ensuring document authenticity means that the user receiving a document
is assured that the document contents come from the source they claim to be
from. Ensuring document integrity means ensuring that the contents of the
documents are not altered during their transmission from the source to the
intended recipient. Finally, ensuring document confidentiality means that the
document contents can only be disclosed to users, authorized according to the
specified access control rules stated on the source.

In order to ensure these properties it is necessary to integrate the SDI
architecturewith an additional mechanismwhosegoal isto securely disseminate
theinformation. Themechanism must takeinto considerationthedelivery mode
adopted by the service. There are two main data delivery modes that an SDI
service can adopt: pull mode and push mode. According to the information pull
mode, when a user submits an access request, the SSDI mechanism checks
which authorizations the user has on the requested document. Based on the
information contained in the profile, the user may be returned a view of the
requested document that contains all and only those portions that match the
profile. Confidentiality requirements are thus guaranteed since the profile also
contains information on the access control policies satisfied by the user. To
ensure also the answer integrity and the authenticity, the SSDI mechanism can
adopt standard cryptographictechniques(i.e., digital signature, message authen-
tication code, symmetric or asymmetric encryption, etc.). Besidesthetraditional
information pull mode, a push mode al so can be adopted. According to the push
mode the SSDI system periodically, or when some pre-defined events happen
(i.e., an update on the source), sends (portions of) its documents to interested
users, without the need of an explicit access request by the users. Supporting
push information in SSDI system is much more complicated, because standard
techniques used for the pull mode are not efficient when applied to the push
mode. In fact, since different users may be returned different, selected portions
of the same document, supporting a push dissemination approach may entail
generating different physical views of the same document and sending them to
the proper users. The number of such views may become rather large and, thus,
such an approach cannot be practically applied.

To avoid thissituation asolution isthat of exploiting broadcast encryption
techniques (Fiat, 1994) to efficiently support information push. Broadcast
encryption implies the encryption of different portions of the same document
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with different encryption keys based on the specified access rules. Thus, the
same encrypted copy of the document is then broadcasted to all users, whereas
each user only receives the key(s) of the portion(s) he/sheis enabled to access.

It isimportant to note that the definition of the mechanisms ensuring the
aboveintroduced security requirementsdependsal so by thearchitecture adopted
by the SSDI system. Indeed, the mechanisms become more cumbersome if a
third-party architectureisadopted. Infact, the basic ideaof third-party architec-
turesis the distinction between the Owner of theinformation, and athird-party
entity managing this information. Such a scenario requires a redefinition of
dissemination mechanismsdevel oped for thetraditional SDI system. Indeed, the
traditional techniquescannot beexploitedinathird-party scenario. For instance,
let us consider the traditional digital signature techniques, used to ensure data
integrity and authenticity. In athird-party scenario, that is, a scenario where a
third-party may prune some of the nodes of the original document based on user
gueries, thetraditional digital signatureisnot applicable, sinceitscorrectnessis
based on therequirement that the signing and verification processare performed
on exactly the same bits.

Moreover, in athird-party scenario, in addition to the traditional security
requirements(i.e., integrity, authenticity, and confidentiality), afurther important
requirement is the completeness of the answer. Ensuring completenessimplies
that a user receiving an answer to an access request must be able to verify that
he/she receives all the document(s) (or portion(s) of document(s)) that he/she
is entitled to access, according to the stated access control policies and the
submitted request. To copewiththesesecurity requirements, later inthe chapter
we propose an approach ensuring the completeness and the authenticity of the
answer in athird-party architectures.

A COMPREHENSIVE FRAMEWORK
FOR AN SSXD SYSTEM

In this section, we present the overall architecture of the proposed SSXD,
whereas the descriptions of its internal architecture are presented in later
sections. We cast our discussion in theframework of XML documents. For this,
reason, before presenting the details of our architecture, we need to briefly
introduce the basic notions of XML.

Basic Concepts of XML

TheeXtensibleMarkup Language (XML) (Bray, 1998) iscurrently themost
relevant standardization effort in the area of document representation through
markup languages and it is rapidly becoming a standard for data representation
and exchange over the Web. The motivation pushing the large devel opment
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Figure 2: An example of XML document

<?xml version="1.0" encoding="UTF-8" ?>
<Newspaper Title="MyNewspaper" Date="....">
<Frontpage>
<Leading Article Author=".."Title="..">
</Leading_Article>
<Paragraphs>
<Paragraph Author=".." Title="...">

</Paragraphs>
</Frontpage>
<Politic_page>
<Politic topic="USA" Author=".." Title="...">
</Politic>
<Politic topic="EUROPE" Author=".." Title="..">

</Politic_page>
<Literary page>

<Article topic="Books" Author="..." Title=“...">
</Article>

<Article topic="Movies" Author="..." Title="...">
</Article>

</Literary page >
<Sport_page>

<News topic="Soccer" Author=".." Title="...">
</News>

<News topic="Basket" Author="..." Title="...">
</News>

</Sport_page>
</Newspaper>

efforts concerning XML is the need to introduce also for Web documents the
usual separation between the structure and contents of documents and their
presentation, and to describe the semantics content of the various document
portions. By separating document structure and contents from presentation, the
same source document can be visualized according to different modes. There-
fore, adocument coded according to XML can be displayed at various devices,
even at devices not foreseen at document preparation time. Therefore, even
though XML has been initially developed for the Web, it can be used in any
application or environment where one needs to organize and describe data,
independently from the storage formats and transmission means.
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The basic building blocks of an XML document are tagged elements.
Elementscan benested at any depth and can contain other elements (subel ements)
inturn originating ahierarchical structure. An element contains aportion of the
document delimited by two tags: the start tag, at the beginning of the element,
with the form <tag-name>, and the end tag, at the end of the element, with the
form </tag-name>, where tag-name indicates the type of the element (markup).
Additionally, an element can contain attributes of different typesallowing oneto
specify elementidentifiers, additional information about the element, or linksto
other elements of the document (attribute of type IDREF(s)/URI(S)). An
important characteristic of XML isthe possibility of attaching to adocument an
intentional description of its structure, i.e., the Document Type Definition
(DTD) or an XMLschema.

An example of XML document, modeling a newspaper, isgivenin Figure
2. In particular, the newspaper consists of a Frontpage (modeled through the
Frontpage element) containing aleading article (the Leading_Artiche element)
and oneor more additional short articles(the Paragraph elements). Astraditional
paper-based newspaper, the newspaper contains al so additional pagesrelated to
several topics. Each page is modeled by a different XML element (i.e.,
Literary page, Sport_page and Politic_page elements).

THE CORE SSXD ARCHITECTURE

According to the taxonomy previously introduced, we have designed an
SSXD system supporting both the access control and the subscription paradigm.
Our SSXD system, whose overall architectureisrepresentedin Figure 3, isbuilt
ontop of two systemspreviously devel oped by us, that is, the AuthorX (Bertino,
2001b) system, for a selective dissemination of XML documentsaccordingto a
discretionary accesscontrol model, and the X Publisher (Bertino, 2001a) system,
implementing a SSX D adopting asubscription-paradigm.

As depicted in Figure 3, the architecture includes two separate modules
(i.e., the Access Control Filtering module, and the Subscription Filtering
module, respectively) to implement these two data dissemination paradigms.
Moreover, these modules have their own encryption scheme for push distribu-
tion and their own strategy for the view generation. However, it is possible to
integrate the access control and subscription paradigms by means of the “Meta
Filter” module. In particular, this module starts up each time a modification
occurson predefined data, that is, data on which both the access control and the
subscription paradigms are defined.

Moreover, in addition to the modul es i mplementing the access control and
subscription dissemination mechanisms, the proposed SSXD architecture in-
cludes also a module managing the subscription phase, i.e., the Subscriber
module. The aim of this module isto manage the registration of new usersinto
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Figure 3. The SSXD core architecture
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the SSXD system. Since our SSXD system combines both a subscription and an
access control mechanism, the Subscriber must be able to manage the subscrip-
tion phases of both of them. More precisely, as it will be explained in next
sections, since the access control model adopted in our framework exploits the
notion of credential stoidentify the users, the Subscriber modul eneedsto beable
to manage credentials. By contrast, the user subscriptionsare modelled asin the
continual query paradigm, that is, they aredefined asaset of queries(i.e., XPath
expressions) (X Path, 1999) on the document source, which specify theinforma-
tion the user is interested in receiving. To cope with these requirements, the
Subscriber module consists of two components: the Credential Manager and
the XML Object Manager.

Since the Access Control Filtering and the Subscription Filtering modules
are the core components of our SSXD system, in the following sectionswe will
describe them in detail .

Subscription Filtering Module

The Subscription Filtering M odul e has been mainly conceived for adigital
library-like scenario, wherethe most important requirement to be satisfied isthe
complete flexibility in the user subscription. According to this approach, our
SSXDI systemallowsusersto customizetheir subscriptionsintermsof datathey
areinterested in receiving, in terms of the subscription period during which the
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Figure 4. Package structure

Package

<P, start_date, end_date>

datamust be sent, and in terms of the distribution mode under which the dataare
delivered. User subscriptions are defined according to the continual query
paradigm, that is, they are defined as a set of queries (i.e., XPath expressions)
(XPath, 1999) on the document source, which specify the information the user
isinterested in receiving. In such acontext, the SSXD service hasto ensure that
informationisaccessibleonly during the subscription periods. Inorder to satisfy
thisrequirement the user subscription containsal so i nformation on the subscrip-
tion periods. More precisely, our approach is based on the concept of package.
As depicted in Figure 4, a package is defined as a collection of components,
where each component consists of one or more XPath expressions (denoted as
Pin Figure 4) specifying portions of information, together with a subscription
period (i.e., the begin and the end date of the subscription period).

A further feature is that it supports several dissemination modes, by
allowing the user to select, for each package, the distribution mode to apply to
that package according to his’her needs. More precisely, a user can select,
during the subscription phase, if the content of the package (i.e., the content of
the portions specified in the package), must be delivered according to a pull or
apushdistribution. The push modeisfurther specialized into push_  and push .
If the push_ mode is selected, the SSXD system, upon any modification of the
source content, sends the modified portions to the user subscribed to a package
to which the modified portions belong. By contrast, if the push . mode is
selected, thesystem periodically (for instance once aday) checkswhich portions
of the source have been modified and sendsthe updated portionsto all the users
subscribed to a package to which the portions belong. We introduce these two
kinds of push-based distribution modes, making the SSXD system more adapt-
ableto different user characteristics. Moreover, in order to further improve the
flexibility service, afurther distribution mode hasbeenintroducedinadditionto
the pull and push distribution modes, that is, the notify mode. If the notify mode
is selected, the user only receives a notification (for instance an e-mail or an
SM ) informing him/her that amodificationin oneof his/her package occurs, and
he/she has to explicitly request the portion(s) he/sheisinterested in receiving.

Thus, the Subscription Filtering modul e givesthe user completefreedomin
defining the information he/she isinterested in, in that a user can subscribe to
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different packages and each package may contain portions with different
subscription periods, according to the user needs.

Example 1

Consider four users, U,, U,, U, and U,,and the XML document in Figure 2.
Suppose that user U, isinterested in receiving the MyNewspaper Frontpage in
the period from 1/01/03 to 12/31/03, and all the newspaper articles whose title
contains the phrase “XML security” in the period from 01/01/03 to 06/30/03.
Moreover, suppose that U, specifies, during the subscription phase, the push__
mode for all these portions. Suppose that user U, isinterested in receiving the
Frontpage of all the newspapers in the period from 03/01/03 to 12/31/03.
Moreover, he wants to receive in the period from 03/01/03 to 12/31/03 all the
articles written by Tom Red. Furthermore, U, specifies the Pull mode for all
those portions. Supposethat user U, isinterested in receiving the MyNewspaper
Frontpage in the period from 01/01/03 to 06/30/03, and that for this portion he
specifiesthe push mode. Finally, supposethat user U, isinterestedinreceiving
the MyNewspaper Frontpage in the period from 01/01/03 to 02/28/03, and that
for this portion he specifies the Push_ mode. Thus, the XPath expressions
generated during the subscription phase are the following:

P.. the Frontpage element of the instances of the newspaper DTD;

P.. the Frontpage element of the XML document in Figure 2;

P.. the Article elements of all the instances of the newspaper DTD, where
the attribute Title contains the phrase “ XML security” ;

P, the Article element of all the instances of the newspaper DTD, where

the attribute Author has value “ Tom Red” .

Asaconsequence of thedifferent subscription periods sel ected by the users
and of the different subscription modes, the packages the publishing service
creates are the following:

PA = <U, <C, C>, Push >
PA, = <U,, <C, C>, Pull>
PA, = <U,, <C>, Push >
PA, = <U,, <C>, Push >

where the components are:

C,=<<"/INewspaper/Frontpage//node()” >, 03/01/01, 12/31/01>
C,=<<"/INewspaper[ @Title=" Times” | /Frontpage/node()” >, 01/01/
01, 12/31/01>
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C,=<<"/INewspaper//Article] @Title=" XML security” ] /node()” >, 01/
01/01, 06/30/01>

C,=<<"/INewspaper//Article] @Author=" Tom Red” ]/node()” >,03/01/
01, 06/30/01>

C.=<<"/INewspaper[ @Title=" Times” | /Frontpage/node()” >, 01/01/
01,06/30/01>

C,=<< "/INewspaper[ @Title=" Times” ]/Frontpage/node()” >,01/01/
01, 02/28/01>.

Security properties are enforced by adopting suitable encryption schemes.
In particular, inthisscenario, it is necessary to ensure that auser can accessthe
portionsof information to which he/she has subscribed for theduration of his/her
subscription and that such information is no longer accessible by the user when
the subscription expires. To fulfill these requirements, in Bertino (2001a) we
have proposed different encryption schemesfor thedifferent distribution modes
we support. More precisely, we exploit two different symmetric encryption
schemes, namely the Pull Package encryption scheme, and the Push Package
encryption scheme, which are briefly described in the following.

Pull Package Encryption Scheme

If auser subscribesto a package in the notify mode, each time a portion of
a non-expired component of such package is modified the user receives a
notification that advises him/her of the modification. Then, the user can decide
if he/sheisinterested in receiving the modified portion(s) or not. If the user is
interested in receiving the modified portion(s), the user hasto explicitly request
them to the SSXD system as in the case of pull mode packages. Thus, we can
uniformly treat the distribution of packageswith notify and pull mode, by using
the Pull package encryption scheme. More precisely, in case of pull and notify
packagesthe subscriber receives, upon the compl etion of the subscription phase,
asymmetric key (Stallings, 2000), which is then used by the SSXD system to
encrypt the portions of the package returned to the user as answer to an access
request. In such away, only the entitled user isableto decrypt the access request
answer because he/sheistheonly onesharing that encryption key withthe SSXD
system. Indeed, the basic idea of this scheme is to associate a different
symmetric key, called package key, with each different package defined with
the pull or notify distribution mode. Package keys are returned by the SSXD
system to auser asaresult of the subscription phase. More precisely, during the
subscription phase a user defines her/his packages on the basis of her/his needs.
Then, aslast step of the subscription, he/she specifies the distribution mode. If
the user selectsthe pull or notify distribution mode, the SSXD system checksif
the chosen package is an existing one (i.e., the same portions with the same
subscription period and under the pull or notify mode). If thisis the case, the
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SSXD system sends the package key associated with such an existing package
to the new-subscribed user, otherwise it generates anew one. Thus, different users
many havethesamepackagekey only if they aresubscribed tothe sameportionswith
the same subscription period and under the same mode (i.e., pull or notify).

Then, each time a user requests a pull or notify package, the SSXD service
first checks which package portions have been modified from the previous
request by the same user. Then it selects only those portions belonging to anon-
expired component. Finally, it encrypts all those portions with the package key
associated with the requested package and sends them to the requesting user.

Push Package Encryption Scheme

As for the notify and pull mode, also the push_ and push_, modes are
uniformly treated. Indeed, thedifference between push_ and push_, modeisonly
ontheevent that triggersthe delivery of apackage or of some of itsportions. In
both cases, the system checks whether the portions that have been modified are
contained in a non-expired component. The time of this check depends on the
distribution mode. In case of push_, this check is executed upon each source
update, whereas for push . this check is periodically executed.

The push package encryption scheme aimsat minimizing the number of keys
that need to be generated by guaranteeing, at the same time, the security of
informationdelivery. Indeed, thepull package encryption schemeisnot efficient
in this context, because the SSXD system has to broadcast the same portion of
information, which may belong to several components or packages, to all the
users entitled to access it. Thus, with the pull package encryption scheme it
should encrypt the same content with a different key (i.e., the appropriate
package key), and then send it to each different user. By contrast, to limit the
number of keys that need to be generated, we use a technique based on session
keys (Wool, 1998). In particular, the subscription Filtering modul e generates a
different key for each component defined over the source. Once a user finishes
the subscription phase, the SSX D system sendsthe user thekeysassociated with
the components belonging to his/her packages. Then, when the SSXD system
needsto send amodified portion, it encryptsit with asession key and broadcasts
ittoall theuserssubscribed to apackage that containsacomponent defined over
that portion and whose subscription period has not yet expired. Moreover, the
SSXD system encrypts also the session key with the key associated with the
component, and sends it together with the encrypted portions, generating thus a
unique package, called Push Answer Set. Such an approach ensures that the
portion can be accessed only by subscribers whose subscription period has not
yet expired. Indeed, onceacomponent isexpired, the subscription periodisover,
the encryption key is no longer used. Moreover, such an approach ensures that
only alimited number of keys need to be generated, since the set of components
that can be defined over a source of information is limited.
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Example 2

Consider the scenario of Example 1. Suppose that on 03/30/03 a new issue
of MyNewspaper is made available at the source, and that thisissue containsan
article written by Tom Red. Moreover, suppose that this issue does not contain
any articleon XML Security. Therefore, the portions defined in Example 1 that
areinfluenced by thisupdate are: P, P,, and P,. Let usconsider P,. This portion
denotes all the Frontpage elements of the instances of the DTD corresponding
to the XML document in Figure 2. Thus, portion P, contains the Frontpage of
the new issue of MyNewspaper. When a portion has been modified, the
subscription filtering modul e checks whether the modified portion belongsto a
non-expired component, containedinto apackagehavingapush_  mode, and then
creates the Push Answer Set. Considering the scenario of Example 1, portion P,
belongs only to anon-expired component (i.e., C,), but this component belongs
to package PA,, which hasapull distribution mode. Therefore, the module does
not generate the Push Answer Set for P,. By contrast, when the SSXD system
checks portion P,, it verifies that P, belongs to components C,, C,, and C,. All
the packages containing these components, that is, packagesPA , PA ,, and PA ,,
haveapush__distributionmode. Thus, the SSXD system checksthe subscription
period of each of these components. It thusverifiesthat component C_ isexpired
(on 02/28/03), whereas components C,, and C, are not. Thus, the Push Answer
Set consists of the encryption of P, with asession key K, the encryption of K_
with K, that is, the key associated with component C,, and the encryption of
K, with K, that is, the key associated with component C.. The Push Answer
set for portion P, isillustrated in Figure 5.

Then, the system sends the Push Answer Set to the appropriate users, that
for portion P, areusersU, and U,.. Notethat if the Push Answer is eavesdropped
by other user, say U,, he/she does not have the keys necessary to decrypt the

Figure 5. The Push Answer Set for portion P,

The Push Answer Set

B Encryption of P with sessionkey K.
Encryption of K with key associated with component C
Encryption of K with key associated with component Cj
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session key (indeed, U, has only key K associated with component C ). Thus,
U, cannot decrypt portion P,, since his/her subscription period to P, is expired.

Finally, when the SSXD system checksportionP,, it verifiesthat it belongs
to anon-expired component (i.e., C,), and that C, is contained into package PA.,
whose distribution mode is Pull. Therefore, the Subscription Filtering module
does not create the Push Answer Set for P,. Let us suppose that after a week,
user U, requests package PA.. In this case, the SSXD system first identifies the
portion of PA, belonging to non-expired components, thatis, C, and C,. Then, it
verifies for each portions of those components (i.e., P, and P,) if it has been
modified from thelast request by U,. Supposethat thelast request has been done
on 03/29/03, therefore all portion contents are new for user U,. Thus, the SSXD
system createsthe Pull Answer Set for U,,, by encrypting portionsP, and P, with
the key associated with package PA,. Then, the SSXD system sends this Pull
Answer Set to U,

Access Control Filtering Module

The access control module has been designed in the framework of the
AuthorX project (Bertino, 2001b) and it providesdiscretionary accesscontrol for
XML documents. The access control model (Bertino, 2002b), on which the
Access Control Filtering moduleis based, takes into account for policy specifi-
cation XML document characteristics, the presence of DTDS/XML schemas
describing the structure of documentsat aschemalevel, and thetypes of actions
that can be executed on XML documents (i.e., navigation, browsing, and
update). Theaccess control model providesafine-grained accesscontrol, inthat
itispossibleto specify policy that apply to collection of XML documents (for
instance, all the documents instance of a DTD/XML Schema), or selected
portions within adocument (e.g., an element or attribute). Additionally, access
control policiesare characterized by atemporal dimension, inthat it ispossible
toexpresspoliciesthat hold only for specific periodsof time (such asfor instance
aparticular day of theweek). Thisisarelevant feature because very often users
must have theright to access adocument or adocument portion only in specific
periods of time.

Furthermore, access control model supports the specification of user
credentials as away to enforce access control based on user qualifications and
profiles.

Inthefollowing sectionswebriefly explainthe pull and push distribution, by
mainly focusing ontheinformation push mechanismssinceit representsthe most
novel approach to data dissemination. Werefer the interested reader to Bertino
(2001b) for adetail ed description of theinformation pull mechanismimplemented
in AuthorX, aswell asto Bertino (2002b) for an exhaustive explanation of the
access control model on which the Access Control Filtering module relies.
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Pull Distribution

Accesscontrol usually takesplacein conventional DBM Ssaccordingtothis
traditional mode. If thepull modeisadopted, theusersexplicitly requirethe XML
documents (or portions of documents) when needed. Upon adocument request,
Access Control Filtering module first verifies whether the requesting user is
entitled to access the requested document, according to the specified access
control policies. Based on these authorizations, the user isreturned aview of the
requested document(s), consisting of all and only those portionsfor which he/she
hasacorresponding authorization. When no authorizationsarefound, theaccess
isdenied.

Push Distribution

Thepush distribution modeisparticularly suitablefor XML documentsthat
must be released to a large community of users and which show a regular
behavior with respect totheir release. Alsointhiscase, different usersmay have
privilegesto see different, selected portions of the same document based on the
specified access control policies. To respect these different privileges, the
mechanism enforcing information push must ensure that the correct view is
delivered to each different user. Obviously the naive solution to generate
different physical views of the same document for each group of usersto which
the same access control policies apply isimpracticable, sinceit could imply, in
the worst case, the generation of a different view for each different user.
Moreover, after the generation of theviews, the Access Control Filtering module
should properly deliver all these viewsto the interested users. In thisscenario,
we need to take in consideration that due to the possibly high number of users
accessing an XML source, and the wide range of access granularities provided
by the underlying accesscontrol model, the number of these views might become
considerably large and, thus, such an approach cannot be practically applied.

For these reasons, to efficiently support information push we adopt an
approach based on the use of broadcast encryption techniques. Accordingtothis
technique, the first step is the development of a strategy to generate a correct
document encryption, that is, adocument encryption ensuring that all the users
are able to decrypt, and thus to access, all and only the authorized portions. In
order to obtain a correct encryption, Access Control Filtering module encrypts
all the portions of an XML document to which the same policy configuration
applies with the same secret key, where with the term policy configuration we
denote a set of access control policies. We refer to these encryptions as well-
formed encryptions. The encrypted copy of the document isthen placed into the
Encrypted Document Base (EDB), which stores the encrypted copies of all the
documents to be released under the push mode. We refer the interested reader
toBertino (2002b) for adetail ed description of the al gorithmscomputing thewell-
formed encryption. More precisely, the generation of the document encryption
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is performed by two main algorithms. First, the XML document undergoes a
mar king phase in which each document node is marked with the access control
policiesthat apply toit. Then, the second algorithm groupsall thenodeswiththe
same policy configuration and encrypts them with the same key. The same
encrypted copy of the document is then distributed to all users, whereas each
user only receives the key(s) for the portion(s) he/she is authorized to access.

Themainissueinthegeneration of awell-formed encryptionisthat it could
imply the management of a high number of secret keys. For instance, by using
atraditional symmetric scheme, in the worst case the well-formed encryption
implies the generation of 2" different secret keys, where Np is the number of
accesscontrol policiesdefined for the XML source, thatis, onefor each different
policy configuration that could be generated from Np policies. Moreover, the
problem of key generation and management is further complicated by the
temporal dimension associated with access control policies. To cope with such
ahigh number of secret keys, in Bertino (2002a) it has been proposed aflexible
key assignment scheme[adapted from (T zeng, 2001)], which greatly reducesthe
number of keys that need to be managed.

More precisely, the adopted key assignment scheme relies on the frame-
work depictedin Figure 6. Each user isrequired to register to the SSXD system,
during a mandatory subscription phase. During the subscription phase, a user
can be assigned one or more credentials, which are stored at the servicesite. As
a result of the subscription phase, SSXD returns the user some information,
called subscription information. In particular, the subscription information

Figure 6: Push mechanism enforcement

[ E Policy base Encrypted Document Base i l

‘ Subscription Push mechanism
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allowstheuser to decrypt all the nodesthat he/sheisentitled to accessaccording
to the specified access control policies and only for the set of time instants
representing thevalidity period of the policies. More precisely, the subscription
information consists of a set of parameters and additional information, one for
each policy the user satisfies, called encryption information.

The problem of key generation and management is further complicated by
the temporal dimension associated with our access control policies. To manage
thetemporal dimension of accesscontrol policies, theencryptionkey isobtained
by combining the encryptioninformation associated with apolicy configuration
with generic temporal information, denoted asw,. Thus, at each time granule
t, the system verifies whether a modification occursin the XML source. In this
case, the system groups the modified source portions according to their policy
configurations. Then, for each group it generates a secret key by which it
encrypts the modified portions. The secret key is the result of hashing the
temporal informationw, together with theencryptioninformation associated with
thepolicy configuration markingtheinterested portions. Thus, in order to decrypt
these portions, a user needs to have both the temporal information w, and the
encryption information associated with the policy configuration.

The most relevant aspects of the proposed key assignment scheme is that
itisdefined in such away that, from the encryption information associated with
a policy acp, it is possible to derive all and only the encryption information
associated with policy configurations containing acp.. Thus, using thismanage-
ment scheme the system has to manage only Np different encryption informa-
tion, whereasthe othersassociated with the remaining policy configurationscan
be derived only when needed. M oreover, by using only the encryption informa-
tion received during the subscription phase, auser isableto generateall thekeys
associated with the policy configurations he/she satisfies, and to generateall the
w,s corresponding to time granules belonging to the interval of validity of the
policies he/she satisfies.

SCALABILITY ISSUESIN SECURE
SELECTIVE DATA DISSEMINATION

Given the possibly high number of subjects accessing a SSDI system, one
of themost important issuesisthe scalability of the service. Inthelast few years,
to overcome scalability problems, a new paradigm for data dissemination over
the Web isreceiving growing attention: the third-party architecture. A third-
party architecturereliesonthedistinction between the Owner of theinformation
and one or more Publishers that are entitled to publish the information (or
portions of it) of the Owner and to answer queries submitted by subjects. A
relevant security issuein thisarchitectureishow the Owner can ensure asecure
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Figure 7: A third-party architecture
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dissemination of its data, even if the data are managed by athird-party that can
be untrusted with the considered properties. In Bertino (2002c), we have
proposed a third-party architecture for SSDI of XML data, by which a user is
abletoverify theauthenticity, integrity and compl etenessof theanswer received
by an untrusted Publisher. In the following, we briefly summarize the overall
architectureby explainingtheroleof each party inthearchitecture. Then, in next
sections we give more details on authentication and compl eteness verification.

Owner

Inour approach, the Owner specifiesaccess control policiesover the XML
source, and it sendsthem to the Publisherstogether with the documentsthey are
entitled to manage. For each document, the Owner sendsthe Publisher al so some
security information needed by the Publisher to correctly answer subject’s
gueries. More precisely, the Owner supplies the Publisher with information on
which subjects can access which portions of the document, according to the
access control policies it has specified. Access control policies are specified
according to the access control model presented in Bertino (2002b). In this
scenario, in order to ensure authenticity it is not enough that the Owner signs
each document it sends to the Publisher, since the Publisher may return to a
subject only selected portions of adocument, depending on the query the subject
submits and on the access control policiesin place. For thisreason, we propose
an alternative solution which requires that the Owner sends the Publisher, in
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addition to the documentsit is entitled to manage, a summary signature (called
Merkle Signature) for each managed document, generated using a technique
based on Merkle hash trees (Merkle, 1989). The idea is that, when a subject
submits a query to a Publisher, the Publisher sends him/her, besides the query
result, also the signatures of the documents on which the query is performed. In
this way, the subject can locally recompute the same bottom-up hash value
signed by the Owner, and by comparing thetwo valueshe/she can verify whether
the Publisher has altered the content of the query answer and can be sure of its
authenticity.

All thisadditional informationisencodedin XML and attachedtotheoriginal
document. Theoriginal document complemented withthisadditional information
is called the security enhanced XML document (called SE-XML, hereafter).
An example of SE-XML document is presented in Figure 8. The information
contained into the SE-XML document allows asubject to verify theauthenticity
of the information returned by the Publisher, but it is not sufficient to make a
subject able to verify the completeness of a query result. For this reason, the
Publisher receives from the Owner some additional information about the
structure of theoriginal XML document, which must be sent inturntointerested
subjects. This information is encoded into an XML document, called secure
structure (called ST-XML, hereafter), which contains an obfuscated version of
the structure of the XML document. Moreover, the secure structure is comple-
mented withits Merkle Signature, to prevent Publisher alterations. An example
of ST-XML documentispresentedin Figure 11. Further detailsonthe ST-XML
generation will be provided in section devoted to the compl eteness property.

Subjects

Asdepicted in Figure 7, subjects are required to register with the Owner,
through amandatory subscription phase. Asaresult of the subscription process,
the Owner returns the subject a data object, called the subject policy configu-
ration, which stores information on the access authorizations that apply to the
subject, according to the policies stated by the Owner. Since in a third-party
architecturethe subject policy configuration playstheroleof acertificate, it must
be signed with the private key of the Owner, to prevent the subject from altering
its content.

Publisher

Once the subscription phase has been completed, a subject can submit
gueriesto aPublisher. Asreportedin Figure 7, when asubject submitsaquery,
it al so sendsthe Publisher itssubject policy configuration to enablethe Publisher
to determine which access control policies apply to the subject. On the basis of
the subject policy configuration and the submitted query, the Publisher computes
aview of the requested document(s), which containsall and only those portions
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of the requested document(s) for which the subject has an authorization
according to the access control policiesin place at the Owner site. In order to
verify the authenticity of the answer the subject must be able to locally
recompute the same bottom-up hash value signed by the Owner (i.e., theMerkle
signature), and to compareit with the Merkle signature generated by the Owner
and inserted by the Publisher into the answer. Since the view computed by the
Publisher may not contain all the nodes of the requested documents, the subject
may not be able to compute the bottom-hash val ue over the whole document by
considering only thenodesintheview. Thus, the Publisher complementstheview
with additional information (e.g., hash values computed over the document
portionsnot containedintheview). Boththeview and theadditional information
arelocally computed by the Publisher by considering only the SE-XML version(s)
of the requested document(s). The result is an XML document, called reply
document. Inadditiontothereply document, the Publisher sendsthe subject al so
the secure structure associated with the document on which the query applies.
Upon receiving the reply document, the subject can verify, by using only the
informationinthereply documentitself, theauthenticity of theanswer. Addition-
ally, the subject can make some verification on the completeness of the query
result by using theinformation contained in the secure structurereceived by the
Publisher.

In the next sections we describe in more in detail how a subject can verify
the authenticity and the completeness of a query answer.

Authenticity Property

In this section we focus on authenticity verification. More precisely, we
consider each single party of the architecture by pointing out its role in the
authenticity verification process.

The Owner: Generation of the SE-XML Document

To make the Publisher able to answer subject queries and the subjects able
to verify the authenticity of the query answers, the Owner insertsinto the XML
documents sent to the Publishers two distinct pieces of information: the Merkle
signature, and a set of Policy Information. In the following we briefly explain
both of them.

Merkle Signature

Traditional digital signaturetechniquesare not suitableto ensureauthentic-
ity inathird-party architecture. Indeed, sincethe Publisher may return asubject
only selected portionsof an XML document, depending on the query the subject
submitsand on the access control policiesin place, the subject could not be able
to validate the Owner signature, which is computed over the whole XML
document. We need, thus, a mechanism allowing the Publisher to prune some
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nodes and, at the same time, allow the subject to verify the Owner signature
having only the returned view and some additional information.

In our approach, we propose a different way to sign an XML document,
which is based on an alternative mode to compute the digest. The function we
useto computethe digest valueisthe Merklefunction (denoted in the following
as MhX()), which exploits the Merkl e tree authentication mechanism proposed
in Merkle (1989). By thisfunction, it is possible to univocally associate a hash
value with a whole XML document through a recursive computation. As
depicted in Figure 9, the basic ideais to associate a hash value with each node
in the graph representation of an XML document. The hash value associated
with an attribute is obtained by applying a hash function over the concatenation
of the attribute value and the attribute name. By contrast, the hash value
associated with an element istheresult of the same hash function computed over
the concatenation of the element content, the element tag name, and the hash
valuesassociated with itschildren nodes, both attributesand elements. Oncethe
digest of the XML document iscomputed (i.e., the Merkle hash val ue of theroot
of the document), it is then encrypted with the private key of the Owner,
generating what we call the Merkle Signature.

By using Merkle signatures the Owner is able to apply a unique digital
sighatureon an XML document by ensuring at the sametimetheauthenticity and
integrity of both the whole document, aswell as of any portion of it. The Merkle

Figure 8: An example of SE-XML document

<?ml version="1.0" encoding="UTF-8" ?>
<Annual-report Year="2002" name="University of Milano" Sign="CG4g3D8/mPVV/t+T201kZRFhdio=">
<pPolicy>1,2,3,4,5,6,7</Policy>
<Assets>
<Asset Dept="DICO">
<Expenses Tot="...." PC_ATTR="08"/>
<Funds>
<Fund Funding-Date="15/09/2002" Type="CNR" Amount=".." PCiATTR:"OBOBOB"/>
</Funds>
</Asset>
<Asset Dept="EED">
<Expenses Tot="...." PCiATTR:"OZ"/>
<Funds>
<Fund Funding-Date="01/20/2002" Type="CNR" Amount="..." PCiATTR:"060602"/>
<Fund Funding-Date="06/01/2002" Type="MURST" Amount="..." PCiATTR:"OGOGOZ"/>
</Funds>
</Asset>
</Assets>
<Patents>
<Patent date="02/26/2002" Id-Pat="...." Dept="DICO" PC_ATTR="808080">
<Short-descr PC="90">..... </short-descr>
<Tech-details PC="80">..... </Tech-details>
<Authors PC="90">....</Authors>
</Patent>
<pPatent date="05/12/2002" Id-Pat="...." Dept="EED" PC_ATTR="202020">
<Short-descr PC="60">..... </short-descr>
<Tech-details PC="20">..... <ITech-details>
<Authors PC="60">....</Authors>
</Patent> </Patents>
</Annual -report>
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Figure 9: The Merkle function

topic  Author ftitle topic  Author

topic  Author title fopic  Author title

MhX (Author)=h(h(Author)||h(Author.value)) MhX (title)=h(h(title)|[n(title.value))

MhX (paragraph)=h(h(paragraph)||h(paragraph.content)||[MhX (Author)||[MhX(titl€))

signature of an XML document is inserted by the Owner into the SE-XML
document, by means of the Sign attribute (see Figure 8).

Policy Information

In addition to the Merkle signature, the Owner inserts in the SE-XML
document also information about the access control policies applied on the
corresponding XML document. More precisely, the Owner inserts into each
element, to which at least one policy applies, information about the policy
configuration applied to such an element. Policy information is specified at the
element level, since different access control policies can apply to different
portions (i.e., elements and/or attributes) of the same document. Theideaisto
encodeinformation about the set of policiesthat apply to aspecific elementinto
a string of hexadecimal values, called policy configuration, and to store this
string asan additional attribute of the corresponding element withinthe SE-XML
document (i.e., PC attribute). Whereas, to store information about policies that
apply to attributes, we propose aslightly different approach. Theideaisto store
into a unique attribute associate with an element, called PC_ATTR, the
concatenation of the policy configurations of the element attributes.

More precisely, the policy configuration is the hexadecimal encoding of a
binary string where each bit represents the state of a policy (1, if the policy is
applied to the node, O otherwise). This means that the i-th bit of a policy
configurationissetto 1if and only if the policy whoseidentifierisiisappliedto
that element. We have to note that, since the number of policies defined by the
Owner can be very large, this approach implies very large identifiers, and, asa
consequence, a large string as policy configuration. For this reason, we have
proposed to represent alocal policy configuration, that is, a binary string built
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by considering only the policiesapplied to thedocument. Thus, weneedtoinsert
in addition to the policy configuration also information about the set of access
control policies applied to a document. This information is contained into the
Policy element (see Figure 8).

ThePublisher: Generation of the Reply Document

When asubject submitsaquery to aPublisher, together with the query, he/
sheal so sendsinformation onthe policieshe/shesatisfies(i.e., the subject policy
configuration). Onthebasisof the subject policy configuration and the submitted
guery, the Publisher computesaview of therequested document, which contains
all and only those portions of the requested document for which the subject has
an authorization. Then, besides the query result, the Publisher returns the
requesting subject also the Merkle signatures of the documents on which the
query is performed. In this way, the subject can locally recompute the same
bottom-up hash val ue signed by the Owner, and by comparing thetwo valueshe/
she can verify whether the Publisher has altered the content of the query answer
and can be sureof the sourceauthenticity. The problemwiththisapproachisthat,
since the subject may be returned only selected portions of a document, he/she
may not be ableto recompute the Merkle signature, which isbased on thewhole
document. For thisreason, the Publisher sendsthe subject aset of additional hash
values, referring to the missing portions. This additional information is called
Merkle Hash Paths. Both the view and the Merkle Hash Paths are locally
computed by the Publisher by considering only the security enhanced version(s)
of the requested document(s). The result is an XML document, called Reply
document. Upon receiving the reply document, the subject can verify, by using
only itscontent (i.e., the Merkle signature, the Merkle hash paths, and the query
answer), theauthenticity of theanswer, without interacting with the Owner. The
ideaisthat by performing acomputation onthe Merkle hash Paths and the nodes
of the query answer and by comparing theresult with the M erkle signature of the
XML document, the subject isableto verify the authenticity of theanswer. The
next section deals with Merkle hash paths computation.

Merkle Hash Paths

M erkle Hash paths can be intuitively defined asthe set of the Merkle Hash
values of those nodes pruned during query evaluation. In general, given two
nodes v, w such that v belongs to Path(w) (where Path(w) denotes the set of
nodes connecting a node w to the root of the corresponding document), the
Merkle Hash path between w and v, denoted as MhPath(w,v), is the set of
Merkle Hash values needed to compute the Merkle Hash value of v having the
Merkle Hash value of w. More precisely, the Merkle Hash path between w and
v consistsof all the Merkle Hash values of w' ssiblings, together withthe Merkle
Hash values of all the siblings of the nodes belonging to the path connecting w
tov.
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Figure 10: Examples of Merkle Hash paths

MhPath(4,1) MhPath(7,1) MhPath(5,1)

To better clarify how the proposed approach works, let us consider Figure
10, which depicts three different examples of Merkle hash paths. In the graph
representation adopted in Figure 10 we do not distinguish elements from
attributes, by treating them as generic nodes. In the figure, triangles denote the
view returned to the subject, whereas black circles represent the nodes whose
Merkle hash values arereturned together with the view, that is, the Merkle hash
paths. In the first example, the view consists of a leaf node w. In such a case,
the M erkle hash path between nodes 4 and 1 consists of the M erkle hash values
of nodes 5 and 3. Indeed, by using node w (i.e., 4) and the Merkle hash value of
node5it ispossibleto computethe Merkle hash value of node 2. Then, by using
theMerklehashvaluesof 2 and 3, itispossibleto computethe M erkle hash value
of 1. Inthe second tree depicted in Figure 10, the view consists of a non-leaf
node. In such acase MhPath(7,1) also contains the Merkle hash value of the
child of node 7, that is, node 9. Thus, by using the Merkle hash value of node 9
and node 7, it is possible to compute the Merkle hash value of 7. Then, by using
this value and the Merkle hash value of node 6, it is possible to generate the
Merkle hash value of node 3. Finally, by using the Merkle hash values of nodes
3and 2it is possible to generate the Merkle hash value of node 1. By contrast,
in the third example, the view consists of the whole sub-tree rooted at node 5.
In such a case, MhPath(5,1) does not contain the hash values of the children of
node5. Indeed, having thewhol e subtreerooted at 5, it is possibleto computethe
Merkle hash value of node 5 without the need of any further information.

Completeness Property

The Merkle signature allows a subject to detect an alteration on the content
of an XML document (or portions of it). More precisely, the subject is able to
verify that the content/val ue and the tagname/name of an element/attribute have
not been modified by anintruder. However, by using only the M erkle signature,
the subject is not able to verify if the Publisher sends him/her the correct view,
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that is, aview containing all the portions of the XML document answering the
submitted query and satisfying access control policies.

To make the subject able to verify the completeness of the view, we have
introduced the secure structure of an XML document, which basically gives
information about the structure of the documents on which the query is
submitted. Indeed, by secure structure of an XML document we mean the XML
document without its element contents, thus, containing only the names of the
tags and all the attributes of the XML document (that is, the values and names
of the attributes). Moreover, to avoid allowing the subject to see tagname and
attribute values of portions he/she may not be authorized to access, we impose
that each tag and attribute name and val ue has to be hashed with a standard hash
function, before being inserted into the secure structure (see Figure 11).

This information makes the subject able to locally perform on the secure
structure all querieswhose conditions are against the document structure of the
original document or on the attribute values. Indeed, these queries specify their
conditions by using only the tag/attribute names, and the attribute value, which
are information all contained as hash values in the secure structure. The
proposed solution for completeness verification implies the translation of the
submitted query g, by substituting thetag/attri bute nameand attributeval ueswith
the corresponding hash values. Afterwards, the translated query can be evalu-
ated on the secure structure. In such away, under the assumption of acollision-
resistant hash function, the node-set resulting by the eval uation of the query on
the secure structure corresponds to all and only the nodes of document d,
answering query d. We have to note that since the Publisher generates the view
according to the access control policies stated by the Owner, during the
completeness verification the subject must consider also the access control
policies specified on the document. For this reason, we have inserted in the

Figure 11: An example of secure structure

<?xml version="1.0" encoding="UTF-8"?>
<x-82592553 x-4639474="rVR5DQ" x-67303774="QTQXS" Sign="0OD2mc9aVV/tP4g3TG+1lkr4sFhdio=">
<Policy>1,2,3,4,5,6,7 </Policy>
<x-1915689488>
<x-785490824 x-40276037="PlczUo">
<x-590292021 x-57205665="...." PC_ATTR="08"/>
<X-13947931>
<x-1037159472 x-122584813="fNhtL" x-0260379="hgKID" x-93640287="..." PC_ATTR="080808"/>
</x-13947931>
</x%-785490824>
<x-785490824 x-40276037="pKGEs">

<x-590292021 x-57205665="...." PC_ATTR="02"/>
<x-13947931>
<x-1037159472 x-122584813="gPd39" x-0260379="hgKID" x-93640287="..." PC_ATTR="060602"/>
<x-1037159472 x-122584813="04GpM" x-0260379="yr0QjJ" x-93640287="..." PC_ATTR="060602"/>

</x-13947931>
</x%-785490824>
</x%-1915689488>
</x-82592553>
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secure structure also the Policy element, PC, and PC_ATTR attributes, that is,
the attributes containing the policy information of the elements and attributes.

Additionally, in order to prevent alterations by the Publisher, the Owner
computesthe Merkle Signature of the secure structure, and, similarly to the SE-
XML document, it sends this signature to Publishers together with the corre-
sponding secure structure (i.e., the Sign attribute).

CONCLUSION

The chapter has focused on SSDI systems. We have first provided an
overview of thework carried outinthefield then wehavefocused on the security
properties that an SSDI system must satisfy and on some of the strategies and
mechanismsthat can be used to ensurethem. More precisely, since XML isthe
emerging standard today for data exchange over the Web, we have cast our
attention on SSDI systems for XML documents (SSXD). Asaresult, we have
presented a SSXD system providing a comprehensive solution to XML docu-
ments. Finally, sincethethird-party architectureisreceiving growing attention
as a new paradigm for data dissemination over the Web, we have discussed a
new architecture for SSXDI system, which has the benefit of improving the
scalability.
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ENDNOTES

! In this section, the term ‘user profile® means the set of information
associated to auser, relevant for the sel ective dissemination (e.g., the user
preference, subscription information or the access control policiesapplied
to the user).
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ABSTRACT

Multimedia content delivery applications are becoming widespread thanks
to increasingly cheaper access to high bandwidth networks. Also, the
pervasiveness of XML as a data interchange format has given origin to a
number of standard formats for multimedia, such as SMIL for multimedia
presentations, SVG for vector graphics, VoiceXML for dialog, and MPEG-
21 and MPEG-7 for video. Innovative programming paradigms (such as the
one of web services) rely on the availability of XML-based markup and
metadata in the multimedia flow in order to customize and add value to
multimedia content distributed via the Net. In such a context, a number of
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security issues around multimedia data management need to be addressed.
First of all, it is important to identify the parties allowed to use the
multimedia resources, the rights available to the parties, and the terms and
conditions under which those rights may be executed: this is fulfilled by the
Digital Rights Management (DRM) technology. Secondly, a new generation
of security and privacy models and languages is needed, capable of
expressing complex filtering conditions on a wide range of properties of
multimedia data. In this chapter, we analyze the general problem of
multimedia security. We summarize the most important XML-based formats
for representing multimedia data, and we present languages for expressing
access control policies. Finally, we introduce the most important concepts
of the DRM technology.

INTRODUCTION

Multimedia information (such as free text, audio, video, images, and
animations) is of paramount importance for human-computer interaction in a
number of application fields, such as entertainment, distancelearning, pay-per-
view/listen business, and collaboration among others. Multimedia security
problems are very similar to traditional security problems, but there are some
important aspectsthat make more complex the solutions: traditional multimedia
documents usually are monolithic, without a clearly defined internal structure,
they are conceived to be discretionally distributed, they are easy to clone, easy
to modify, to remove, to manipulate, and so on. Recently, the importance of
complementing binary multimedia data with metadata in the form of XML
tagging has been fully realized. XML -based standards formats for multimedia,
such us SVG (SVG, 2001), SMIL (SMIL, 2001), and VoiceXML (VoiceXML,
2002) make the internal structure of multimedia flows available to consumer
applicationsand devices. Theselanguagesdescribetheinternal propertiesof the
multimedia documents, making possible to refer to structural or semantic
components, such as keywords, and graphical/audio/audiovisual properties.

Thewealth of semantics- and structure-related information carried by these
new XML -based multimediaformats suggeststhat the time hascometo devel op
novel approaches for controlling access and fruition of multimedia content. In
particular, anumber of security issuesaround multimediadatamanagement need
to be addressed. Figure 1 illustrates a Multimedia Security Taxonomy
according towhich multimediasecurity encompasstechni questo determinewho
can use multimedia content and at what conditions (controlled fruition); to
prevent multimedia content from being illegally copied (prevention); and to
protect multimedia content while it is being transmitted or stored (privacy). In
the following, we describe these problems in more detail.
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Figure 1: Multimedia Security Taxonomy
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Multimedia Fruition Control

Fruition control can be seen as a modern view of access control, where
unauthorized accesses are prevented, complex conditions for authorized users
can be specified (e.g., timing delay, quality of the rendering), fine-grained
encryption can be enforced, and policies and infrastructures are managed. In a
nutshell, fruition control techniquestry to define the usage conditions of digital
products from the creation to the consumption.

They deal mainly with two concepts: digital right management (DRM) and
access control policies. Basically, DRM includes a set of techniquesto specify
rights and conditions associated with the use and protection of digital contents
and services. Access control (AC) policies specify restrictions of individualsor
application programsto obtain datafrom, or to place datainto, astorage device.
The main difference between DRM and AC is that DRM represents fruition
policiesspecified ontheresources, regardlessof the systemused to deliver them,
while AC represents fruition policies that take into consideration the delivery
service. Access control and DRM are discussed in later sections.

Multimedia Prevention

Withthe proliferation of multimediacontent and of the concernsof privacy
onthelnternet, research on information hiding has become even more pressing.
Informationiscollected by different organizationsand the nature of multimedia
content allowsfor the exact duplication of material with no notification that the
material has been copied. Systemsto analyze techniquesfor uncovering hidden
information and recovering destroyed information are thus of great importance
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to many parties (e.g., law enforcement authorities in computer forensics and
digital traffic analysis). In such a context, we briefly explore two important
labeling techniques: steganography and water marking.

Steganography isthe art of hiding information inside other information (in
our case, multimediadocuments). The hidden information can be, for example,
atrademark or the serial number of aproduct, and can be used to detect copyright
violations and to prosecute them. Steganography dates back to ancient Greece,
and the initial purpose was to hide messages inside other messages, for war,
espionage, and many other reasons. Some curious historical steganographic
methodsareinvisibleink, pictographs, null cipher, positional codes, and deliber-
atemisprints.

According to the type of multimediadocument, different properties can be
exploited to hide information (Johnson et al., 2000). For instance, for text, itis
possible to code messages by changing the space between text lines (line-shift
coding) or between words (word-shift coding), or by altering certain text
features (feature coding) such as vertical endlines of letters. For images, the
most common techniques include the least significant bit insertion (LSB),
redundant pattern encoding, and spread spectrum method. The idea behind
the LSB algorithm is to insert the bits of the hidden message into the least
significant bits of the pixels. Figure 2 illustrates an examplewith a24-bit pixel.
Here, the secret data are inserted in the last two bits of each byte. The
redundant pattern encoding consistsin painting asmall message over an image

Figure 2: Example of integrating hidden data in a pixel representation
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many times. The spread spectrum method scatters an encrypted message
throughout an image (not just the least significant bit). For audio, the most
common techniques modify bits of the audio files or some audio properties. For
instance, thelow-bit encoding replacestheleast significant bit of each sampling
point with acoded binary string. The phase coding method worksby substituting
the phase of an initial audio segment with areference phase that represents the
data. All these techniques introduce changesin documents that humans are not
abletoidentify, but acomputer canidentify, thus obtaining the hidden message.
Unfortunately, many steganographic techniques are not robust against simple
compression. Some compression mechanisms|such asJPEG (JPEG, 2003)] lose
the least significant bits to be more efficient, thus also losing the hidden
information embedded in them. Some proposalstry to overcome this drawback
[see, for example, Currie& Irvine (1996) and K och & Zhao (1995)]. A complete
overview of steganography techniques can befound in Johnson et al. (2000) and
Sellars (1999).

Watermarking describes techniques used to include hidden information by
embedding theinformation into someinnocent-looking cover data (L oo, 2002).
Watermarking and steganography are closely related in that both employ
mechanisms for hiding information. However, in steganography, the object of
communication is the hidden message and the main goal isto keep the message
(or the communication of) from being detected. Watermarks, on the other hand,
can be considered as attributes of the object in which they are inserted. The
existence of an embedded watermark may be known or unknown. Also,
steganography can incorporate encryption, while watermarking is
noncryptographic. Figure 3 shows the scheme that represents how digital
watermarking is managed. Let m be a message to be sent. A process generates

Figure 3: Scheme of watermarking flows
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the watermark w by using a secret key k. Next, thiswatermark isintegrated into
the message, thus obtaining a new message m'. When message m’ is received,
the watermark w is extracted by using the key k and the original message is
recovered. Once the watermark has been extracted, it is possible to compare it
with the initial watermark to detect whether the message has been modified.

Digital watermarks can fall into two different classes, namely, visible and
invisible. Visible watermarks are visual patterns that are overlaid on digital
content. It is not possible to remove visible watermarks without destroying the
digital content. Digital watermarks can also be classified as robust or fragile.
Robust watermarks show strong resistance against accidental and malicious
attacks such as content alteration, compression, and filtering. Fragile water-
marks have just the opposite characteristics in that they drastically change in
case of any alteration of the digital content. Watermarking is useful for many
applications(L oo, 2002):

. Copyright protection. With embedded data, copyright holders can verify
the ownership of copyrighted contents with watermark in case of inten-
tional or unauthorized distribution. New emerging metadata-based access
control techniquesand DRM languages provideadditional information that
is separated from the multimedia document. This information could be
integrated asawatermark in the multimediadocument. Accesscontrol and
DRM policiescouldthen bedirectly enforced at the client siteby extracting
andinterpreting thewatermark. Notehowever that thiskind of watermarking
information does not prevent people from copying the digital contents.

. Copy protection. A copy protection mechanism prevents users from
making unauthorized copiesof digital data.

. Fingerprint for pirate tracing. Watermarks are used in fingerprinting
applications to identify the legal recipient of the digital contents and
typically are used together with copyright protection watermarks.

e Authentication. Authentication watermarking is a technology that pre-
ventsforgery of digital contents. If theoriginal digital contentismodified,
the watermark is destroyed. For instance, Figure 4 shows two photos: on
the left there is the original photo and on the right the modified one.
Authentication watermarking allowsusto detect that the photo on theright
has been modified.

All watermarking techniques have three major requirements. Watermark
should be robust against accidental or malicious attacks, imperceptible, and
carry the required number of bits. These three requirements conflict with each
other. For instance, increasing the number of embedded bits increases the
capacity but decreases the robustness.
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Figure 4. Example of authentication problem

Multimedia Privacy

Whiletheprivacy of “traditional data” isawell-known problem, thevariety
of types and usages of multimedia information makes the multimedia privacy
problem fuzzier. In fact, the rel ationship between multimedia datainvasion and
privacy has not yet been clearly described. Probably we are not ableto perceive
privacy problemsin music, or in movies, but multimediaismuch morethanthat.
For instance, textual information can denote the way thingsare presented; audio
documents can indicate tone of voice, accent or dialect; and video can show
dress, look of user, and so on (Adams, 2000). There is not much work in
multimedia privacy. However, some interesting work about the relationship
between multimedia privacy and users’ perceptions can be found in Adams &
Sasse (1999a) and Adams & Sasse (1999b).

XML METADATA FOR MULTIMEDIA

Theimportance of complementing binary multimediadatawith descriptive
metadatain the form of XML tagging has beenfully realized only recently. The
pervasiveness of XML as a datainterchange format has given rise to a number
of standard formats for multimediarepresentation such as SMIL (SMIL, 2001)
for multimediapresentations, SV G (SV G, 2001) for vector graphics, VoiceXML
(VoiceXML, 2002) for dialog, and MPEG-21 (MPEG-21, 2002) and MPEG-7
(MPEG-7,2002) for video. Innovative programming paradigms (such asthe one
of web services) rely onthe availability of XML-based markup and metadatain
the multimediaflow in order to customize and add val ue to multimedia content
distributed via the Net. SVG and VoiceXML make the internal structure of
multimedia flows available to avariety of consumer applications and devices.
More ambitious efforts, such asMPEG-21 and MPEG-7, are aimed at achieving
thesameresultsfor video. Intelligent applicationslike search indexes, topic maps

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Multimedia Security and Digital Rights Management Technology 237

or browsabledirectoriescan use XML tagging and auxiliary metadatatoidentify
the structural or semantics-related components of multimedia flows, such as
keywords, key frames, audiovisual summaries, semantic concepts, color histo-
grams, and shapes, as well as recognize speech. XML formats are paving the
way to anew generation of applications even in more traditional fields such as
image processing. For instance, raster graphical formats (e.g., GIF or JPEG)
have severelimitations, in asmuch they do not carry any information that can be
gueried, re-organized, or searched through. By contrast the Scalable Vector
Graphics (SVG), an XML-based language for describing two-dimensional
vector and mixed vector/raster graphics, works well across platforms, across
output resolutions and color spaces. Also, SVG clearly specifies the image
structure, allowing applicationsto processdataat afiner level of granularity. The
wealth of semantics- and structure-related information carried by new XML-
based multimediaformats suggests that the time has come to enrich traditional,
coarse-grained access control models with a number of new concepts that are
specific to the nature and meaning of multimedia data. An interesting conse-
guence of using XML for representing multimediametadataisthat fine-grained
access policies can be specified. So, XML elements used to refer to multimedia
componentsinside policiescan be mapped to XML tagsand metadatain the data
flow. Policy-to-data mapping can be customized to the particular XML -based
multimediaformat under discussion, achieving fast and effective enforcement
viaeither datafiltering or encryption.

Inthefollowing subsectionsweshortly describethese XM L-based multime-
dia standard formats.

Scalable Vector Graphics

SVG (SVG, 2001) isalanguage for describing two-dimensional vector and
mixed vector/raster graphics in XML. An SVG document has a flexible
structure, composed of several optional elements placed in the document in an
arbitrary order. Figure 5 shows the general structure of a SVG document.

Figure 5: General structure of an SVG document

[SVG Document J

{ XML Version ] { DOCTY PE ] [ SVG Tree ]

[ descriptive text ] [script ] definitions body
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Nodes XML Version and DOCTYPE are common for any XML-based docu-
ment and specify the XML version used in the document and information about
thetype of the document (the publicidentifier and the systemidentifier for SVG
1.0), respectively. Node SVG tree contains all the elements specific to SVG
documents and is composed of four parts: descriptive text, script, definitions,
and body. The descriptive text includestextual information not rendered as part
of the graphic and isrepresented by two elements: title, usually appearing only
once, and desc, appearing several times to describe the content of each SVG
fragment. The script portion contains function definitions. Each function is
associated with an action that can be executed on SV G objectsin the document.
Functions have a global scope across the entire document. The definition
portion containsglobal patternsand templatesof graphical elementsor graphical
propertiesthat can be reused in the body of the SV G document. Each definition
is characterized by a name, which is used in the body of the document to
reference the definition, and by a set of properties. The graphical elementsto be
rendered are listed after the <defs> node, according to the order of rendering.
Each element can belong to any of the basic SVG graphics elements, such as
path, text, rect, circle, ellipse, line, polyline, polygon, and image, whose
names are self-explanatory. The body of an SVG document contains any
number of container and graphics elements. A container element can have
graphical elements and other container elements as child elements. Container g
is used for grouping together related graphics elements. A graphics element

Figure 6: Example of an SVG document
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can cause graphics to be drawn. For instance, the use graphics element
referencesanother element (usually adefinition) and indicatesthat the graphical
contents of that element must be drawn at that specific point in the document.
Each SV G element may haveitsown properties, modeled by XML attributes. All
elementsinthedocument can beuniquely identified including thespecial attribute
id="identifier’. Itisalso possibleto include user-defined properties, which can
be useful for SV G data processing.

Figure6illustratesthe rendering of a sample SV G document, showing the
oncology floor of ahospital. The document, integrated in awebsite, allowsthe
hospital staff to know both details of the floor (e.g., rooms and equipments
location) and recovered patient information. In particular, the rectangular
appearing at the bottom with the text provides the information of the patient of
bed 1B on which the mouseis currently positioned (moving the mouse on other
beds the corresponding patient will be returned).

Figure 7(a) shows a tree-based representation of the document rendered
in Figure 6, reporting the types associated with the group elements composing
its body. In particular, the body is a group element with oncologyfloor as
identifier and with sub-elements of type outline, information, public area,
private area, emergency and electricity control (the document defines one
group for each of them). Group public area includes public aisle, reception,
tworestroominstances, and ten roominstances. Eachroom, inturn, iscomposed
of agraphical representation (rectRoomdefinition), aname, and two beds. Each
bed is composed of a graphical representation (rectBed definition) and a bed
name. Occupied beds further include a group with a new graphic element
(rectOccupiedBed definition) and information on the occupying patient. The
graphical representation of an occupied bed has two procedural attributes,
namely onmouseover="‘display information(evt)’ and onmouseout="hide
information(evt)’, which show and hide respectively the patient information as
the mouse pointer is positioned over the bed or moved out.

Figure 7(b) gives a portion of the SVG document rendered in Figure 6
reportingits XML version, DOCTY PE, and part of its SV G treewith portions of
its definitions, scripts, and body. The definition element (<defs>) includes the
definition of several abstract objects (symbols, in the SV G terminology) like
computer and phone, and different auxiliary objects like rectRoom and
rectBed, which will be used as graphical interface for the objects of type ‘ room’
and ‘bed,’” respectively. Element script includes the definition of functions
display information and hide information, which are triggered by the
onmouseover or onmouseout events to show and hide information on a patient
occupying a given bed. The body includes the definition of all the groups
composing it [asillustrated in Figure 7(a)]. The chunk reported in Figure 7(b)
illustrates the definition of the information element and of room room1.
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Figure 7: Tree-based graphical representation (a) of an SVG document (b)
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<?xml version="1.0" standalone="no"?>
<!DOCTYPE svg PUBLIC "-//W3C//DTD SVG 20010904//EN"
"http://www.w3.org/TR/2001/REC-SVG-20010904/DTD/svgl0.dtd">
<svg width="24cm" height="1l6cm" viewBox="900 400 3600 2200">
<title> Small Fragment of a Oncology Floor </title>
<!-- SCRIPT portion starts here -->
<script type="text/ecmascript">
<! [CDATA[
function display information(evt) { .............. }
function hide information(evt) { .............. } 11>
</script>
<!-- DEFINITION portion starts here -->
<defs>
<rect id="rectRoom" width="400" height="300" stroke="black"
fill="beige"/>
<rect id="rectBed" width="100" height="160" stroke="black"
fill="white"/>
<rect id="rectOccupiedBed" width="100" height="60" stroke="black"
fill="blue"/>

<symbol id="computer" viewBox="0 0 20 20"> .......... </symbol>
<symbol id="phone" viewBox="0 0 20 20"> .......... </symbol>
<linearGradient id="MyGradient"> .......... </linearGradient>
</defs>
<!-- BODY portion starts here -->

<g id="oncologyfloor">
<g i nformation">
<g id="title">
<text x="1920" y="700" font-size="80"> ONCOLOGY FLOOR </text>
</g>
<g id="window-data"s>
<rect id="data" fill="url (#MyGradient)" x="1500" y="1500"
i 600" height="400" strok
y="1470" font-siz Patient Information </texts>
y="1570" font-size="60"> Name: </text>
1670" font-siz 60"> Illness: </texts>
="1700" y="1770" font-size="60"> State: </text>
x="1700" y="1870" font-size="60"> Treatment: </text>

rooml" typeElement="room" >
<use x="2700" y="300" xlink:href="#rectRoom" />
<g typeElement="content's
<text x="2800" y="550" font-size="60"> Room 1 </text>
<use x="2870" y="400" width="60" height="60" xlink:href="#phone"

/>

<g id="A" typeElement="bed" >
<use x="2750" y="320" xlink:href="#rectBed" />
<text x="2775" y="440" font-size="70" > A </text>
</g>
<g id="B" typeElement="bed" >
<use i1d="1B" x="2950" y="320" xlink:href="#rectBed" />
<text x="2975" y="440" font-size="70" > B </text>
<g id="bedlB" typeElement="occupiedBedInforamtion"s>
<use id="1B" x="2950" y="320" xlink:href="#rectOccupiedBed"
onmouseover="display information(evt)" onmouseout="hide
information(evt)"/>
<g id="patientBedlB" typeElement="infoPatient"
visibility="hidden">
<text typeElement="name" x="1900" y="1570" font-size="60">
John Coffey
</text>
<text typeElement="illness"

1910" y="1670" font-
size="60">

Bone Cancer

</text>

<text typeElement="state" x="1880" y="1770" font-size="60">

Recovery

</text>

<text typeElement="treatment" x="2010" y="1870" font-
size="60">

Chemotherapy Drugs
</text>
</g>
</g>
</g>

S </g>

(b)
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VoiceXM L

VoiceXML (VoiceXML, 2002) isan XML format that has been designed
for creating voice-user interfaces, particularly for the telephone. It uses speech
recognitionand DTMF (Dual ToneMulti Frequency) for input, and pre-recorded
audio and text-to-speech synthesis (TTS) for output. A VoiceXML documentis
a tree whose root element vxml contains all the elements that compose the
dialogue. VoiceXML supports two types of dialogs: (1) a form defines an
interaction that collects values for each of the fields in the form, (2) a menu
offersdifferent alternatives of how to continueadialog. A VoiceX ML document
representsaconversational finiteautomatathat representsall the possible states
in which the user can be in a particular moment.

The VoiceXML standard defines avery rich set of elements for managing
all the voice related concepts, such as audio, choice, form, grammar, menu,
metadata, option, record, subdialog, and so on. Figure 8 shows a simple
example of VoiceXML document where some metadata elements (author and
theme) and aform are defined. ThisVoiceXML document represents a piece of
avoice application that asks the user what kind of phone call she wants to do.
Here, grammar TelephoneCall.grxml defines the allowable inputs for field
TelephoneCall. Thisinformation, oncecollected, itissubmittedto aweb service
(http://www.TelephoneCall.example.com/tcall.asp).

SMIL

SMIL (SMIL, 2001) isan XML -based language for describing multimedia
presentations. SMIL makesit possibleto integrate and synchronize multimedia
components such as audio, video, text, and images to form a multimedia
audiovisual presentation. SMIL defines syntactic constructs for timing and

Figure 8: An example of VoiceXML document

<?xml version=" 1.0" encoding=" UTF-8"7?>
<vxml xmlns=" http://www.w3.org/2001/vxml"
xmlns:xsi=" http://www.w3.org/2001/XMLSchema-instance"
xsi:schemalocation=" http://www.w3.0rg/2001/vxml
http://www.w3.org/TR/voicexml20/vxml.xsd"version=" 2.0">

<meta name=" author" content=" John Coffey"/>
<meta name=" theme" content=" VoiceXML straightforward example"/>
<form>

<field name=" TelephoneCall">
<prompt> National or International call?</prompts>
<grammar src=" TelephoneCall.grxml" type=" application/srgs+xml"/>
</field>
<block>
<submit next="
http://www.TelephoneCall.example.com/tcall.asp"/>
</block>
</form>
</vxml>
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Figure 9: An example of SMIL document

<smil xmlns=" http://www.w3.org/2001/SMIL20/">
<head>
<layouts>
<root-layout width=" 400" height=" 300" background-color=" white"/>
<region id=" rl1" left=" 75" top=" 25" width=" 300" height=" 100" fit=" fill"/>
<region id=" r2" left=" 150" top=" 100" width=" 150" height=" 100" />
<region id=" r3" left=" 20" top=" 110" width=" 272" height=" 60" z-index=" 1"/>

</layout>
</head>
<body>
<par>
<audio src=" bell.wav" type=" audio/wav" repeat=" 5" />
<seg>
<text src=" example.txt" type=" text/html" region=" rl" dur=" 10s"/>
<animation src=" clock.swf" region=" rl" dur=" 3s" >
<par>

<img src=" clock.gif" alt=" clock" region=" rl" dur=" 5s" />
<video src=" changing.avi" type=" video/msvideo" region=" r3" />

</par>

<img src=" cuckoo.jpg" alt=" cuckoo" region=" r2" dur=" 3s" begin=" 6s" />

</seqg>
</par>
</body>
</smil>

synchronization of mediastreamsthat allow fine-grained synchronization. The
most important time containers provided by SMIL are the synchronization
constructs sec, excl, and par. The seq element playsthe child elements one after
another in sequential order. The excl element plays one child at atime, but does
notimposeany order. The par element playschild elementsasagroup (allowing
parallel playback). SMIL providesarich set of multimediaconstructsto specify
multimediaproperties, such asduration of an audio/video document, numbers of
timesthat an el ement hasto be played, dimensi ons of graphics, and many others.

SMIL improves bandwidth efficiency because it is possible to divide
multimedia content into separate files and streams, send them to the user, and
have them displayed together as if they were a single multimedia stream. The
ability of separating text and images makesthe multimediacontent much smaller,
thus reducing the download time.

Figure 9 shows a simple SMIL presentation that illustrates some sounds,
video, text and images, synchronized with seq and par elements, and laid out in
three overlapping regions.

MPEG-7

MPEG-7 (MPEG-7, 2002) isan | SO/IEC standard formally named “ M ulti-
media Content Description Interface”. It is a standard for describing the
multimedia content data that supports some degree of interpretation of the
information’ s meaning, which can be passed onto, or accessed by, a device or
acomputer code. MPEG-7 providesarich set of audiovisual descriptionsthat are
based on catalogue (e.qg., title, creator, date, rights), audiovisual semantic (e.g.,
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who appears, what happens in a specific moment, where something happens,
where information about object appears) and structural (e.g., the color histo-
gram, the duration of acts) features of the audiovisual content. MPEG-7 uses
XML schemaasthelanguagefor content description, thusensuringinteroperability.
Multimedia content description that is defined with MPEG-7 can be used to
search, browse, and retrieve that content efficiently and effectively, but it does
not standardize the extraction of audiovisual features.
The main elements of the MPEG-7 are:

. Descriptors. A descriptor (D) defines the syntax and the semantic of each
feature (metadata element).

. Description schemes. A description scheme (DS) specifies the structure
and semantics of the relationship between their components that may be
both Ds and DSs.

. Description Definition Language (DDL). It defines the syntax of the
M PEG-7descriptorsand allowsthecreation, extension, and modification of
DSs and Ds.

Figure 10 shows the relationship among the different MPEG-7 elements.

The DDL allows the definition of MPEG-7 description tools, both D and DS,
providing the means for structuring the Dsinto DSs. The DDL also allowsthe

Figure 10: MPEG-7 main elements (MPEG-7, 2002)
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Figure 11: MPEG-7 general schema (MPEG-7, 2002)
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extension of specific DSs for specific applications. Thanks to the DDL, the
description tools are instantiated as descriptions in textual format (XML).
Figure 11 shows an overview of the organization of MPEG-7 Multimedia
DSs into the following areas. basic elements, content description, content
management, content organization, navigation and access, and user inter-
action. Basic elementsinclude toolsto manage annotation of MPEG-7 descrip-
tions. The content management section providestool sto describethedocument’ s
creation and production, media coding, storage and file formats, and content
usage. The content description section provides tools to describe the structure
of the audiovisual content in terms of video segments, frames, and audio
segments. It also provides semantic tools to describe the objects, events, and
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Figure 12: An example of MPEG-7 annotation

<VideoSegment id=" S1">
<TextAnnotations>
<FreeTextAnnotation> Ronaldo scores a goal.</FreeTextAnnotations
</TextAnnotations>
<CreationMetaInformations>
<Creations>
<Creator> John, Coffey.</Creator>
</Creation>
</CreationMetaInformation>
<MediaTime>
<MediaTimePoint> 00:27:13;7</MediaTimePoint>
</MediaTime>
<MediaDuration> 00:00:25;3</MediaDuration>
</VideoSegment>

notions from the real world that are captured by the audiovisual content. The
navigation and access section provide DSsfor facilitating browsing andretrieval
of audiovisual content by defining summaries, partitionsand decompositions, and
variationsof theaudiovisual material. The content organization sectionincludes
DSsfor organizing and modeling collectionsof audiovisual content and descrip-
tions. Finally, the user interaction section describes user preferences and usage
history pertai ning to the consumption of the multimediamaterial. Detail s about
this organization can be found in MPEG-7 (2002).

MPEG-7 provides also avery rich standard to manage semantic metadata
describing audiovisual information. It allows the analysis of an audiovisual
document, and the manual or automatic creation of annotations containing the
semantics metadata. As an example, Figure 12 shows a portion of an MPEG-
7 annotation document related to a football match. This document contains
information about an event inthefootball match: agoal of Ronaldo, includingthe
time where it happened and the duration. The complexity and variety of events
and elements that can happen in an audiovisual document suggest a systematic
annotation approach (Tsinaraki et al., 2003).

MULTIMEDIA ACCESS CONTROL POLICIES

XM L-based multimediaformatsall ow thedefinition of fined-grained access
control policiesthat inturn can be expressed by an XML -based language. Inthis
section, we present an overview of the eXtensible Access Control Markup
Language (XACML) (XACML, 2003a), and illustrate a proposal of access
control for SV G documents, one of the four multimedialanguages described in
the previous section.
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Extensible Access Control Markup Language

The eXtensible Access Control Markup Language (XACML) (XACML,
20034) is an Oasis standard that provides a means for standardizing access
control decisions for XML documents. XACML is used to define whether to
permit requested accessto aresource. XACML includes both an access control
policy language and arequest/responselanguage. Thepolicy languageisused to
specify access control policies. The request/response language expresses
gueries about whether a particular access should be allowed and describes
answers to those queries that can be: permit, the request is allowed; deny, the
request is denied; indeterminate, an error occurred or some required value was
missing, so a decision cannot be made; and not applicable, the request cannot
be answered by this service.

XACML definesthreetop-level policy elements: Rule, Policy, and PolicySet.
The Rule element contains a boolean expression that can be evaluated in
isolation. The Policy element contains a set of Rule elements and a specified
procedure for combining the results of their evaluation. The PolicySet element
contains a set of Policy or other PolicySet elements and a specified procedure
for combining the results of their evaluation. This is the standard means for
combining and reusing separate policiesinto a single combined one.

Figure 13: Dataflow diagram (XACML, 2003a)
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Figure 13 shows the main actorsin the XACML domain and the informa-
tion flow between them. The standard gives a definition of these concepts
(actors, information flows, elements) that we summarize as follows:

. PAP (Policy Administration Point). The system entity that defines the
security policies.

. PIP (Policy Information Point). The system entity that acts as a source
of attribute values (of subjects, resources, actions, or environments).

. PEP (Policy Enforcement Point). The system entity that performs access
control.

. PDP (Policy Decision Point). The system entity that evaluates applicable
policies and renders an authorization decision.

. Context Handler. The system entity that converts decision request in the
native request format to the XACML canonical form, and converts
authorization decisions in the XACML canonical form to the native
responded format.

. Environment. The set of attributes that are relevant to an authorization
decision and are independent of a particular subject, resource, or action.

e Target. Theset of decision requests, identified by definitionsfor resource,
subject and action, that arule, policy or policy set isintended to evaluate.

AsFigure 13 shows, in atypical XACML usage scenario, a subject wants
to take some action on a particular resource. The PAP entity has previously
specified security policies and makes them available to the PDP. The subject
submits its query to the PEP. The PEP sends the request for access to the
context handler in its native request format. The context handler constructs an
XACML request based on the subjects, action, resources and other relevant
information that are provided by the PIP. The PEP then sends this request to a
PDP, which examines the request, retrieves policies (written in the XACML
policy language) applicable to this request, and determines whether the access
should be granted according to the XACML rules for evaluating policies. That
answer (expressed in the XACML response language) is returned to the PEP,
which can then allow or deny the access to the requester (Kay, 2003).

Thisaccesscontrol language standard hasmany benefits(XACML, 2003b):

. It allows the unification of access control languages;

. Policies do not have to be rewritten in different languages,

. Developers do not have to invent new policy languages and write code to
support them;

. It encourages reusability;

. Multi-applicationtool sfor managing and writing accesscontrol policieswill
beunified;
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. It allows extensions to the access control language to accommodate other
access control policies;
. It allows one policy to contain or refer to another.

Figures 14, 15 and 16 show an example extracted from XACML (2003a),
and the XACML code corresponding to a policy, a request and a response,
respectively. Suppose that thereisacorporation named Medi Corp that defines
ahighlevel policy asfollows: Any user with an email namein the ‘ medico.com’
namespace is allowed to perform any action on any resource.

Figure 14 shows the policy that describes the high level policy of Medi
Corp. It is composed of policy headers, an optional policy description, and the
decision request towhich thispolicy applies. If the subject, resource or actionin
a decision request do not match the values specified in the target, then the
remainder of the policy does not need to be evaluated. Theruleisthen defined,
including itseffect (permit), an optional description and the specification of the

Figure 14:An example of an XACML policy

<?xml version=" 1.0" encoding=" UTF-8"?>

<Policy xmlns=" urn:oasis:names:tc:xacml:1.0:policy"
xmlns:xsi=" http://www.w3.org/2001/XMLSchema-instance"
xsi:schemalocation=" urn:oasis:names:tc:xacml:1.0:policy
http://www.oasis-open.org/tc/xacml/1.0/cs-xacml-schema-policy-01.xsd"
PolicyId=" identifier:example:SimplePolicyl"
RuleCombiningAlgId=" identifier:rule-combining-algorithm:deny-overrides">

<Description> Medi Corp access control policy </Descriptions>

<Target>
<Subjects> <AnySubject/> </Subjects>
<Resources> <AnyResource/> </Resources>
<Actions> <AnyAction/> </Actions>
</Target>
<Rule RuleId= " urn:oasis:names:tc:xacml:1.0:example:SimpleRulel"
Effect=" Permit">
<Description>

Any subject with an e-mail name in the medico.com domain
can perform any action on any resource.
</Descriptions>
<Target>
<Subjects>
<Subject>
<SubjectMatch
MatchId=" urn:oasis:names:tc:xacml:1.0:function:rfc822Name-match">
<SubjectAttributeDesignator
AttributeId=" urn:oasis:names:tc:xacml:1.0:subject:subject-id"
DataType=" urn:oasis:names:tc:xacml:1.0:data-type:rfc822Name"/>
<AttributeValue
DataType=" urn:oasis:names:tc:xacml:1.0:data-type:rfc822Name"> medico.com
</Attributevalue>
</SubjectMatch>
</Subject>
</Subjects>
<Resources>
<AnyResource/>
</Resources>
<Actions>
<AnyAction/>
</Actions>
</Target>
</Rule>
</xacml:Policy>
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ruletarget that describesthe decision requeststo which thisrule applies. Inthis
case we can see the use of a function to identify users with an email in the
‘medico.com’ namespace.

As an example, suppose that John Coffey, with an email
“jc@greenmile.com,” wants to read his medical record at Medi Corp. In
XACML, information in the decision request isformatted into arequest context
statement such as that illustrated in Figure 15.

The statement has the request headers, and then the specification of the
subject, resource and action, specifying for each attribute that identify the
properties of the request. For the subject of our example an attribute “ subject-
id” is defined whose value is “jc@greenmile.com.” The PDP compares the
policy target and the request information (subjects, resourcesand actions). If the
policy target matches (i.e., thereis amatching of all elements), then the policy
matchesthis context. If the policy matchesthe request, the next step isto check
the matching between the target rule and the request. In this case, the policy
matches this context, but the rule does not, because there is not match between
“* @medico.com” and “jc@greenmile.com.” Asaresult, thereisnoruleinthis
policy that returns a positive answer and therefore response NotApplicable
should be returned. Figure 16 shows the corresponding XACML response.

XACML defines the syntax and semantic of a rich set of policies and
context elements, also functional requirements for different entities and ele-
ments, various extensibility attributes, and so on. More details can be found in
XACML (2003a).

Figure 15:An example of an XACML request

<?xml version=" 1.0" encoding=" UTF-8"?>
<Request xmlns=" urn:oasis:names:tc:xacml:1.0:context"
Xmlns:xsi=" http://www.w3.o0rg/2001/XMLSchema-instance"
xsi:schemalocation=" urn:ocasis:names:tc:xacml:1.0:context
http://www.oasis-open.org/tc/xacml/1.0/cs-xacml-schema-context-01.xsd">
<Subject>
<Attribute AttributeId=" urn:ocasis:names:tc:xacml:1.0:subject:subject-id"
DataType=" urn:oasis:names:tc:xacml:1.0:data-type:rfc822Name">
<AttributeValue> jc@greenmile.com</AttributevValues>
</Attribute>
</Subject>
<Resource>
<Attribute AttributeId=" urn:ocasis:names:tc:xacml:1.0:resource:ufs-path"
DataType=" http://www.w3.org/2001/XMLSchema#anyURI">
<AttributeValue> /medico/record/patient/JohnCoffey</AttributeValues
</Attributes>
</Resource>
<Action>
<Attribute AttributeId=" urn:oasis:names:tc:xacml:1.0:action:action-id"
DataType=" http://www.w3.0rg/2001/XMLSchema#string" >
<AttributeValue> read</AttributeValues>
</Attributes>
</Action>
</Request>
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Figure 16: An example of an XACML response

<?xml version=" 1.0" encoding=" UTF-8"?>
<Response xmlns=" urn:oasis:names:tc:xacml:1.0:context"
xsi:schemalocation=" urn:ocasis:names:tc:xacml:1.0:context
http://www.ocasis-open.org/tc/xacml/1.0/cs-xacml-schema-context-01.xsd">
<Result>
<Decision> NotApplicable</Decisions>
</Results>
</Response>

Access Control System for SVG Documents

We now present an approach to fine-grained feature protection of Scalable
Vector Graphics (SVG) data, one of the multimedia languages we have
summarized in the previous section. This approach, proposed in Damiani et al.
(2002a), isbased on the use of authorization rulesthat are themsel ves expressed
viaan XML -based language. Thisapproach exploitsthe peculiar characteristics
of SVG documents and similar approaches could be defined for the other
multimedialanguages described in the previous sections [see, for example, the
accesscontrol model and encryption mechanismfor SMIL documentsdescribed
in Kodali & Wijesekera (2002)].

Anauthorizationrule stateswhat actions performed on multimediadataare
to be allowed (or denied). Basically, each authorization rule has four compo-
nents: the subject to which therule applies, the object to which the authorization
refers, the action to which the rule refers, and the sign describing whether the
rule statesapermission (sign="‘+") or adenial (sign="-") for the access. Here,
for the sake of simplicity, we assume action to be the request to render the
document (intuitively the read operation). Thisis not limiting, as reference to
specific actions defined on the document (e.g., rotate) can be regulated by
allowing (or not allowing) access to the corresponding element. We are now
ready to describe subjects and objects of these rules.

Authorization Subjects

The specification of subjects in access control rules has often two appar-
ently contrasting requirements(Samarati & De Capitani di Vimercati, 2001). On
the one side, subject reference must be simple, to allow for efficient access
control and for exploiting possible relationships between subjects in resolving
conflicts between the authorizations (e.g., most specific relationships between
groups and sub-groups). On the other side, one would like to see more
expressivenessthan thesimplereferenceto user identitiesand groups, providing
support of profile-dependent authorizationswhosevalidity depend on properties
associated with users (e.g., age, citizenship, or field-of -specialization) (Bonatti

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



Multimedia Security and Digital Rights Management Technology 251

Figure 17: An example of user/group hierarchy

Users
Medical Staff Non Medical Staff
Doctors Nurses Administrative Maintenance

Oncology Oncology A
/\ Alice Bob Dave

Carl Sam Eve

etal., 2001a; Bonatti et al., 2002b). Thisapproach encountersboth requirements
by supporting both user groups and user profiles.

Asusual, groups are sets of users hierarchically organized: groups can be
nested and need not be disjoint (Jajodia et al., 2001). Figure 17 reports an
example of auser-group hierarchy. In addition, for each user, a profile may be
maintained specifying the values of properties such as name, address, and
nationality that themodel can exploit to characterizethem. Theprofileismodel ed
as a semi-structured document and can then be referenced by means of XPath
expressions(Xpath, 2001). Figure 18illustratesthree XML documentsdefining
the profiles for three users (all documentswill be instances of an XML schema
where all the used properties have been defined as optional). A path expression
is a sequence of element names or predefined functions separated by character
I (slash): 1 I, .../l , and is used to identify the elements and attributes within a
document. For instance, X Path expression user profile//[ ./citizenship[ @value=
‘EU’] AND [./job[ @value="doctor’]] returns element user profile of profiles of
EU citizenswhowork asdoctors. I n particular, such an expression, eval uated on
the profilesin Figure 18 would return the profile of user Sam.

Therefore, the subject component of this authorization rules includes two
parts:

. an identity, whose value can be a user or a group identifier;
. a subject expression which is an XPath expression on users' profiles.
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Figure 18: An example of XML user profiles

<user profile id=‘Carl’> <user profile id=‘Dave’> <user profile id=‘Sam’>
<name value=‘Carl’/> <name value=‘Dave’ /> <name value=‘Sam’/>
<address <address value='Forest <address
value='‘California Ave.' /> value='Manchester Rd’/>
Ave.' /> <job <citizenship
<citizenship value='maintenance value="EU’' />
value='US’' /> worker’ /> <job
<job value=‘doctor’/> <level value=‘doctor’/>
<specialization value="'senior’/> <specialization
value='oncology’/> <building value=‘oncology’/>
</user profile> value='ADM125’ /> </user_profile>
<office value='33'/>
</user profile>

Intuitively, the authorization rule should apply only if the profile of the
requestor satisfies the constraints expressed in the Xpath expression.

Authorization subjects are then defined as XM L-elements of the form:

<subject>

<id value="user/group-id’' />

< subj-expr>xpath-expr </subj-expr>
</subject>

For instance, subject element:

<subject>

<idvalue='Medical Staff’ />

<subj-expr>user profile//[ ./citizenship][ @value=" EU’ | </subj-expr>
</subject>

denotes European users belonging to group Medical Staff.

Again, with reference to the group hierarchy in Figure 17 and the profiles
in Figure 18, the subject expression will evaluate to true for Sam and therefore
an authorization rule using this subject will be considered applicableto him. By
contrast, the authorization rule will not be applicable to Dave (who does not
belong to MedicalSaff), or to Carl (who does not satisfy the constraint on
citizenship).

Authorization Objects
According to the description in the section on “ Scalable V ector Graphics,”
three kinds of protection objects can be identified: definitions (defs), groups
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(9), and SVG elements. SV G elements can be graphical or textual, such as rect
or circle, or can reference the definitions[e.g., element usein Figure 7(b)]. The
authori zation model supportsfine-graining by all owing the association of autho-
rizationswith any of such specific elementswithin an SV G document. AsSVG
isXML-based, generic X Path expressions on the SV G document can be used to
specify the elements to which an authorization applies (Damiani et al., 2002b).
For instance, with respect to the document in Figure 7(a), the path expression
defs/rect[position() = 1] identifies the first rect child of the defs element
(corresponding to the definition of the perimeter of aroom). Such an expression
can then be used in an authorization rule to grant or deny access to that specific
element. Although generic XPath expressions are sufficient to provide fine-
grained authorization specification, their only support results limiting from the
point of view of the authorization administration. While verbose, these path
expressions refer to the syntax and are detached from the semantics of the
elements in the SVG document. As a result, the translation of high-level
protection requirementsinto corresponding path expressionsonthedocumentis
far from being trivial. It isthereforeimportant to provide ahigher-level support
for the specification of authorizati on objects. Providing high-level support for the
definition of authorization objectstranslatesinto sol ving two problems:

. object identification: how to identify the portion (element) of the SVG
document to which an authorization refers;

. condition support: how to specify conditionsthat theidentified element(s)
have to satisfy.

Object Identification

To provide an expressive authorization language, the tree format of SVG
documentsis exploited by assuming that semantics aware tags and good design
techniquescan be defined and exploited. Inparticular, asillustratedin the section
on “Scalable Vector Graphics,” each SVG element can have an identifier
(attribute id). Identifiers provide useful as they permit explicit reference to
specific elements (e.g., rooml) based on their name. However, identifiers are
not sufficient aslisting explicit elementsmay, in somesituation, result inconve-
nient (e.g., to protect all rooms of the floor we will have to specify one
authorizationfor eachroomidentifier). Also, support for distinguishing the shape
of an object from its content seems to be needed (e.g., to support cases where
a user can see the existence of aroom — and then its shape — but cannot see
what is inside the room). These two requirements are addressed in Damiani et
al. (2002a) asfollows. First, in addition to the identifier, each element can have
an attribute typeElement that defines the conceptual type of the element (e.g.,
room, bed, telephone, computer). Thetype element can be exploited toreference
all objects of agiventype(e.g., all rooms) in asingle expression. Second, if the
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shape of an element is conceptually meaningful, the model assumes a good
design of the element where the shape (i.e., the drawing instructions) appears
atthefirst level and the content appear in anested element group. The predefined
function perimeter() identifies the shape (i.e., the drawing instructions) of an
element (referenced viaitsidentifier or type).

Summarizing, an object can then be referenced via any of the following:

. a path expression resolving in the object;

. its object identifier (value of its attribute id);

. its type (value of its attribute typeElement);

e theapplication of function perimeter to any of the above.

To distinguish which of the above meansis used in the specification of an
authorization object, adot notationisused prefixing the object with either “id.,”
“type.,” or “path.” For instance, value “type.room” indicates objects with
typeElement equal to room, whilevalue“id.rooml” denotestheroom withid's
valuerooml. Analogously, perimeter (type.room) identifiesthe perimeter of all
the rooms, and perimeter(id.rooml) identifies the perimeter of room rooml.

Condition Support

To provide away for referencing all elements satisfying specific semanti-
cally rich conditions, themodel allowsthe specification of object conditionsthat
identify aset of objectssatisfying specific properties. For instance, we may need
to define an access rule stating that “adoctor can see computersonly if they are
in the same room as (i.e., together with) diagnostic machines.” In this model,
conditions are boolean expressions that can make use of the following predi-
cates:

. inside(obj ). It returns the object in the authorization ruleif it isinside an
element whose identifier, type, or name is obj.

e together_with(obj ). It returnsthe object in the authorization ruleif itisa
child of an element together with an object whoseidentifier, type, or name
is obj.

. number_of(obj ,n). It returns the object in the authorization rule if there
are n instances of the object whose identifier, type, or name is obj.
Authorization objects in the model are then defined as:

<object>
<refer value="object-id’' />
<cond> pred-expr </cond>
</object>
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where element refer providesthe object identification and element cond specifies
additional conditions.
Some examples of object expressions are as follows:

. <refer value="type.phone’ /> < cond>together with(type.computer)</cond>

denotes all “phones” that arein the same room as (together with) a“ computer.”
With respect to the example in Figure 6, it denotes the phones in the
“Pharmacy,” “X-Rays,” “Chemotherapy,” “Kitchen,” and “ Reception: rooms.

. <refervaue=" perimeter(type.room)’ />< cond>ins de(type.oncol ogyfloor)</cond>

denotes all the graphical elements (the use elements referencing the rectRoom
definition) that draw the perimeter of the rooms of the oncology floor.

Summarizing the authorization rules [whose schema can be analyzed in
Damiani et al. (2002a)], allow the specification that specific users or groups
thereof satisfying specific properties can (if sign="+") or cannot (if sign="-")
access given objects (referred by means of their, identity, type, or path
expressionsaswell as of conditionsthat they satisfy). With this expressive way
of referring to subjects and objects, itisworth noticing how the combined use of
positive and negative authorizations results convenient for the specification of
different constraints, providing an additive or subtractive way of defining
authorized views. In particular, one could start from the empty map and add
positive authorizations specifying the objectsthat may bereleased, or specifying
aglobal positiveauthorization and further (more specific) negativeauthorizations
for the objects that cannot be released.

Of course, the two approaches can be combined as they best fit the
application.

Example of Authorization Rules

In this subsection we show some exampl es of protection requirements and
corresponding authorizationsto regul ate accessto the graphic introduced in the
section on “ Scalable Vector Graphics.” The user groups used and the properties
used in the authorizationsrefer to the user group hierarchy in Figure 17 and the
users' profilesin Figure 18.

Rule 1 Everybody can see the emergency exits
<subject><idvalue="Users'/></subject>
<object><refer ="type.emergencyexit’ /></object>
<signvalue="+'/>
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Rule 2 Everybody can see the content of any room in the public area
<subject><idvalue="Users'/></subject>

<object><refer ="id.PublicArea’ /></object>

<signvalue='+'/>

Rule 3 Everybody can see the perimeter of any room in the private area

<subject><idvalue="Users'/></subject>

<object>

<refer =" Perimeter(g[ @id="oncologyfloor’]//g’)/>
<cond>inside(id.PrivateArea)</cond>

</object>

<signvalue='+'/>

Rule 4 Only members of the NonM edical Staff whose job is“maintenance
worker” can see the fire emergency and electricity controls
<subject> <idvalue="NonM edi cal Staff’ /><cond>j ob[ @val ue=" maintenance
worker’]</cond>
</subject>
<object><refer ="type.electricitycontrol’ /></object>
<signvalue='+'/>
<subject>
<id value="NonM edical Staff’' /><cond>job[ @val ue="maintenance
worker’]</cond>
</subject>
<object><refer ="type.fire emergency’ /></object>
<signvalue="+'/>

Rule 5 Medical staff can see the content of any room in the private area
<subject><id value="Medical Staff’ /></subject>

<object><refer ='id.PrivateArea’ /></object>

<signvalue='+'/>

Rule 6 Doctors with specialty “oncology” can read patient information;
everybody elseisexplicitly forbidden

<subject>

<idvalue='Doctors' /><cond>specialty[ @value="oncology’ |</cond>

</subject>

<object><refer ="type.patientinformation’ /></object>

<signvalue='+'/>

<subject><idvalue='Users'/>

</subject>

<object><refer ="type.patientinformation’ /></object>

<signvalue="-'/>
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Figure 19: An example of two views on the SVYG document in Figure 6
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Figurel19illustratestheviewsthat will bereturned to oncol ogy doctorsand
mai ntenance workersrespectively based on the specified authorizations. Notice
in particular that the doctors’ view does not include fire emergency and
electricity control information (asthe authorizationsin Rule4 are not applicable
to them). The maintenanceworkers’ view, while containing fire emergency and
electricity control information is clearly missing many details, such as hospital
machines and patient detail s, whose accessis restricted to physicians. The next
section illustrates the process for obtaining such views.
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Policy Enforcement

Figure 20 shows the datafl ow diagram that represents the main steps of an
algorithm to enforce SV G access control policies. This schema, based on the
proposal in Damiani et al. (2002a) would be similar for any kind of multimedia
documents that have been summarized in the second section. The enforcement
algorithm consists of two main phases: node labeling and tree transfor mation.
Node labeling takes as input a user request and the DOM tree of the SVG
document. Then, it evaluates the authorization rules to be enforced and selec-
tively assigns a plus or minus sign to the nodes of the DOM tree. Subsequently,
the tree transformation phase takes the labeled DOM tree as input and
transforms it into another valid DOM tree. The result is a view of the SVG
document containing only the elements that the requestor is entitled to access.
The following are the main steps of the algorithm.

1. Determine the set Applicable authorizations of authorizations applicable
totherequestor. These are all the authorizationsfor which the requestor is
a member (possibly proper) of the subject identity (id) and for which
requestor’s profile satisfies the subject expression (< subj-expr>).

2.  Evaluate the object expressions in every authorization in Applicable
authorizations(e.g., resolvingtheminto suitable X Path queries), and | abel
the corresponding SV G elementswith theauthorization subject identity (id)
and the sign of the authorization.

Figure 20: Enforcement algorithm
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3. If an element has more than one label, eliminate all |abels whose subject
identity is a super-group of the subject identity in another label (most-
specific take precedence).

4. If an element remainswith more than onelabel, then: (i) if all |abels are of
the same sign assumethat sign for the element; (ii) if labelsare of different
sign assume ‘-’ (denials take precedence on remaining conflicts).

5. Starting from the root, propagate each label on the DOM tree as follows:

(a)one step upward to the father node, provided the father nodeis a <g>
element while the current node is not.
(b)downward to descendants. Unlabeled descendants take the label being
propagated and propagateit to their children, while unlabeled onesdiscard
thelabel being propagated and propagate their own to their children (most
specific take precedence).

6. Discard from the document all subtrees rooted at a node with a negative
label.

7. Discard from the document all subtrees whose nodes are all unlabeled
nodes.

8.  Render the resulting document.

Whilesteps 1-3 solvethe problem of determining label sto begivento nodes
according to applicableauthorizations, step 4 of theenforcement algorithmdeal s
with completing the labeling phase by propagating initial labels on the SVG
document’s DOM tree; such a step is specific to the SVG data model and
deserves some comments.

Multimedia DRM

Traditionally, rights management (RM) of physical products exploited the
physical nature of goods (e.g., books, records, pictures) as a barrier against
unauthorized exploitation of content. Nowadays, theincreasing successof digital
products such asMP3filesand DV D movies hasfostered breaches of copyright
law because of the relative ease with which digital files can be copied and
transmitted. For thisreason, Digital RightsManagement (DRM) isanimportant
researchtopicand many commercial solutionsaimed at protecting digital content
are being proposed. Initially, DRM research focused on encryption as a means
of tackling unauthorized copying of digital content. Piracy prevention was the
main motivation underlying first-generation DRM techniques. More recently,
second-generation approachesto DRM addressamuch wider area, including the
management of the description, identification, commercialization, protection,
monitoring of online (web, digital tv, digital radio, 3rd mobilephonegeneration,
etc.) and off-line (CD, DVD, etc.) multimedia documents relating to the rights
and usage.
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It also affects the relations with the holders of those rights. In this wider
perspective, Digital Rights Management (DRM) has been defined as “the
science, art and business of controlling digital goodssothat all of the participants
inthedigital goodschainwin” (DRM, 2003).

Such claim may be substantiated as follows:

. Consumers win by getting a good, perhaps novel, product or service at a
reasonable price.

. Distributionandinfrastructureproviderswin by getting paidtofacilitatethe
distribution of goods, and perhaps by additional related interactions with
their customers.

. Content owners win by getting fairly paid for their efforts, and by having
new, innovative distribution channel savailableto them.

Nevertheless, DRM has also a high cost (of different nature) for all these
participants. Consumers are the least interested in DRM because it will make
moredifficult to obtainillegally and free multimedia products; distribution and
infrastructure providers will have to integrate mechanisms to guarantee that
DRM requirements are fulfilled in the distribution and usage process; content
owners will have to integrate mechanisms to define and manage rights in the
content.

The basic idea underlying recent approaches to DRM is defining an
infrastructure that allows specifying the rights on the multimedia documents
(usage conditions, access control restrictions, etc.), and providing enforcement
mechanisms that ensure the fulfilling of these rights. Figure 21 shows all the
roles that are involved with DRM. We can appreciate three types of flows
related to the content, financial process and rights management. The roles that
are involved with the content are as follows: author (creates the content),
publisher (packages the content), distributor (retains protected the content),
provider (sellsthe content), and finally user (sees, plays, listens, etc.). Finan-
cial clearinghouse isin charge of managing the payments and billing, and the
content clearing house authorizes the adequate content usage to the user.

Implementing such aDRM-aware infrastructure can prove acomplex task
because of theimpact of the global network infrastructure. Barriersto publishing
are disappearing (there are billions of pages on the World Wide Web); redistri-
bution of content has become extremely easy; concepts of territoriality are
meaningless on the network (but still very significant for business in the real
world); inaphysical world, access created a point of scarcity inthevaluechain,
whileinthedigital world, accessisnolonger scarce; stealing normal materialized
goodstakesaway the possession of thething to someoneel se, but copying digital
content just produces another instance.

M oreover, new businessimperativesincreasethedesirability of having new
agilerightsmanagement functionalitiesin enterprise content systems (Rosenbl att
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Figure 21: DRM roles
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& Dykstra, 2003). This has an impact over the entire life-cycle of media
information:

. Control access during workflow: Controlling allowed uses of digital
content is acritical function of DRM technology. By predetermining and
controlling the exact uses and conditionsfor content, the DRM technol ogy
extends and enhances the traditional access control techniques.

. Outsourcing: The outsourcing of content production processes increases
considerably the requirementsfor control of authority and authentication.
Thisisan important problem since outsourcing is growing fast.

. Downstream use: Companies need to deliver controlled access down-
stream so that content can be licensed, deployed and repurposed by
business partners in accordance with the terms or agreements.

. Protection throughout content life-cycles: Piracy costs billions of dollars
each year. But business models rely on an assurance that copyrights, and
usage rights, are protected and extended beyond content production and
distribution systems.

. Modification of rights over time: Digital content is dynamic, since it can
be transformed, reused, repurposed and renegotiated. Companies ook for
ways to mold their content as business needs dictate, and rights, licenses,
andrelationshipsallow.

. Regulatory and business standards: Integrity, authentication, security,
privacy and accountability need new legislative and regulatory standards
that integrate to fulfill a shared goal.

DRM has many benefits. In particular, it improves the content rights
management, maximizing the investment and reducing costs. Also, it makesit
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possible to define realistic budgets, and improve the control of sells. DRM has
an added value, because it enablesthe devel oping of some business modelsthat
would have many problems without it: paid downloads such as movies, music
trials, statistics, etc. need analog efficiency as physical media commerce;
subscriptions such asjournals, cable TV, websites, databases and repositories,
music, etc. need an adequate rights management; pay-per-view/listen for
television, music, etc.; usage metering; peer-to-peer/superdistribution; rights
licensing; etc.

In the next section we analyze the DRM reference architecture and the
DRM standards, paying special attention to the eXtensible rights Markup
Language (XrML).

DRM Architecture

Anoverview of ageneralized, comprehensive DRM systeminwhich users
are granted specific use rights to information under the originator’s control is
shown in Figure 22. This model assumes the availability of standardized or
proprietary infrastructuresfor identification, metadata, authentication and cryp-
tography. The process flow depicted in Figure 22 can be outlined as follows
(Erickson, 2002a):

1. Theuser obtainscontent packages: The user might receive content through
different channels.

2. Theuser attemptsto use the content: The DRM Controller determinesthat
the requested use requires authorization.

3. DRM Client makes Rights Request: If the license package containing the
necessary authorization credentialsis not directly available, attributes of
the user’s request, including the usage context, are sent to a License
Server.

4. TheLicense Server verifies the submitted client identification against an

identity database.

The License Server looks up therights specificationsfor this content item.

A financial transaction isexecuted, if none hasbeen recorded and therules

requireit.

7.  Thecontentsof thelicense package are assembled: therightsspecification,
identifiers, revocationinformation, cryptographickeystothecontent — all
specific to the content and context of use.

8. Thelicenseis securely packaged and transferred to DRM Client.

9. The DRM Client uses the license to open the content for the particular
requested.

10. The content is rendered, viewed, or listened as requested.

o u
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This architecture requires standard interfaces between three architectural
levels of abstraction: rights expression languages, rights messaging proto-
cols and mechanisms for policy enforcement and compliance.

Rightsexpressionlanguages providethebasisfor expressing rightsinforma-
tion and usage control policies. In this sense, XrML (Erickson, 2002b) can be
seen as a starting point trying to cover all these points.

Right messaging protocolscould provide the meansfor inquiring about and
disseminatingdigital rightsinformation and policies. MechanismssuchasSAML
(SAML, 2003) and XACML (see the section on “Extensible Access Control
Markup Language”), transported over RPC-likemechanismslike SOAP (SOAP,
2000) provide a strong, standard foundation upon which build a framework of
interoperating rights management services.

Asfar as policy enforcement and compliance mechanism are concerned,
they should provide a set of open Application Program Interfaces (APIs) that
enable a competitive market in the provision of enforcement methods.

DRM Standards

The market of DRM solutions has been slow to grow, and commercial
productsproviding DRM fuctionalitiesarenot yet widespread. Thereare several
reasons for this, such as (DRM, 2003):

Figure 22: DRM Architecture (Rosenblatt, 2002)
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Figure 23: Content standards hierarchy (Rosenblatt, 2002)
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. Users do not like going through registration or authentication procedures,
which many DRM solutionsrequire.

. Publishershavenot built theinternal systemsnecessary to manage content,
whichisrequired infrastructure for content distribution.

. Current DRM systems are not interoperable with each other.

Some or these limitations, especially the latter, result from a lack of
technology standardsfor DRM. Infact, themanagement of digital rightsdepends
on the ability to communicate unambiguously, and this is difficult without
standards (even with standards). Standards would help foster interoperability
and competition application from software vendors. The standard organizations
aremaking animportant effort to devel op standardsthat all ow theintegration of
all DRM technology components. Figure 23 shows a general hierarchy of the
standards that are related to the Internet. There are four categories of content
standards: identification, rights, metadataand formats. In thefoll owing subsec-
tion we analyze XrML, one of the most important content standards.

Apart from XrML, another crucial standard isthe Digital Object Identifier
(DOI) (DO, 2003). DOI, like ISBN codes used in the publishing industry, isa
schemefor uniquely identifying digital content. A central agency isin charge of
registering uniqueidentificationsfor digital objects. Each digital object’ sidenti-
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Figure 24: An example of Digital Object Identification

Digital Object Identification: 10.22aab / 1020bba

J \

Suffix Prefix

=/
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22aab - indicatesthe object editor

1020bba > identifies the digital object

fication is an alphanumeric string composed of different elements that ensure
uniqueness (see Figure 24). This standard is having a huge success, and both
publishers and DRM application developers are using the DOI in growing
numbers.

Extensible Rights Markup Language

XrML (Erickson, 2002b) is an XML -based language to specify rights and
conditions to control the access to digital content and services. Using XrML,
anyone owning or distributing digital resources (such as content, services, or
software applications) can identify the parties allowed to use those resources,
the rights available to those parties, and the terms and conditions under which
those rights may be exercised. These four elements are the core of the language
and establish the full context of the rights that are specified.

The XrML basic model (Figure 25) is composed of four entities and the
relationship between them. These entities are as follows:

e The principal. A principal encapsulates the identification of a party to
whom rights are granted. Each principal identifies exactly one party. A
principal specifies the party by using a unique piece of information.
Usefully, thisinformation has some associated authentication mechanism
by which the principal can proveitsidentity.

e Theright. A rightisthe “verb” that a principal can be granted to exercise
against someresource under somecondition. Typically, aright specifiesan
action (or activity) or aclass of actionsthat aprincipal may perform onthe
associated resource.

e The resource. A resource is the “object” on which a principal can be
granted aright. A resource can be a digital work (such as an e-book, an
audio or videofile, or animage), aservice (such asan email service, aB2B
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Figure 25: XrML data model
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transaction service), or even a piece of information that can be owned by
a principal (such as a hame or an email address).

Thecondition. A condition specifiestheterms, conditions, and obligations
under which rights can be exercised. A simple condition, for instance, isa
time interval within which a right can be exercised. A slightly more
complicated condition consistsinrequiring userstoholdavalid prerequisite
issued by sometrusted entity. Combining conditionsvialogical connectives,
the expressive power of digital rights statementsisgreatly increased since
theeligibility to exerciseaspecific usageright can dependintheeligibility
to exercise other rights. Moreover, a list of conditions can be put in
conjunction to form a condition requiring that the conditions all be met
simultaneously.

Figure 26: XrML license
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Conceptually, the basic building block of an XrML DRM license is the
assertion “grant.” To state such an assertion meaningfully other parameters
must be specified, such astheidentification of the principal whoissued thegrant
andtheidentification of thelicense. For thisreason, in asystem environment, the
central XrML construct isa coarser “license” object (see Figure 26). A license
is composed of three elements: a set of grants that convey to certain principals
certain rights to certain resources under certain conditions; an identification of
theprincipal or principal swhoissuedthelicense and thusbestow thegrantsupon
their recipients; and additional information such as a description of the license
and validity date.

Readers already familiar with digital certificates and other similar struc-
tures might notice the absence of theidentification of the principal or principals
to whom certain rights are conveyed.

For instance, the code shown in Figure 27 represents an unlimited rights
grant of printing and viewing an e-book to Alicefor an up-front payment of USD
$15.

The policy is largely self-explanatory; namely, the <KeyHolder> tag
contains the encryption parameters for secure communication of the access
rights, while the <fee> (belonging to the service namespace, indicated by the
prefix sx: in Figure 27) specifies the payment type (flat rate) and gives the
uniqueUDDI identifier of theservicebeing paidfor. Then, within <GrantGroup>,
each <grant> tag includes an action the principal is allowed to perform (in our
case, the <play> and <print> actions belonging to the namespace indicated by
the prefix cx: in Figure 27).

CONCLUDING REMARKS

Theintellectual property framework haslong been regarded asessential for
the “progress of science and useful arts.” With the growth of the network, it is
clear that law alone will not be sufficient to protect the interests of creators. If
technology isto be used to support the law, an open standardized infrastructure
for the Management of Digital Rights will be essential for unambiguous
communication. The Digital Management of Rightsisstill at an early stage of
development; itsimplementation should focus much more on facilitating access
than on prevention, trying to minimizethose aspectsthat are deeply unattractive
from the point of view of personal privacy and rights. On the other hand, failure
toprotect intellectual property couldjeopardize contentindustries, deprivingthe
general public of valuable artistic and cultural products. Copyright protection
mechanisms, whether implemented through law or technology, will not gain
public acceptancewithout appropriately balancing content protection and access
facilitation. Depending on the medium and the marketplace, consumers may
reasonably expect to choosefreely the usethey intend to make of digital content.
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Figure 27: A XrML example

<keyHolder>
<info>
<dsig:KeyValue>
<dsig:RSAKeyValue>
<dsig:Modulus> Efgao6NYfm...</dsig:Modulus>
<dsig:Exponent> AQAQAA==</dsig:Exponent>
</dsig:RSAKeyValue>
</dsig:KeyValue>
</info>
</keyHolder>
<!-- Consumer must pay a one time fee of $15.00 for rights -->
<sx:fee>
<sx:paymentFlat>
<sx:rate currency="USD"> 15.00</sx:rate>
<sx:paymentRecords>
<sx:stateReference>
<uddi>
<serviceKey>
<uuid> D04951E4-332C-4693-B7DB-D3D1D1C20844</uuid>
</serviceKey>
</uddi>
</sx:stateReference>
</sx:paymentRecords>
<sx:paymentFlat>
</sx:fee>
<grant>
<!-- The right to play/view is granted -->
<cx:play/>
<!-- the book -->
<digitalResource licensePartIdRef="eBook">
</grant>
<grant>
<!-- The right to print is granted -->
<cx:print/>
<!-- the book -->
<digitalResource licensePartIdRef="eBook">
</grant>
</grantGroup>
</license>

Discouraging piracy while providing for all reasonable uses of content is an
important objective for DRM technologies. In this context, XML-based stan-
dards for DRM policies have many advantages: it is possible to distribute and
manage DRM policiestogether with content; itisquickly the parsing, binding and
checking of policies; it is possible to enforce DRM policies using standards
engines; and exchanging policiesis easy. For this reason, the design of semi-
structured metadatafor DRM policies’ representation and enforcement islikely
to remain an important topic of security research in the next years.
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ABSTRACT

The cost of creating and maintaining software and hardware infrastructures
for delivering web services led to a notable trend toward the use of
application service providers (ASPs) and, more generally, distributed
application hosting services (DAHSs). The emergence of enabling
technologies, such as J2EE and .NET, has contributed to the acceleration
of this trend. DAHSs rent out Internet presence, computation power, and
data storage space to clients with infrastructural needs. Consequently, they
are cheap and effective outsourcing solutions for achieving increased
service availability and scalability in the face of surges in demand.
However, ASPs and DAHSs operate within the complex, multi-tiered, and
open Internet environment and, hence, they introduce many security
challenges that have to be addressed effectively to convince customers that
outsourcing their IT needs is a viable alternative to deploying complex
infrastructures locally. In this chapter, we provide an overview of typical
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security challenges faced by DAHSSs, introduce dominant security mechanisms
available at the different tiers in the information management hierarchy,
and discuss open challenges.

INTRODUCTION

In an e-businessess setting, distributed computation with multiple parties’
participationistypical. Most businesstasks, for example cal culating the coll ec-
tive financial health of a group of independent companies, are inherently
distributed (Franklin et al., 1992). Consequently, most businesses need an
informationtechnology (I T) infrastructure capabl e of providing such distributed
services. For most businesses, investinginalocal, privately ownedinfrastructure
isnot economically meaningful. For instance, an e-commerce company may find
deploying aninfrastructure that can handle peak demand volumes, whilesitting
idlemost other timeswasteful . Therefore, businessesarewilling to pay premium
prices for third-party solutions that can help them reduce their infrastructural
needs while providing them appropriate quality of service guarantees. Conse-
guently, application service providers (A SPs) and distributed application hosting
services (DAHSSs), whichrent out storage, (Internet) presence, and computation
power to clients with IT needs (but without appropriate infrastructures) are
becoming popular. Especially with theemergence of enabling technologies, such
as J2EE (J2EE, 2003) and .NET (.NET, 2003), thereis currently a shift toward
services hosted by third parties.

Most DAHSs typically deploy a large number of servers to host their
customers’ business logic and data. They employ hardware- or software-based
load balancing components to provide quality of service guaranteesto custom-
ers. In addition, DAHSs can also place or replicate applications and data in
servers closer to the end-users to eliminate network delays. Examples include
Akamai and Mirrorimage.

A typical application hosting infrastructure (Figure 1) consists of three
major components: database management systems (DBMSs), which maintain
business data, application servers (ASs), which encode business logic of the
customers, and web servers (WSs), which provide the web interface between
end-users and the business applicationsthat are hosted by the DAHS. Although
therearevariousmodesof DAHS operation, acommon way hosting servicesare
used is asfollows: (1) the customer (or application owner) with an application
program publishesthis application along with the relevant data onto the servers
of the host. (2) Whenever they need, the customers (or its clients) access this
applicationremotely by passing appropriate parameter variablesto the host using
the web interface. (3) User requests invoke appropriate program scripts in the
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Figure 1. Components of a distributed application infrastructure
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application server, which in turn issue queries to the underlying DBMS to
dynamically generate and construct responses. In other words, the host runsthe
application with the local or provided data and sends the result back to the
requesting party. (4) The host charges the application owner based on the
resources (such as bandwidth, CPU, or storage) required for the processing of
the request. Figure 1 shows atypical application hosting infrastructure and its
operation flows.

Distributed application hosting services, on the other hand, pose various
security challenges dueto their inherently distributed and mostly open natures.
Without proper security provisions, customers will not choose to outsource
services, hence DAHSwill not survive. Inthischapter, we provide an overview
of various security challenges faced by DAHSSs, discuss the techniques devel -
oped to address these challenges, introduce the security technologies and
protocols used at different tiersin the Internet information management hierar-
chy, and discuss still-open issues.

The structure of the chapter is as follows. In the next section, we give an
overview of the basic data and application security services and security tools.
We also enumerate the security challenges faced by DAHSs. Then, we discuss
security mechanismsadopted by widely used information management architec-
tures. In the subsequent sections, we discuss the techniques availableto DAHS
to tackle these challenges and highlight the open problems.
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OVERVIEW OF DATA AND
APPLICATION SECURITY

Indata, content, andinformationdelivery systems, security generally refers
totheability of asystem to manage, protect, and distribute sensitiveinformation
so that information isfree from eavesdropping, tampering, and spoofing and the
serviceisavailableto all legitimate users. Therefore, security playsan essential
roleine-commerceand e-businessapplications, wherequality of informationand
service delivery means money, and military systems, where secure information
and service links directly to national safety and human life.

Basic data, application, and system security services needed by such
systems can be categorized as follows:

*  Authentication: All entitiesin the system should be properly identified.

e Authorization and confidentiality: Accessto applications or information
should berestricted only to those entitled entities. Dataor application code
should beunintelligibleto any non-entitled entity.

. I ntegrity: Dataor applications should befreefrom unauthorized modifica-
tion and damage.

e Auvailability: Data, application, and the system should be availableto users
despite attacks or damages.

e Auditing: Records of security relevant events (such as authentication,
authorizing decisions, or abnormal events) should be kept for assessing
attacks and intrusions or for evaluating effectiveness of security policies
and mechanisms.

Although they addressdifferent security challenges, at their foundations, all
these services rely on basic cryptography techniques. For a comprehensive
background in cryptographic protocol s and tool srefer to Section | of thisbook.
In this chapter, we focus on the security challenges peculiar to DAHSs.

Security Challenges and Security Mechanisms in

Distributed Application Hosting Services

Distributed application hosting services (DAHSs) faceanumber of security
challenges. Insmall, closedlocal areanetworks, the mutual trust between clients
and hosts is high. Clients can fully trust all hosts and the communications are
reliable. However, in open, wide area networks, such as the Internet, where
hostsareadded and removed dynamically, itisvery possiblethat clientsand hosts
have little mutual trust. In an environment where servers may not always be
honest, data security constitutes a major concern to users. Executing an
application remotely exposes the application code and data to non-trusted,
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potentially malicious, distributed computing infrastructures. A malicious host
may make use of clients’ private information to gain illegal profits or cause
damages to systems by tempering. Certain applications, such as business
transactions and military applications, do not lend themselves well to the risks
involvedin simpleoutsourcing computation taskstothird parties. How to protect
application code and input data from malicious executing environments, there-
fore, isacritical challenge.

Asdiscussed earlier, techniques for data security occupy awide spectrum.
Most mechanisms aim at protecting data from unauthorized accesses. On the
other hand, users queries to data servers or private inputs to outsourced
applications may also be of value and, without proper protection, important
information may be leaked to the untrusted or compromised servers. For
example, in a stock database, the type of stock a user is querying is sensitive
information and may need to be kept private, sometimes even from the database
server. Hence, traditional network-level encryption schemesmay not be enough.

The security concerns in DAHSs can be broadly categorized as follows:

. System resources may be accessed by malicious or illegal clients so that
sensitiveinformation isleaked.

. Legal clients may access more system resources than they are entitled to,
hence damaging theseresourcesor preventing other clientsfrom accessing
these resources.

. Clients' application, data, or requestsmay beleaked, modified, or lost when
they are being transported by insecure communication channels or ex-
ecuted by malicious hosts.

A qualified application hostinginfrastructure should provide proper mecha-
nisms to tolerate any faulty or malicious actions listed above. Although these
mechanisms have already been briefly introduced earlier in this section, in the
remainder of the chapter we focus on the DAHS specific challenges in
authentication, authorization, and confidentiality.

*  Authentication in DAHSs: Authentication meansverification and valida-
tion. Identity authentication enables verifying theidentities of the entities
participating in the application hosting services (either the clients or the
hosts) to make sure that both ends at the communicating channel have the
rightto performtheir tasks. Serviceswill be deniedtounauthorized clients.
Data authentication, on the other hand, verifiesthe origin and theintegrity
of data. In DAHSs, data owners usually outsource their data and delegate
their services to untrusted third-parties. Hence DAHSs should provide
mechanisms to enable clientsto verify query answers. Application can be
delivered across networks for remote execution. This gives rise to two
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authentication issues: (1) to authenticate that the application is safe and
doesnot contain maliciouscode; and (2) to authenticatethat the application
has been correctly executed on untrusted remote sites.

e Authorization in DAHSs: In order to protect resources of DAHS hosts,
security policies should be specified by hoststo restrict clients' accessto
resources. If any violation occurs, proper action will be taken by hosts,
including the termination of service.

. Confidentiality in DAHSs: Private information of DAHS clients (includ-
ing outsourced application codeand data) isnot | eaked to or modified by any
third party when transported through the Internet, nor DAHS hosts when
the codeis executed or the datais stored. Confidentiality can be achieved
by encryption, privateinformationretrieval, computation hiding, andinfor-
mation hiding: noticing that in some cases, users' queries also need to be
kept private, privateinformation retrieval preventsquery aswell asresults
from being disclosed to the host; computation hiding seeks to hide users’
private input data or code from partially trusted hosts; and information
hiding is used to hide not only the content but also the existence of
communication from possible attackers.

Traditional security mechanisms like authentication, access control, and
cryptography have been well studied and established through various industry
standards. Onthe other hand, some of the required technol ogies, such asprivate
information retrieval, computation hiding, and information hiding are new re-
search areas and the underlying techniques are not standardized yet. We will
revisit authentication, authorization, and confidentiality challengesin DAHSs
and discuss the related technologies in greater detail. Having covered the
background in security technologies, however, we now proceed to compare
security challengesand provisionsof popular dataand i nformation management
architectures that form the basis of DAHSs.

COMPARISON OF SECURITY PROVISIONS
OF VARIOUS ENABLING SYSTEMS

Thediversity of distributed application environmentsand usage scenari 0s of
computer systems contribute to the diversity of the security concerns faced by
DAHSs. Since many applications, such as those involved with e-commerce,
contain common modules, independent software developers can save a great
deal of timeby building their applicationsontop of existing modul esthat al ready
providerequired functionalities. Thiscallsfor adistributed architecture, where
different modules can locate each other through directory services and can
exchange information through messaging systems. J2EE and .NET are two
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Figure 2: (a) An XML DTD, (b) A matching XML document, and its (c) graph
representation

<faculty>

<name> John Smith <\name>

<addr> Tempe 85287 <\addr>
<ELEMENT! faculty (name, addr, position, RA*)>) <position> prof <\position>
<ELEMENT! RA (name, addr)> <RA>
<ELEMENT! name (CCDATA) > <name> Jane Doe <\name>
<ELEMENT! addr (CCDATA)> <addr> Tempe 85281 <\addr>
<ELEMENT! position (prof|assoc|asst| ecturer) <\RA>
(€Y <\faculty>

(b)

©

popular distributed application architectures, and Chapter 9 of thisbook provides
adetailed comparison of the security measures these architectures provide. In
this section, we discuss security concerns and mechanismsin various enabling
software and hardware systems.

Web Services and XML

Web servicesare standardized ways of integrating web-based applications.
The primary function of web services is to allow independent web entities to
communicate with each other without considering the underlying IT systems.
Web service integration is done through programmatic interfaces, which are
operating system independent and programming language neutral. Currently,
there are various standards that enable web service integration. Extensible
Markup Language (XML), Simple Object Access Protocol (SOAP), Web
Service Description Language (WSDL), and Universal Description, Discovery
and Integration (UDDI) are open enabling standards. XML isused to organize
the data with tags enabling applications to understand the structures of each
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other’ sdata; SOAPisalight-weight protocol, based on XML, to encodethe data
for exchange between web applications; WSDL is an XML-based language to
describe web services so that web applications can identify services that they
need; and UDDI is adirectory that lists available services on the Internet and
enables applications to discover each other.

. Hierarchical structure: XML data has a graph structure explicitly
described by user-defined tags. The basic objects of XML data are
elements, attributes, and references (idrefs). Anelement isasemantically
wholeunit. It may include subelementsas componentsaswell asattributes
describing its relevant features. An idref links an element to another.
Objects of an XML document are connected via element-subelement,
element-attribute, element-link relationships and, therefore, form agraph
(Figure 2). If references are removed, the graph is degraded into a tree
structure; hence the structure of any XML object may be regarded as a
hierarchy.

. Declarative structure: XML data may be validated or well formed. A
validated XML dataconformsto astructure defined by agiven Data Type
Definition (DTD). A well-formed XML data follows grammar rules of
XML but hasno associated DTD fileto defineitsstructure. A well-formed
XML datamay partially conformtosomeDTD or not conformtoany DTD.

XML encryption is the standard process specified by W3C to encrypt any
XML web resource (Reagle, 2003). It supports symmetric and asymmetric
encryption aswell as super-encryption (i.e., encryption of datathat has already
been encrypted). It can also support block encryption (encryption algorithms,
suchasDES, that divide plaintext into fixed-length blocksand then encrypt each
block respectively) and stream encryption (encryption algorithms, such as
SEAL, that manipul atesthe plaintext in the unitsof bits). It supportsvariouskey
exchange protocols, such as RSA-v1.5, RSA-OAEP (Fujisaki et al., 2000), and
Diffie-Hellman. With XML encryption, both the schemaand the content of XML
documents can be hidden from non-entitled entities.

Transport layer security protocols, such as SSL/TSL or network layer
security protocols (IPsec) lay the foundation for secure messaging in web
services. These protocol senableclient/server authentication, dataintegrity, and
confidentiality as discussed before. XML signature (Section AUTHENTICA-
TION) and XML encryption can be used within SOAPto provide message-level
authentication and persistent confidentiality. IBM, Microsoft, and VeriSign
proposed WS-Security specification to describe how to attach signatures and
encryption headers to SOAP messages (Atkinson, 2002).

At the higher levels, there is a heed for service-level security models. For
example, IBM provides a general security model for web services in .NET
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Table 1. Oracle and DB2 comparison (Sources: Oracle, 2003; DB2, 2003)

Oracle DB2
Authentication Provided Provided
View Provided Provided
Access Control Row level access control Table (view)
level access
control
Encryption Row level encryption Table level
encryption
Auditing Fine grained Less granular

(2003). In this model, aweb service is accessed by requiring each requester to
carry with the request messages some proof that certain specified claims are
satisfied. Theassociated claimsand rel evant information constitutethepolicy for
the web service. A security token for an entity encodes security information,
such asuser nameor digital certificate. Therequester provesrequired claimsby
attaching its security token to request messages or by asking the security token
from a special web service called Security Token Service (which may ask for
its own claims). IBM and Microsoft are developing WS-Policy to describe
capabilities and constraints of the security policies on entities, WS-Trust to
describe the trust modelsfor Web services, WS-Privacy to enable web services
and requesters to declare privacy requirements and practices, WS-Secure
Conversation to describe message exchange authentication and management,
WS-Federation to describe the management of trust among heterogeneous
systems, and W S-authori zation for describing how to manage authori zation data
and security policies (.NET, 2003).

Although most web applicationsreside in and above the application server
tier that use these two technol ogies, data storage and management isusually | eft
to database management systems (DBMSs). Next, we will consider security
provisions of two popular DBM Ss.

Database Management Systems (Oracle and DB2)

Views, private virtual databases, access control, and encryption have long
been practiced by back-end database systemsto achieve security. In Table 1 we
compare security mechanisms used by two popular database management
systems: Oracle (Oracle, 2003) and DB2 (DB2, 2003).
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. Oracle's security mechanisms are embedded into the database. For DB2,
there are al so varioustool suitesto help secure DB2 data. Oracle and DB2
both provide authentication. DB2’ s authentication works closely with the
underlying operation system’s security features to verify user IDs and
passwords.

. Both of their access controls are role based. Oracle can provide access
control explicitly torow level data. InDB2, accesscontrol canbeexplicitly
granted to tablesor views and row level access control isgained implicitly
by defining views on rows.

. Both of them providedatabase encryption. Through GUI interface provided
by the Encryption Wizard of Oracle, encryption can be conducted at
schema, table, or columnlevels. With applicationtoolssuchas|BM DATA
Encryption, encryption for DB2 data can be conducted at table levels.

e A view is aspecific way of looking at a database. Generally, a view is
constructed by arranging datain some order and making only some parts
of the data visible. Views can hence be used as a mechanism to grant
various types of access rights on the same data. Oracle and DB2 both
provide views and view-based access control.

. Oracle and DB2 both provide auditing to capture relevant data. Oracle
provides session auditing at the schema, table, and column levelsto trace
users' encryption/decryption operations. DB2’ sauditingfacility actsat the
instancelevel, wherean instanceisadatabase manager that maintainsaset
of databases that cannot be accessed by other instances.

While application and database servers are dominant architectural compo-
nents for e-businesses and web service providers, they also form the basis of
grids that integrate scientific as well as business applications and data.

Data and Computation Grids

Grid computing refers to the system design approach that benefits from
resources available from various devices in a network to solve a complicated
problemthat usual ly needsahuge number of processing cyclesor alargeamount
of datafromdifferent origins. Grid computing makesall heterogeneous systems
acrossan enterprise or organization virtually shared and alwaysavailableto any
legal members. Consequently, through sharing of computing capabilities and
data, grid computing accel eratesprocessing of problemsthat aretoo complicated
for a single machine to handle. Hence, it enables complex business problems,
computing intensive scientific problems, or large data analysis problemsto be
solved rapidly. The need to share resources and to execute untrusted code from
any member of thegridintroducesvarious security concernsfor grid computing.
Ingrid systems, authentication and authorization should alwaysbe present. Data
grids should integrate a variety of databases regardless of which operating
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system they reside on. Although each database may have its own security
requirements and provisions, the data grid should provide access control that
respects each data source’s policy while satisfies users' data needs to the
greatest possible extent. Although, there are no established standards, Butt et al.
(2002) proposed a technique, which uses run time monitoring and restricted
shells, to enable maximum legitimate use permitted by security policies of a
shared resource. The application architectures, DBM Ss, and resourceson agrid
are connected with each other aswell asthe end usersthrough wired or wirel ess
networks. Hence, network security is essential.

Wired and Wireless Networks

Firewalls and secure socket layer (SSL) communication are two typically
used techniques to achieve network security. Firewalls isolate to-be-protected
serversfromthe open Internet so that only messages from authenticated sources
can penetrate through. Firewall authentication relies on package filtering or
stateful package inspection to check the originating and destination address
associated with messages. The main deficiency of the firewall technique isthat
it does not inspect the content of the messages. An attacker who achievesaccess
by misrepresenting his/her identity may exploit this security hole by sending
malicious content. SSL is an open protocol, developed by Netscape, to provide
secure HT TP connection and data transmission between web browsers and web
servers. Theoretically, itisaprotocol at the transport layer of network protocol
stack. Itsfunctionisto establish secure communication sessions between clients
and servers. Before data communication starts, by a handshake protocol, SSL
allows a client and a server to authenticate each other through asymmetric
cryptography and X.509 certificates, as well as to negotiate the encryption
algorithm and cryptographic keysto be used during secure datacommunication.

Figure 3: TSL and WTSL
e
N )

% ) WTSL

TSL

MobileTermina WAPGateway Web Server

L
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Table 2: Comparison of TSL and WTSL (Source: Wright, 2000)

TSL WTSL
Usage Environment Wired Wireless networks
networks (WAP)
Protocols TCP TCP or UDP
Support for session YES YES
suspend and resume?
Compatible with SSL YES NO

Fromthat moment on, all dataisencrypted by symmetric cryptography. To check
data integrity, datais transported along with keyed MAC checksum. The SSL
version often used in wired networksis TLS.

Inwirelessnetworks, the counterpart of TLSisWTSL. A mobiledevicecan
establish secure communication session to a wireless access protocol (WAP)
gateway through WTSL. Then, on behalf of the mobile device, this WAP
gateway can establish secure communication session to the target server
through TSL over wired networks (Figure 3). Since WTSL is not compatible
with TSL, the WAP gateway has to do translation between them. Therefore,
dataisencrypted all the way between the mobile client and the server except on
the WAP gateway where the translation occurs. If the WAP gateway is
compromised, confidential data may be leaked. Two possible ways to achieve
end-to-end security areto eliminatethe WAP gateway or to add applicationlevel
encryption. Table 2 gives a comparison of TSL and WTSL.

* TSL isadefacto standard to establish secure session between clients and
servers in the Internet. WTSL is its counterpart in wireless networks
(WAP). Both of them are transport layer protocols. They both support
encryption, public key infrastructure, digital signature, certificate, etc.

e TSL relies on reliable network connection (TCP). WTSL can be estab-
lished on unreliable network connection (UDP).

e Toadapt for mobile environments where connection is not stable and may
be lost easily, WTSL supports suspended or resumabl e sessions. Support
for resumable session is also an option for TSL.

e TSLisderivedfrom SSL. WTSL, onthe other hand, isnot compatiblewith
SSL.

Having covered the security challengesand provisionsin enabling architec-
tures, in the remainder of the chapter we will focus on authentication, authori-
zation, and confidentiality related challenges and provide an overview of the
solutions proposed and techniques devel oped to address these issues. We will
review the state-of-the-art as well as state-of-the-practice, highlight open
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challenges and directions, and discuss impact of data and code security on
variousapplications.

AUTHENTICATION

Authentication involves verification of the claims made by parties in a
secure environment. A common authentication task is (a) the verification of the
identity of acommunicating entity: without knowing for certaintheidentity of a
client, for example, it is not possible to decide whether to accept or deny the
access request. In addition, (b) dataexchanged withinaDAHS also needsto be
authenticated toverify thatitisreally fromtheclaimed origin and that itscontent
isreally what the source claimsto have sent. In such an untrusted environment,
answers to database queries should also be verified. Finally, (c) application
authenticationinvolvesverifying whether execution of theapplication on untrusted
DAHS serversis correctly performed or not. In this section, we will consider
various authentication tasksin DAHSs.

I dentity Authentication
| dentity authentication protocolsmay beclassifiedintotwo: (1) trusted third
party authentication and (2) authentication without a trusted third party.

Trusted Third Party Authentication

Trusted third party authentication relies on athird party that is trusted by
both communicating parties. K erberos protocol (Kohl & Neuman, 1993), which
is the de facto standard for network authentication, is a typical example.
Kerberos relies on symmetric cryptography. In this protocol, the trusted third
party is called the Key Distribution Center (KDC). Authentication protocol
consists of three steps (as shown in Figure 4):

Figure 4: Kerberos authentication

KDC

1-Credential request
2- Issue Kerberos ticket

Kerberos ticket
| . 3- Authentication request
N Kerberos ticket
Client Server
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i)  Theclient sendsarequest, whichincludesits and the server’ sidentities (c and
srespectively), together with anouncet, to the KDC. The nounce is used
to prevent replay of therequest and should be aval ue, such asatimestamp,
that cannot be changed.

ii) KDC createsasession key K, and sends the session key and the nounce
that are encrypted with the client’s secret key K, back to the client. The
KDC also issues credentials with which the client can access the server.
A credential isaticket, T = <c, K_, expiration_time>, that can be used
toidentify theclient at the server. Theticket isencrypted with the server’s
secret key K, to prevent the client from tempering with it.

iii) Finally, the client sends to the server an authenticator which includes

(1)the current timestamp t_, encrypted using the session key, and
(2) The ticket T, ; which was encrypted by the KDC with the server’s
secret key.

The server, after receiving the authenticator in Step 3, can establish the
identity of theclient by (1) decrypting theticket, (2) extractingtheidentity of the
client and the session key, and then (3) using the session key to decrypt the
authenticator to seeif thetimestamp is current. If so, under the assumption that
the KDC istrustworthy, the request is known to come from the stated client. If
theidentity of the server isalso required to be authenticated to the client, (4) the
server will respond with an incremented timestamp encrypted with the session
key. This will enable the client to know that the server is able to read the
timestamp, which means that the server has access to the session key, thusit is
indeed the target server. After the authentication is over, the client may
confidently communicate with the server using the session key.

Note that, in the above protocol, each time a client communicates with a
server, trust between the client and the server has to be established using
server’sand client’ s secret keys. To reduce the probability of disclosure of the
secret keys, the Kerberos protocol can be enhanced by allowing a Ticket
Granting Server (TGS). Intheenhanced protocol KDC hasaccessto client’ sand
TGS s secret keys, whereas the server’s secret key is only known to the TGS.

One major advantage of the Kerberos protocol is that it only involves
efficient symmetric encryption. On the other hand, it relies on the absolute
security of KDC. If KDCiscorrupted, the security systemwill be compromised.
Inorder to prevent acorrupt third party to break the security of the system, other
protocols aim to eliminate the need for a trusted third party.

Authentication without a Trusted Third Party
Public key cryptography can serve as an authentication protocol (Nace &
Zmuda, 1997). Let us assume that there are two communicating parties, S, and
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S,. Each party has a key pair (Pub, Priv), which includes a public key and a
private key, respectively. Let us denote S''s key pair as (Pub,, Priv)) and §'s
key pair as (Pub,, Priv,). The authentication procedure is as follows:

i) S and § exchange their public keys.

i) S, generates a random number R, sendsit to §.

i) § responds with Priv (R), and another random number R .

iv) S, decrypts Priv (R) with Pub,. If she obtains R, she knows the other
party is S, for only § can sign it with Priv,.

v) S, responds with Priv (R).

vi) § decryptsPriv (R) with Pub_. If he obtainsR , he knows the other party
should be S, for only S, can sign the number with her private key.

After the trust has been established, S and S can communicate with each
other in this way: before sending a message, each party encrypts the message
with the other party’ s public key. The other party, after receiving the encrypted
text, decryptsit with his’/her own private key to retrieve the plain text.

The main advantage of the public cryptography authentication is that its
security depends only on the two communication parties themselves. One main
disadvantage of public cryptography authentication, however, isthat it utilizes
the inefficient asymmetric cryptography. Also, if a malicious third party
intercepts the public keys being exchanged, it can replace them with different
public keys and pose as one of the communication parties. A key exchange
protocol, like Diffie-Hellman, may serve as asolution to this problem.

Data Authentication

Data authentication involves verifying data’ s origin and integrity. Digital
signatures can be used to prove the origin of adatamessage and hash (or digest)
values can be used to check the integrity of the data being exchanged. In fact,
by signing on the checksum hash value, both the origin and integrity can be
verified. Basic tools for data authentication, therefore, include signature algo-
rithms (such as DSA and RSA/SHA-1) and digest algorithms (such as MD5,
MAC, and SHA). However, different types of data have different structures or
usage contexts; hence the ways to digest or sign them may vary.

In DAHSs, data owners make their database available at third party
servers. Since a single database contains more than one data object and since
accesses to the database are through declarative queries (instead of explicit
object ids), authenticating database accesses require techniques more elaborate
than simple digests and signatures.

A correct database answer to a given query should be complete and
inclusive. A complete answer must include all data elements that satisfy the
guery and an inclusive answer should not include any datathat does not satisfy
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the query. If the server hosting the database is trusted, then one possible
authentication solution is to let the server certify answers by signing on them
using a private key. However, in a DAHS, data owners may outsource their
databasesto untrusted third party publishers; hence, new protocolsthat authen-
ticate database query results from untrusted publishers are needed. Some of
these techniques are discussed next.

Authentic Database Publication

Devanbu et al. (1999) propose a generic model for authentic third party
data/database publication (Figure5). Themodel consistsof thefollowing steps:
(1) the data owner sends the database to the third party publisher; (2) the data
owner signsthe database digest and sendsit toitsclients; (3) aclient queriesthe
database stored at the publisher; (4) the publisher processesthe query, sendsthe
answer and some verification information to the client; and (5) using the
verification information and the digest, the client verifieswhether the answer it
received is correct or not.

Query results can always be verified by submitting the whole database as
theverification informationto theclient. Clearly, thiswould be very expensive.
Hence it is crucial to develop proper database digest techniques that enable
exchange of minimal verificationinformation.

Devanbu et al. (1999) show that Merkle Hash Trees can be used to
efficiently verify answersto selection, projection, join, and set operation queries
that are common inrelational databases. Thisprotocol relies on the existence of
database index trees, which are used for providing efficient access to the
contents of the database. A trusted party (e.g., the data owner) recursively
digests nodes of the index tree such that every leaf digest is a hash over the
corresponding data value and every non-leaf digest is ahash over itschildren’s

Figure 5: Third party data publishing
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Figure 6: A balanced binary Merkle hash tree
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digests (Figure 6). Merkle hash trees have two properties that enable authen-
tication: Given the correct root digest,

. any modification to the tree structure can be detected; and
e the existence of agiven subtree can be verified.

These two properties are fundamental for the verification of theinclusive-
ness of query answers. By requiring leaves of the tree being sorted according to
sometotal order, it possibleto enhancethe Merkle hashtreewith athird property:
Given the correct root digest and a sequence of leaf values, q = <t, ..., t>,

»  the completeness of the sequence can be verified.

This enhanced property is fundamental in verifying the completeness of
guery answers. Based on these results, Merkle hash trees can be used for
authenticating inclusiveness and compl eteness of relational query results.

Asdiscussed in the subsection on web serviceand XML, on the other hand,
in DAHSs and the web, the de facto standard to organize datais XML. Hence,
next we look into mechanisms for authenticating data and databases published
in XML format. First, we concentrate on signing XML dataand documents and
then we will discuss authentication procedures for third party XML database
publication.

XML Data Signatures

World Wide Web Consortium (W3C), which devel ops interoperabl e tech-
nologies and standards for the Web, has established an XML signature standard
(Eastlake, 2003). This standard includes:
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. adigest algorithm (SHA-1),

. asignature algorithm (DSA or RSA/SHA-1),

. amessage authentication code (a hash function with a shared secret key),
and

e transform algorithms to be applied to XML documents before they are
digested. Transform algorithms add flexibility to the XML signature. For
example, with path filtering transformations, the signer can chooseto sign
only nodes on a specified path in agiven XML document.

W3C also specifies a progressive digesting procedure called DOMHASH
(Maruyamaet al., 2000) to recursively digest aDOM tree (Hégaret et al., 2003)
(the native tree presentation of an XML document) from the leaf to the root, so
that each node (element or attribute) has adigest value and the digest of an non-
leaf element isahash over itssubelementsand attributes’ digestsanditscontent.
Thisstrong version of the digest enabl es efficient comparison of two versions of
an XML document to find the different parts.

XML signatures can be used to verify the integrity of a given XML
document or some selected parts of it, but it cannot be used to verify the
inclusiveness and completeness of answersto XML queries. Next, we discuss
techniquesfor authentication of resultsto aquery executed on an XML database
published at an untrusted third party.

Authentic Third-Party XML Database Publication

Merkle hash trees work well for node selection queries (as discussed
earlier), however, isnot directly applicablefor XML path queries, whichrequire
identificationof all pathsinagiven XML document that match agiven condition.
Devanbuet al. (2001) proposesthefollowing approach for creating XML digests
using the DTD of agiven XML document:

i)  The XML document owner builds an enhanced Merkle hash tree for each
pathtypeinthe DTD and associatestheroot digest of theresulting Merkle
hash tree with the corresponding path type.

ii)  The owner builds another enhanced Merkle hash tree from all path type
digests and associates the root digest of this second tree with the given
XML document.

iii)  The owner then signs the document digest and sends it to clients for
verifying query results.

This enables efficient verification of the results to simple path queriesin
additiontothe selection queries. For each path query, the publisher findsall path
types that match the query and for each matching path type, it constructs a
certificate. Using the XML digest provided by the owner, the client can verify
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whether the certificate provided by the publisher includesall and only theresults
of the correct path type. Furthermore, the client can pre-calculate all path types
that match the query and see whether for each matching path type, a certificate
isreceived. Hence the client can verify the completeness and inclusiveness of
the answer. This protocol, however, hasthe following limitations:

. Itiscomputationally costly. Besidesthe cost of building Merklehashtrees,
the owner needsto pre-calculate all subtrees for each path type. To verify
each query, the client needs to find all matching path types.

. It hasalarge space overhead for the publisher: for each possible path type,
alarge certificate has to be maintained.

. It requires clients to know the DTD of the document to verify answers.

. It can not handle complicated path queriesand queriesover XML datathat
do not have a corresponding DTD.

Bertino et al. (2002) propose an alternative protocol that ischeaper and that
doesnot need DTDs. Thisprotocol utilizesDOMHA SH to cal culate root digest.
See Chapter 6 of the book for adetailed discussion. Since this protocol isbased
on only one DOMHASH valuefor the entire XML document, it is cheaper than
the previous protocol, which needs hashing for every path type. Also, sincethe
path types do not need to be known in advance, this protocol does not need the
DTDs. One disadvantage of the protocol, however, isthat it lacks the ability to
verify answersto selection queries, henceit isless flexible.

Application Authentication

In distributed environments, application code can move among various
distributed entities: (1) application code (such as Javaappl ets) can bedistributed
from serversto clientsfor local execution; (2) application code can travel from
thin mobileclientsto powerful serversfor execution; (3) in DAHSSs, application
code can be published and outsourced to remote server by the application
owners; and (4) the code can travel between DAHS servers to achieve load
bal ancing and process migration. For application codedistribution, therecipient
(either the client or the server) must validate the origin and the integrity of the
code beforeloading, installing, and executing it. Otherwise, the recipient can be
subject to amalicious or tampered source, which can gain unauthorized access
to the recipient’s resources or can receive a virus which can break down the
recipient’ smachineand spy for sensitiveinformation. Thesourceal so should use
authentication techniques; otherwise, a malicious recipient may try to deceive
theowner by providing falseresults. Furthermore, if the application codeand the
associated data visit multiples servers to conduct steps of a computation, a
malicious server can modify the state of the code or the datait carries beforethe
codemovesToWhom It May Concern: thenext server. For example, amalicious
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airline server may raise the lowest airfare a mobile airfare agent code has
computed from all prior visited airlinesto cheat the client.

As in data authentication, checksums and digital signatures once again
constitute the set of basic tools for application code authentication. Prior to
transmission, the code owner can signthecodewithitsdigital certificates. Upon
receipt, the recipient can verify the signature and decide whether the origin and
integrity of the code can betrusted. If the codeisverified, the recipient then has
to determine the execution permissions for the code. Although checksums and
digital signatures can be used to identify the owner and recipient of the code, if
these entities are themselves not trusted, we need additional mechanisms to
verify theapplication codeand the executionresults. To provethat an application
does not contain any malicious code as to damage internal data structure of the
host, or overuse resources of the host, the application owner can provide an
encoding of a proof that the code complies with the security policy of the
recipient. Application code augmented as is called a proof-carrying code. To
provethat the application isexecuted properly, on the other hand, the owner can
benefit from replicated execution or execution traces. In a multi-agent system
where there are multiple agents interacting, in order to prove that an agent is
secure for interactions (i.e., the agent will not access services or datathat it is
not entitled to), the service provider can utilize agent’ s current state, records of
previous interactions with other agents, and the analysis of possible conse-
guences of the interaction. Next, we discuss proof carrying codes, replicated
execution approaches, execution traces, and secure agent interactionsindividu-
aly.

Proof-Carrying Codes
Proof-carrying code protocol (Necula & Lee, 1998), for proving that an
application does not contain any malicious code, consists of two phases:

i)  The recipient of the code extracts from the untrusted application code
saf ety predicatesthat can be proved if and only if the code conformsto the
security policy defined by therecipient. Generally, asecurity policy defines
(1) the language in which the application should be written, (2) the
conditions under which the application can be trusted, (3) the interface
between the recipient and the application code, and (4) the methods for
inspecting application code and discovering potential security violations.
The safety predicate is constructed by inspecting the instructions of the
applicationtofind onesthat may violate the security policy and generating
for each such instruction a predicate that proves the safe execution of the
instruction. The recipient sends the safety predicates to a proof producer
(such as the application owner) and the proof producer returns the proof
back to the recipient.
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ii)  Therecipient, then, checks the proof via a proof checker. If the recipient
verifies the correctness of the proof, it can safely install and execute the
application. Thisprotocol isgeneral and the recipient doesnot havetotrust
any party (either the owner or the proof producer). However, the proof size
can bevery large: it usually grows linearly with the size of the application
code, but it can grow exponentially in worst cases.

Replication

Oneway to ensurethe correct execution of theapplication codeisviaserver
(or recipient) replication and voting (Minsky et al., 1996). In this protocol, the
execution of the codeisdivided into stagesand each stageisexecuted at multiple
servers:

i)  Theowner dispatches the stage one execution to multiple server replicas.
Every replica sends the stage one output to all replicas of stage two.

i) Inthefollowing stages, each replicachoosesitsinput to be the majority of
the outputs received from the previous stage. It then conducts its compu-
tation and sendsthe output to all replicasof the next stage. At thelast stage,
the replicas send their outputs back to the client.

iii) Finally, the client determinesthe output to be the majority of the outputsit
received from thereplicas corresponding to the |l ast stage of the execution.

In addition to the high network and computation bandwidth requirements,
this protocol failsif the majority of the servers at a certain stage are malicious
or compromised. To prevent a third-party server from spoofing as one of the
replicas, this protocol can be extended with authentication schemes to verify
each replica

Y ee (1997) proposes a code replication schemein which acopy of the code
is executed by visiting the sequence of servers in the reverse order of stages.
Thisschemeis capable of detecting certain types of tampering with the results.
For example, given a mobile agent code that searches the lowest airfare by
visiting airline serversin aparticular order, one copy of the agent can travel the
same serversin the reverse order. In this case, any inconsistency between two
resultsimpliestampering. This protocol issimple and introduces low overhead
(only a copy of the original execution required). However, it is effective only
when the order in which the servers are visited does not make any differencein
the final result.

Cryptographic Traces

Verifying the execution trace of an application on agiven server isanother
way to authenticate results (Vigna, 1998). An execution tracefor an application
on agiven server records the statements executed by the server and the values
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of the data obtained. The traces are protected via the server’s certified digital
signature; hence the server cannot disown the trace. By retrieving the traces
from suspected servers and using them to simulate the overall execution, the
client can identify any tampering.

One main disadvantage of thisprotocol isthat it isapost-execution method
and cannot offer timely authentication. Another disadvantageisthat it does not
provide any mechanism to detect tampering apriori, so the client does not have
any indication regarding when to ask for traces from a server.

Secure Agent Interactions

Bonatti et al. (2003) present aframework intended for multi-agent environ-
ments with authenticated the secure interaction between agents. The system
keeps track of all agents' (1) histories, actions they performed, and messages
they exchanged; (2) states that contain their current knowledge about the
system; and (3) consequence operations, which describe what knowledge an
agent can derivefrom its state and its reasoning capability. A secret is specified
by the service provider agent in terms of actions and data forbidden to be
accessed. Based on these, secure interaction in amulti-agent system is defined
in terms of secure histories that do not leak any information via messages that
are exchanged and consequences that do not violate any secrets. Maintaining
correct and accurate information about an agent’s state and consequence is
almost impossible in practice. Hence, Bonatti et al. (2003) suggest using
approximateinformation and proposesarul e-based | ogiclanguagewithwhichan
agent can specify how to approximate the available information about other
agents.

AUTHORIZATION

Even when identities of the parties in a DAHS environment have been
verified through authentication, thereisstill possibility of other formsof attacks
by malicious entities. For instance, available resources should be protected and
the access should be restricted, otherwise untrusted users may break down the
system purposefully or even trusted users may, without any maliciousintention,
cause damage to the system by improper operations. Therefore, proper access
control mechanisms that can ensure that the operations that an authenticated
user (or an application program on behalf of the user) caninvoke on aserver lie
within the limits of server’s security policies are essential.

Security Policies

Security policiesspecify what actionsare allowed and what are not allowed.
A policy hasthree dimensions: subjects, objects, and access types. Subjects are
users or programs that work on behalf of the users. Objects represent resources
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to be protected from subjects. Access types include actions, such as read or
update that subjects can execute on objects. There are various security policy
models(Sandhu & Samarati, 1994). I nthissection, webriefly discussdiscretion-
ary, mandatory, and role based policies.

Discretionary Policies

A set of authorization rules defines the access mode for each subject and
object pair. Every accessis checked against this set of authorization rules. This
model is simple and good for cooperative but independent environments,
however, it cannot restrict what subjectswill do with the information after they
fetch it from the servers.

Mandatory Policies

In this model, each subject and object is assigned a security level. For
example, the security level of an object may reflect the sensitivity of the
information associated with the object to unauthorized disclosure. The security
level of asubjectiscalled clearance and it may reflect the trustworthiness of the
subject. Accessisgranted only if the security levels of the target object and the
subject satisfy certain relationship. Generally, to read an object, the clearance
level of the subject should be higher than or equal to the security level of the
object; whereas, to write an object, the object being written must have equal or
higher security level thanthe subject (Sandhu & Samarati, 1994). Inthisway, the
information flow isguided in away to prevent sensitive information flowing to
lower level objects. Thismodel fitswell with stricter, such asmilitary, environ-
ments.

RoleBased Policies

This model mediates subjects’ access to objects according to subjects’
activities (or roles). The model identifies all rolesin the system and, with each
role, it associates aset of operations and responsibilities. Accessauthorizations
for objects are defined in terms of roles. Subjects are given permissionsto play
roles. A subject playing oneroleisgranted all operationsthat are authorized for
that particular role. Role based model isflexible. It doesnot assign accessrights
tosubjectsdirectly, butindirectly throughroles. Hence, it avoidsthe cumbersome
task of assigning and re-assigning access rights as the system evolves. This
model is also space saving, as redundant specification of accessrights assigned
to users playing the same role is diminished.

Data Authorization

In a DAHS environment, the sensitive information contained in each data
source, managed on the behalf of the data owners, must be protected from
unauthorized user accesses. Especially in a data grid, the underlying system
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should provide authorization mechanisms for the databases that are being
federated. Considering XML’ sroleindistributed dataand i nformation exchange,
special attention should be given to how the structure of XML data affects
authorization.

Authorizing Federated and Mediated Databases

DAHSs and data grids usually host applications that integrate heteroge-
neous packages (including application software and associated databases)
outsourced from originswith different security policies.

Therefore, they need to enforceglobal security policieswhilerespecting the
local security policiesof each individual datasource. Different security models
have been developed for federated and mediated databases. Idris et al. (1994)
introduce a security model for federated systems where security levels may
continuously change. Jonscher & Dittrich (1994) propose a decentralized
authorization security model for tightly controlled federated databases. Blaustein
etal. (1995) proposeasecurity model that relieson bilateral agreementsbetween
datasourcestoidentify how each party protectsothers' data. Wiederhold (1992;
1993) introduces a centralized model, based on mediators, which integrate
heterogeneous databases with different security policies. Candan et al. (1996)
introduce two cooperation principles that may be implemented by a mediated
system:

. Cautious cooperation: If auser’squery only needs to access information
that the user is entitled to, the mediator will answer the query unless the
global security policy directly forbidsso, whileeach participating database’ s
security policy is always respected.

. Conservative cautious cooperation: If a user's query only needs to
accessinformation that the user is entitled to, the mediator will answer the
guery unlessfrom such query the user caninfer information he or sheisnot
allowed to access by global security policies, while each participating
database’'s security policy is always respected.

Based on arule-based mediator model that consists of a mediator M, a set
of datasources{d,, d,, ..., d } integrated by M, a global security policy G, and
aset, V, of local security policies, Candan et al. (1996) further propose aformal
approach for secure mediated databases. Global security constraintsin G are
modeled as:

. aset of factsof theform secret(A,i), denoting userswith security level i has
no access right to the information (atom) A and
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. a set of rules of the form secret(A,i) < secret(A,j) A i <j, enforcing that
if A can not be accessed by certain security level, it can not be accessed
by lower levels either.

Local security constraints, V, on the other hand, are modeled as:

. boolean functions of the form viol (d:f(<argument>), which identify
whether executing function f with specified argumentson date source d for
users of security level i violates d’slocal security policy or not.

Inorder to prevent amalicioususer frominferring unauthorizedinformation
through knowledge about theimplemented security policy, Candan et al. (1996)
adopt query transformation methods to ensure that the query simply fails
(without raising violation alerts) if it violates any local security constraints.

Participating databases may havedifferent security orderings; for example,
theclassification|abel s of security levelsin different databases may bedifferent
or security levels with the same label may have different security orderingsin
different databases. To integrate such heterogeneous databases, there is a need
for mechanisms to merge heterogeneous security orderings in a way that each
individual security ordering is preserved and the constraints between security
orderings of different databases are satisfied, while a maximal level of global
security is maintained when there are conflicts. Bonatti et al. (1996) give a
formal definition of this problem and propose two solutions: rule-based and
graph-based approaches. The rule-based approach represents the semantics of
security orderings and inter-database constraints using logic rules, while the
graph-based approach represents them using a graph. Both methods can find a
combined security ordering, for agiven non-conflicting set of individual orderings,
inpolynomial time.

Authorization of XML Data

Asdiscussed in Section Security Challenges and Security Mechanismsin
Distributed Application Hosting Services, XML security is an essential part of
web-based information architectures. Therefore, developing access control
mechanisms that understands the structure and properties of datain XML form
to enforce selective dissemination of information over the web is essential for
DAHSs. According to Bertino et al. (2001), an XML access control mechanism
should at least:

. consider XML’s rich, hierarchical structure and provide fine-grained
authorization to components of agiven XML data;
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. provideboth DTD-level and data-level authorization. DTD-level authoriza-
tion applies to a set of data objects conforming to the same DTD, while
data-level authorization applies to one particular document or its compo-
nents,

. handle authorization to XML objects that are not conforming or partially
conforming to a particular DTD;

. devise proper authorization propagation rules that refer to hierarchical
relationships (such as DTD-data, element-subelement, element-attribute,
and element-link) to propagate authorization policies of higher level com-
ponents to lower level components. These rules should also provide
mechani smsto solve propagation conflictswhen acomponent hasmultiple
inconsistent authorizations propagated from higher levels.

Due the rich structure of XML, a standard authorization mechanism for
XML dataremains an open challenge. Author-X (Bertino et al., 2001) isatool
that provides access control to XML data. Author-X satisfies the minimal
requirementsmentioned above. It adoptsthediscretionary accesscontrol model;
thepolicieshavethefollowingformat: <U, O, P, R, S>. U denotesauser or agroup
of usersto whom the authorization applies. O describesthe object (DTD, XML
data, or portions of them) to be protected. P denotes the access privilege
(browsing or authoring) to be permitted or restricted. R providesthe propagation
rules(cascadetheauthorizationto all descendants, limit the propagationtofirst-
level descendants, or no-propogation). Finally, Sdenoteswhether thisispositive
or negativeauthorization. Using negative authentication, asecurity manager can
efficiently defineauthenticationswith exceptions(e.g., defining an authorization
applying to awhole document except for some few elements).

Author-X definesthefollowing conflict-resolutionrules: (1) explicit autho-
rizationsoverride propagated ones; (2) if there are multiple propagated authori-
zations, themost specific one (lowest level inthe hierarchy overridesthe others;
() if there are conflicts due to propagated rules at the same level, the negative
authorizationsoverride.

The process of authorizationin Author-X isasfollows: For thetarget XML
data object, Author-X

» finds the associated DTD. If the XML document does not have an
associated DTD, Author-X findsthe DTD that the target document mostly
conformsto (hence it handles the partially conforming documents);

. propagatesall possible DTD-level and document-level authorizationsand
resolvesall conflicts;

. prunes from the document all elements that do not have required positive
authorizations(explicit orimplicit); and
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. evaluates the user query against the pruned document and extracts the
target data.

The IBM alphaworks XML Security Suite (XML Security Suite, 1999) is
another tool that provides access control mechanism for XML documents. It
shares some common features with Author-X: authorization propagation based
onstructure hierarchy and conflicting authorization resol ution, implementation of
an XML-based language (XACL) for specifying security policies, and fine
grained authorization. On the other hand, unlike Author-X, IBM alphawWorks
utilizes role-based access control, which is more suitable for e-commerce
environments. It also accommodates context and provisional actions into the
access control model. Hence the extended authorization policy can specify
whether a given subject, under certain context (access request time or some
other conditions), isallowed to accessthe given protection object in agiven way
or not. It can also specify provisional actions (such as logging the access
decisions, encrypting specified elements, verifying signatures, reading, writing,
or deleting specified elements) that have to be performed whether the accessis
granted or not. With this extended semantics, XML Security Suite integrates
authorization and non-repudiation mechanisms for accessing XML documents
and data objects; i.e., asubject cannot deny that it made an access attempt. |IBM
alphaworks has two propagation directions, up and down, and when there are
conflicting propagations, it arbitrarily selects one. This differs from the most
specific based conflict resolution of Author-X.

Cho et al. (2002) propose asimple mandatory XML data security model in
which XML elements may have associated security levels or inherit them from
their parents. A user is allowed to access only those elements whose security
levels are no more than her clearance level. To minimize the cost of checking
security levels, for each query, the system rewrites a given XML query by
identifying the appropriate amount of checking. Cho et al. (2002) achieve an
optimal rewriting of the query. In general, checking whether or not a user has
access right to a particular object from a given set of access control rules can
beinefficient. Maintainingan explicit accessibility mapthat listsall usersthat can
access a given object, on the other hand, is space-inefficient. Yu et al. (2002)
introduce compressed accessibility maps to efficiently enforce authorization
policiesover XML data. The compression is achieved by taking advantages of
the feature that XML data items grouped together have similar accessibility
properties.

Open networkslikethe Internet are inherently insecure despite authentica-
tion and authorization schemes. Sensitive dataor application codemay beleaked
to or compromised by attackers eavesdropping on the communication link
between clients and hosts or disclosed to malicious hosts. The businesslogic or
guery results may be altered to cheat clients.
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Inthe Section CONFIDENTIALITY, wediscussunderlying confidentiality
issues and related technologies.

Application Authorization

Karnik (1998) summarizes several ways to authorize accesses to server
resources by outsourced application programs in mobile agent-based systems.
Similar approaches can also be implemented for application authorization in
DAHSs:

. Direct reference approach: The server supplies the mobile agent with
reference to the resource and screens all accesses via a security manager.
The security manager checks against the security policies to see if each
application method (or procedure) under executionisallowed to accessthe
associated resources.

. Proxy approach: The server builds a specific resource proxy when a
mobile agent asks for some resource. The proxy provides a safe interface
totheresource. Thissafeinterfacelooksthe sameasthe original interface,
but certain methods are disabled to prevent the agent from accessing the
resource via methods that the security policy does not permit.

. Capabilities approach: This mechanism has been adopted in several
distributed systems. Every agent, before accessing a resource, presents a
credential containing its access rights to the server. Only after the server
grants its approval can the agent access the resource. The credential is
issued to the agent after its identity has been authenticated.

e Wrapper approach: The resource is encapsulated with a wrapper and
agents have references only to this wrapper. The wrapper maintains
access control lists and decides whether an agent has the authority to
access the resource or not.

. Protection domain approach: There aretwo execution environments: one
saf e environment to host the agentsand onetrusted environment to provide
access to the resource. The safe environment processes each potentially
unsaf e request of an agent according to itsown security policy and screens
unsafe requests. For safe requests, it calls methods of the trusted environ-
ment that provides access to the resource. The trusted environment can
only be called by methods within this safe environment.

The proxy and capabilities approaches are flexible: an instance of a proxy
or a capability can be generated dynamically and specifically to satisfy each
application or agent code. The dynamicity of the capabilities approach, on the
other hand, introduces various challenges: an application may propagate its
capability to othersor, if security policies change, capabilities may need to be
revoked. The wrapper approach is simple and more static: there is only one
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wrapper for each resource object and all applications share the same wrapper
for that resource.

CONFIDENTIALITY

Confidentiality (or privacy) means that private information of DAHS
customers (including outsourced application code and data) is not leaked to or
modified by any party. The degree of confidentiality of security schemescan be
categorized into the following two classes:

. Information theoretic privacy: These schemes are built without any
cryptographic assumptions and, hence, cannot be broken even with unlim-
ited computation power.

. Computational privacy: These schemes are built on various crypto-
graphic assumptions, usually about certain hard-to-compute problems. In
these schemes, the goal isto ensurethat there are no efficient computations
(conducted by arandomized algorithm bounded by apolynomial timeinthe
length of inputs) that can break the scheme. Cryptographic assumptions
used by computational privacy schemes are based on one-way functions
that are easy to compute but hard to inverse. The most popular one-way
functions, such as integer factorization, ®-assumption, and quadratic
residuosity problem, comefrom number theory (Goldreich, 1997).

Encryption schemes are the basic toolsto achieve confidentiality. Besides
the common data encryption methods that hide sensitive data, there have been
some techniques for hiding other kinds of secret information from untrusted
servers:

. Information hiding hides not only the communication content, but also the
existence of communication between two parties, so that no suspicion
arises that a secret communication exists.

. Computation hiding preventshost sitesfrom gai ning unauthorizedinforma-
tion about the content of the published code, the datait executes on, or the
outputs produced as aresult of the computation.

. Private information retrieval aims to let users query a database without
leaking to the database what datais queried.

In this section, we report on the state-of-the-art techniques for hiding
applications, data, data distribution, and user’s query from application and
database servers. In Subsection Computation Hiding, we focus on how to keep
data or application confidential from untrusted hosts and we describe solutions
to the problem of computing encrypted functions with encrypted data. In
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Subsection Private Information Retrieval, we give a general introduction to
privateinformation retrieval andin Subsection PrivateInformational Retrieval in
XML Databases we specifically focus on private information retrieval in XML
databases.

Information Hiding

Cryptography deal swith concealing the content of information. Information
hiding, on the other hand, seeks to hide the existence of information. For some
highly sensitive applications, such asmilitary or intelligence agencies, even the
existence of communication arouses suspicion. Hence to provide information
hiding services, aDAHS should be ableto hidethe communication trafficitself,
which cannot be achieved with ordinary cryptography.

Information hiding technologies include spread spectrum radio, which is
used to hide wireless transmission; temporary mobile subscribers, which are
used in digital phones to hide a given user’s location; and digital watermarks,
which are used to imperceptibly insert copyright information in digital images,
video, and audio. Asthey are not heavily used in DAHSs and datagrids, in this
chapter, wewill not discussinformation hiding techniquesin detail.

Computation Hiding

In distributed computation environments, such as DAHSs, input data
owners, application owners, and computation providers (servers) may be
different partiesdistributed over networks. Computation hidinginvolveshiding
secret data, propriety code, or secret outputs during a distributed computation.

Secure Distributed Computing

Secure distributed computing is also called fault-tolerant distributed com-
puting or oblivious circuit evaluation. The basic underlying mechanism aims
evaluating afunction (or acircuit) to which each party has one secret input, so
that the output becomes commonly known to all parties but all inputs remain
secret. If there is a trusted agent, secure distributed computing is a trivial
problem: each party can securely send its private input with the help of
cryptographic protocols; theagent computesthefunction and then distributesthe
result. Secure distributed computation intendsto solve the problem without the
assumption of any trusted agent, i.e., to simulate a trusted agent over a set of
mutually untrusted parties. Secure distributed computing protocols are built on
variousbasic protocols:

. Bit commitment: A bit commitment protocol simulates the function a
seal ed opague envel ope used for committing abit of information: oncethe
bit is sealed and committed by the committer, the content of the bit can not
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be changed (the envelope is closed and sealed); the receiver, upon
receiving the sealed bit, cannot read it until the content isrevealed by the
committer (the envelope is opened and letter now can be read). Bit
commitment schemes can be built on one-way functions (Naor, 1989). In
secure distributed computing, bit commitment schemes are utilized to
enable a party to commit to some information.

. Oblivioustransfer: Oblivioustransfer isaprotocol to transfer abit among
theinvolved partiesinaway that theinformation held by the sender and the
receiver about thetransfer isasymmetric. A simpleversion of theoblivious
transfer protocol resembles an undependabl e post service: Awantsto send
abit bto B. Let usassumethat the bit is successfully transferred to B with
a probability of 0.5. A does not know whether the bit is successfully
transferred or not but B always knows the result of transfer; hence the
overall information transfer is asymmetric. The importance of oblivious
transfer isthat it is abasic protocol from which more complicated secure
distributed computing protocols can be built and to which all secure
distributed computing protocols can be reduced (Kilian, 1988).

e Zero-knowledge proofs. An interactive proof system is a two-party
protocol in which a prover owns a secret and wants to convince a verifier
that it really has the secret through interaction with the verifier. An
interactive proof system is computationally zero-knowledge if from the
interaction a computationally bounded verifier knows nothing about the
secret except the validity of the proof. Every language in NP has a
computationally zero-knowledge proof systemif aone-way function exists
(Goldreich, 1997). This fact is very useful in constructing multi-party
secure distributed computing protocols that can tolerate active attackers.

. Secret sharing protocol: A secret sharing protocol, with threshold t,
enablesadealer to distribute a secret among several players such that each
player has an individual share of the secret (called at-share) and coalition
of any group of maximum t players cannot reconstruct the secret fromtheir
shares. A verifiable secret sharing scheme is a scheme that, despite the
cheating of adishonest dealer and some of the players, honest players can
still receive valid shares and identify when the deal er cheats. The general
ideaisto let the dealer distribute primary shares of the secret to all players
and each player distributes subshares (called secondary shares) of its
primary share to all other players. Inconsistency of primary share and
secondary sharesof any player wouldinvokeachallenge-response process
and all challenge-response reduce to a conclusion whether the dealer is
repudiated (morethan acertain number of playersaccuseit of cheating) or
upheld (less than a certain number of players accuse it of cheating).
Verifiable secret sharing schemes are fundamental in constructing fault-
tolerant secure computation protocols.
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. Byzantine agreement: In the Byzantine agreement problem, each party
hasaninitial bit and wantsto find if initial bits held by all parties havethe
same value. The challenge is to ensure that even when there are parties
who are dishonest and act as if they have different initial values, all non-
faulty parties are able to draw correct conclusions for their initial values.
This challenge can be solved if no more than one-third of the parties are
faulty (Lamport et al., 1982). Because of the fault-tolerance it provides,
Byzantine agreement protocols are employed as backbones to construct
sophisticated fault-tolerant secure computing schemes (Bazzi & Neiger,
1991).

Securedistributed computing protocolsmay involve only two parties (two-
party secure computing) or more (multi-party secure computing). Most two-
party secure computing protocols are built on cryptographic assumptions, such
as oblivious transfer, and are based on one of the following two techniques
(Franklin et al., 1992): In the first approach, one party scrambles the code and
its secret input; after scrambling, this party interacts with the second party to
transfer the scrambled code and input; the second party then evaluates the
scrambled code with the scrambled input values and sends the output to the first
party. Inthe second one, the two partiesinteract for every logical component of
the code in a secure and interactive fashion.

In multiparty secure computing, much attention has been given on fault
tolerance, i.e., resilience against active attacks. An active attacker can cause
some of the parties to behave against the protocol. Most multiparty secure
computing protocols follow three stages. In the input sharing stage, each party
distributes shares of its private input to other parties, in the computation stage
each party performs the required computation on shares of private inputs and
generatesthe shares of the ultimateresult, and, finally, inthe output reconstruc-
tion stage shares of thefinal result are combined by individual partiesto recover
the result. Zero-knowledge proofs and verifiable secret sharing are essential
tools for multiparty secure computing. Zero-knowledge proofs enable the
misconduct of any party to be detected. Verifiable secret sharing (which enables
each party to verifiably share its secret input with all other parties) guarantees
that, if aparty is caught cheating, the remaining honest parties can reconstruct
its private input and simulate messages it would have sent in the later stages of
theprotocol. Collectively, thesetwo protocolsprevent honest partiesinvolvedin
amultiparty secure computing from suffering.

Secure computing protocol sthat can withstand passive attackersare called
private secure computing protocols. Secure computing protocols that can
withstand active attackersare called resilient secure computing protocols. Two-
party secure computing protocolsare generally private protocols, as some basic
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fault-tolerance techniques, such as Byzantine agreement and verifiable secret
sharing, used for handling active attacks and requires more than two parties
engagements (Franklin et al., 1992).

InstanceHiding

Instance hiding deals with the problem of computing with encrypted data;
therefore, it can be regarded as a special case of secure distributed computing.
In instance hiding, there is a weak party (e.g., a DAHS client) who has some
secret input and wants to compute a function that requires a large amount of
computation resources, with the help of strong parties(e.g., DAHS servers): the
weak party sends each strong party its encrypted data, and from the partial
results computed by the strong parties it reconstructs the actual output with
minimal effort. Instance hiding is especially required in DAHSs, where a
computation center enables weak, private computing devices, such as mobile
terminals, compute hard problems.

Likemany cryptography techniques, most instance hiding schemesarebuilt
on hard number theory problems, such as primitive root, quadratic residuosity,
and discrete logarithm problems (Abadi et al., 1987).

Not all functions have information theoretic one-server (or one-oracle)
instance hiding schemes. For instance, Abadi et al. (1987) prove that no NP-
Hard problem has such a scheme. Thisresult is also consistent with the related
results that “there exists no information theoretic two-party secure distributed
computing protocols for some functions” and that “there exists no information
theoretic one-server private information hiding scheme (Subsection Private
Information Retrieval) without sending the whole database.”

It has been proven, on the other hand, that for any function, even for NP-
Hard functions, there always exists information theoretic multi-server (multi-
oracle) instance hiding schemes, aslong as servers are forbidden from commu-
nicating with each other.

Function Hiding

Function hiding deals with the problem of computing with an encrypted
function. Function hiding has crucial DAHS applications: the owner of asecret
algorithm can make its code available at a DAHS server in a way that the
algorithm of the program and its execution are prevented from disclosure despite
intensive code analysisand reverse engineering. In this subsection, we describe
varioustechniquesfor function hiding:

. Matrix modification method: This method is specifically for hiding
polynomial functionsthat have matrix representations. Hiding isachieved
by modifying the function matrix in a randomized way such that the real
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output can be decrypted from the randomized output. Typical examples
include Error Correcting Codes (ECCs) modification and similarity trans-
formmodification.

ECCs modification technique uses an ECC based cryptosystem, such as
M cEliece public key cryptosystem (Loureiro & Molva, 1999), to hide matrix of
polynomial functions. ECC-based security relieson the difficulty of decoding a
large linear code with no visible structure.

Similarity transform modification techniquetransformsafunctionmatrix, F,
into its similarity matrix KFK-* and the input x into Kx, where K is a random
invertible matrix serving asthe secret key. With similarity transform modification
technique, theowner can hideafunctionwithaloop structurewithinwhichthere
isapolynomial calculation. The security of thisapproach relieson thedifficulty
of finding the secret key (Badin et al., 2003).

. Decomposition method: This method hides polynomial functions. By
asking the server to evaluate all possible terms of agiven polynomial, the
client canlocally construct theresult by selecting and merging therelevant
components. Thisway, the server can not learn the polynomial.

. Homomorphism encryption: This method uses a homomorphism encryp-
tionfunction Esuchthat, itispossibleto compute E(x+Yy) directly from E(x)
and E(y) (Sander & Tschudin, 1998).

. Redundant computation: This method uses dummy computation and
dummy data to hide the real computation and real data.

In general, the types of functionsthat can be protected viafunction hiding
are very limited, for it is very hard to find encryption schemes for general
functions such that the encrypted functions remain executable. Up to now, most
function hiding protocolsarerestricted to hiding polynomial functions.

Note that instance hiding and function hiding are closely related. Theoreti-
cally, instance hiding and function hiding problems are equivalent. In some
instance hiding schemes, in order to compute with encrypted data, the function
isalso scrambledinamatchingway. If thescrambling hidestheoriginal function,
function hiding isachieved at the same time. Similarity transform modification
technique mentioned above is a good example to this type of hiding. Such
symmetric hiding schemes have very important applicationsin DAHSs: to hide
both the private data and code from remote hostile executing environments the
owner can publish secret algorithms on untrusted servers and let those servers
provide computation servicewiththe privacy of secretinput dataal so preserved.

A more practical and hence more promising way to protect code and data
fromleakage and temperingisto provide acertified saf e executing environment
tothe secret code (Smith et al., 1999). Such safe executing environments cannot
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beinspected or tampered with and, hence, are called temper proof environments
(TPEs). A TPE is provided and certified by a trusted manufacturer (TM). The
security of TPE cryptographic protocol relies on the trust between the code
owner and the trusted manufacturer aswell as the security of TPE. To alleviate
these requirements, some independent authority can periodically verify and
certify the TPE. The TPE is generally a temper-proof hardware; hence, its
private keys cannot be leaked without actually destroyingit. IBM has a product
called “ secure co-processor” that can serve asa TPE (Dyer et al., 2001). When
it isturned on, the secure co-processor generates public/private key pairs and
outputs the public key that can be used for encrypting the code and the data.
Sincethe host does not know the private key to decrypt the code or the data, the
only thingit can doisto upload the hidden messagestothe TPE, whichinternally
decrypts the code and data before execution.

Private Information Retrieval

Private Information Retrieval (PIR) is a family of encryption protocols
seeking to protect users’ private queries from malicious data hosts. Thisis a
relatively new research areain database security. Traditional database security
mainly deals with preventing, detecting, and deterring improper disclosure or
modification of information in databases. When the database services are made
availablethroughthird party hoststhat cannot befully trusted, users’ queriesmay
beimproperly utilized to achieve certainmaliciousgoal s. For example, usersmay
not trust their queries being executed on a third party stock database server.
Through PIR, users can query the untrusted data source while protecting the
confidentiality of their queries and the answers.

The basic ideabehind any information theoretic PIR schemeisto replicate
the database to several non-communicating servers and ask from each copy of
the database a subset of the data that isindependent of the target datain away
that the user can reconstruct the target data from query results. Chor et al.
(1995) show that PIR can be translated into an oblivious transfer problem and
that, if one copy of database is used, the only way to hide the query in the
information theoretic sense is to send the whole database to the user. In order
to reduce even one bit in communication between the server and the user,
replication of the whole database is required.

In PIR schemes, communicationisthemajor cost; hence, inorder to achieve
practical use, itiscrucial to reducethe communication cost aswell asthe number
of replicasrequired. The best-known k-server scheme requires O(n?') commu-
nication (Chor et al., 1995) (where n isthe database size). However, to achieve
communication to a subpolynomial in the size of the database, more than a
constant number of servers are needed (Chor et al., 1995).

InDAHSSs, replicationisnot apreferabl e sol utionto reduce communications
inPIR. Itisvery likely that database owners arereluctant to replicate databases
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to other servers that they can not keep in contact. Moreover, it may not be
possible to prevent third party servers from communicating with each other. In
computationally private PIR schemes, therefore, the user privacy requirementis
relaxed so that what the servers can see with respect to any two retrieval indexes
are indistinguishable for any polynomial time server. PIR schemes built on
cryptographic assumptions can further reduce the communication and the
number of replicas. If a one-way function exists, then there is a two-server
scheme, such that the communicationisffor any >0 (Chor et al., 1997). Under
the quadratic residuosity assumption, a one-server scheme can be constructed
with sub-polynomia communication (Kushilevitz & Ostrovsky, 1997). Under the
®-hiding assumption, aone-server schemewith apoly-logarithmiccommunica-
tionispossible (Beimel et al., 1999).

Private Informational Retrieval in XML Databases

Asdiscussed earlier, XML hasaninherent tree-like structure. Queriesover
trees are generally expressed in the form of tree path descriptions. XQuery, the
standard for XML query language proposed by W3C, is atypical example. Its
core is Xpath, the W3C standard for addressing parts of an XML document by
describing path patterns.

XML documents can be queried in a navigational manner, i.e., traversing
documents along paths described by these patterns and performing join opera-
tions on the resulting paths when necessary. However, navigation is often
inefficient. Using index mechanismsonthe XML structures(i.e., path informa-
tion) or element values and traversing index trees instead of traversing XML
document can reduce query processing time.

Onthe other hand, if thetree (XML tree or index tree) istraversed in plain
to identify the matching paths, the query as well astheresult isrevealed to the
server. Thus hiding the traversal of the tree is necessary for hiding data and
gueries from untrusted XML servers.

Linand Candan (2003) propose aprotocol to hidetreetraversal paths. This
protocol allows clientsto outsource their sensitive data on servers without any
prior trust. In this protocol, tree nodes are encrypted before being outsourced,;
hence, their contents (if the nodes are XML elements, also the element types)
are hidden from the untrusted data store. Furthermore, to hide the XML tree
structure, each time a user wants to retrieve a node, he or she asks for a set of
nodescalled theredundancy set including thetarget node and additional random
nodes. The redundancy set hides the requested node from the server. However,
repeated accesses for a particular node can reveal itslocation, sincethe nodeis
always within the intersection of the redundant sets of these queries. Figure
7(a) demonstrates this situation. To prevent the server from inferring the
locations of the nodes based on repeated node accesses, after each node is
retrieved, the node is swapped with a randomly chosen empty node. Thus the
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Figure 7: The intersection property and the movement of the target node

Big circles represent retrieval of aredundancy sets. Small circles
denote the target nodes.

(a) Repeated accessesfor anode  (b) Movement of the node
reveadl itslocation due to reduces information leakage
intersection by intersection.

node moves with respect to each retrieval, making any correct guessing of its
location temporary and of no permanent use. Figure 7(b) depictsthe movement
of target node. In thisfigure, there are three consecutive queries A, B, C all of
which wants to retrieve the same node. As shown in the figure, the protocol
moves the location of the target node after each retrieval. It does so without
violating the XML tree structure.

For areasonable security level, the size of the redundancy set need not be
largetohidelong paths. If thesi ze of theredundancy set ism, thenthe probability
of finding the target node from agivensetis<U, O, P, R, S>, the probability of
finding the parent-child relationships in a tree is 1/n?, and the probability of
finding a given path from root to a leaf is 1/mpahlength  Hence this protocol is
sufficient to hide tree-structured data and queries from any polynomial compu-
tation-bounded servers. To enable multipleusersto query atree simultaneously,
whichismandatory for an open and public data store, we al so devised deadl ock
free concurrency control mechanisms (Lin & Candan, 2003). Unlike the
information theoretic privateinformation retrieval schemes, the proposed tech-
niquerequiresno replication of the database and the communication costisO(m
X tree depth) which is adaptable and generally much less than the size of the
database. Compared with general computationally privateinformation retrieval
schemes, the proposed technique is much simpler and does not rely on any
cryptographic assumptions except for the ones on which the underlying encryp-
tion schemes are built.

A detailed study of the security guarantees provided by this protocol
requires proper modeling of the user queries aswell asthe interaction between
clients and the server. A request for a redundancy set constitutes a call. Each
guery path retrieval then can be represented as an ordered set of calls. If there
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are multiple users accessing the system, calls of concurrent queries can be
intermixed. Supposing that there is a transport layer security mechanism that
hides the identity of owner of each call, we can model DAHS server’s view of
data accesses as a stream of calls from unknown origins. The server might still
be ableto infer the tree structure by (a) observing the call stream it receives, (b)
guessingwhichcallsinthestream belongtotheasinglequery, (c) guessingwhich
gueriesit observesareidentical or similar, and then (d) looking at theintersection
of the redundancy sets of the corresponding callsin each identical query. That
is, the server can analyze the calls and intersections of their redundant sets to
learn about the tree structure.

Figure 8 depicts apossible attack. Thisfigure showsthe hypothetical case
where aquery is posed twice consecutively; i.e., without interference from any
other queries. In this case, the corresponding calls (e.g., A2 and B2) of thetwo
gueriesintersect. Hencethe query path (depicted by bold black line) isreveal ed.

In order to measure the degree of security that can be provided by the
privateinformation retrieval system, it isnecessary to understand the probabili-
ties with which the server can use correlations between queries to break the
information retrieval security. The server can use the following analyses to
attack the system:

. Given two sequences of calls, the server can try to calcul ate thelikelihood
of these two sequences containing identical (or similar) queries.

. Given two sequences of calls that are known to contain two identical
queries, the server can try to identify the individual calls of them.

. Given the calls of two identical queries, the server can try to discover the
query path.

Figure 8: Consecutive queries for the same data reveal the path

@ @ @ @ Query A consists of calls A1, A2, A3, A4,

Bl Bl Query B consists of calls B1, B2, B3, Ba4.

@ @ Each call retrieves a set of nodes:
A2 B2 B2 Al{ 11213}1
A2{6,8,9},

A3{14,15,16},
A4{19,21,23},
B1{3,4,5}

B2{9,10,11},
‘o% @5 @é @ sy
' B4{22,23,24} .

A4,B4 B4 Note that A; intersects B;
Target Data
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These attacks by the server would rely on the intersection property
mentioned above. Intuitively, such an attack by the server can be prevented by
ensuring that intersections do not reveal much information. Thisisachieved by
modifying the client/server protocols such that the redundant sets intersect at
multiple nodes as well as by inserting appropriate dummy/interfering calls. As
shown in Figure 9, these methods destroy the relationship between queries and
intersecting calls, preventing attackersfrom exploiting theintersection property.

InFigure9, each axistracksthetimewhen calls are posed. An arrow from
one call to another represents intersection between them. Figure 9(a) shows
that, when therearenointerfering calls, theintersection property can be used by
a malicious server to identify the existence of identical queries in a given
sequenceof calls. Inaddition, if thesizesof theintersectionsaresmall, the server
can also learn the actual data nodes. Figure 9(b), on the other hand, shows how
by adding dummy calls (D1, ... D4) and by increasing the sizes of the intersec-
tions, onecanlimit theinformationthe server canlearn studying theintersection
of redundant sets. Intuitively, each D, call adds ambiguity and reduces the
probability with which the server can identify the calls that correspond to
identical queries. Notethat in order to provideefficient and provabl e security, the
process of introducing dummy callshavetofollow astrategy that randomizesthe
intersectionswith minimal overhead.

This private information retrieval scheme requires legal clients to have
access to encryption/decryption keys and be able to perform encryption and
decryption operations. Where encryption and decryption constitute heavy com-
putation costsfor clientswith very limited computation power and memory, we
suggest the use of assistant hardware, such as smart cards, to reduce the

Figure 9: Increased size of intersection and dummy/interfering calls
reduce information leaked through the intersection of redundant sets

A T Ba
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encryption/decryption execution costs as well asto securely disseminate keys.
Chapter 3 of this book details smart card applications.

CONCLUSION

In this chapter, we provided an overview of the security mechanisms and
toolsfor Distributed Application Host Services (DAHSS) that rent out Internet
presence, computation power, and datastorage spaceto clientswithinfrastructural
needs. ASPs and DAHSs operate within the complex, multi-tiered, and open
Internet environment and, hence, they introduce many security challenges that
have to be addressed effectively. In this chapter, we discussed security
challengesin DAHSfromthree main aspects:. authentication, authorization, and
confidentiality. For each aspect, we surveyed current techniques and tools to
address these security challenges and discussed open research challenges.
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ABSTRACT

Platforms for web services have been reduced to two basic approaches:
Microsoft .NET and Sun ONE (J2EE). We compare here these two platforms
with respect to the security they provide to the web services that use them.
We arrive to the conclusion that although the basic security architectures
are fairly similar, their actual implementations differ. Microsoft’s approach
appears weaker because of their self-contained approach, and a failure to
follow good principles of software and secure systems design.

INTRODUCTION

Several companies have announced strategiesfor supporting web services.
They all use one of two basic architectures: Microsoft’s .NET or Sun ONE.
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Microsoft’s architecture is also an implementation, while Sun ONE is an
architecture with several implementations based on Java. Comparisons of these
architectures barely mention security (Mougin, 2001; Sessions, 2001). We
believe this aspect is one of the most fundamental factors in their success or
failureand welook hereat the security featuresin Microsoft .NET and Sun ONE
web services architectures.

The basic purposes of an architecture to support web services are:

. Store the web service programs on shared systems, where users can find
and access them.

. Some systems also need to store the user’ s data on these shared systems.

. Some systems store web services repositories or catal ogs.

This brings up the typical security issues, which now have the following
objectives:

. Confidentiality: The web service data may only be accesses by authorized
users.

. Integrity: Web services data, code, or descriptions may only be altered by
authorized users.

. Codecontrol: Theprogram codemust not beableto performillegal actions
wheninvoked.

e Access control: Only paying subscribers can use the service.

e Availability: Code and data stored on the server must be available when
needed.

Some of these issues should be resolved in the upper layers, where web
services are defined.These layers are based on standards under development
and we do not discuss these aspects here because they apply to both architec-
tures. A survey of security aspects of web servicesisgivenin Fernandez (2002).

Because both the Microsoft .NET and Sun ONE architectures are quite
new, there are many aspects still not tested in practice. These two platforms are
still evolving and some of our specific conclusions may not betrue anymore, but
unlessthereisachangeintheir fundamental design our main conclusionsshould
still hold.

The next section provides a general overview of both architectures. We
then consider in detail the security architecturesof Sun ONE and .NET, relating
them to the standard work on security models. We end with ageneral discussion
of both approaches.
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A GENERAL COMPARISON OF
MICROSOFT .NET AND SUN ONE

Both the Sun and the Microsoft frameworks are based on specific program-
ming languages, object models, and virtual machines, but the design approaches
of their runtime environments are quite different. We summarize here a few
aspects; several papers compare them in detail (Farley, 2001; Mougin, 2001,
Sessions, 2001; Vawter, 2001).

Sun ONE isbased on Sun’s J2EE (Java 2 Enterprise Edition) specification,
which implies that you’'ll have to use Java as programming language, but the
programscan (intheory) run onany platformwithout recompiling. TheMicrosoft
.NET framework buildson Microsoft’s Common Object Model (COM), that has
been improved significantly, including additions such as ActiveX, distributed
computing, database connections, etc. Microsoft has also produced a new
programming language, C# and a new runtime environment called Common
Language Runtime (CLR), that provides garbage collection and some security
features similar to the Java Virtual Machine (JVM).

J2EE accesses data sources using the JIDBC API, which requires vendor
specific drivers. These are available for most commercial and open-source
databases. Another approach to persistent objects is Java Data Objects (JDO,
2003). Javauses INDI (JavaNaming and Directory Interface) in order to access
directory services. Support for various directory services, such as Novell NDS
and Directory Services Markup Language (DSML), among others, isavailable.
Some XML data sources use drivers that are similar to the JDBC drivers.

Microsoft’s first data access service was DAO (Data Access Objects),
that later led to ActiveX Data Objects (ADO), which provides access to both
relational data and directory services. The .NET framework with ADO.NET
improves on some of the limitations of ADO (e.qg., lack of scalability). Another
change is that the data transmission format has been replaced by XML, which
gives the opportunity for components to act as data sources for each other.

Although Sun ONE isbased on Java, which is said to be platform indepen-
dent, someimplementationsare not exactly cross-platformindependent. Onthis
part, Microsoft has made some attemptsto make the .NET framework platform
independent, such as submitting the CL R specification and the C# language for
standardization, but more realistically, Sun ONE is dependent on Java, and
Microsoft .NET incorporates Windows asacentral unit. Furthermore, the NET
language independenceis somewhat incomplete, sinceyou’ Il haveto add some
extensions to the languages in order to make them comply with the CLR
requirements, thereby making them COBOL#, Eiffel#, Perl#, etc.

Microsoft hasbeen very activeinthe XML field for the past few years, and
.NET providesstrong XML support. Asmentioned earlier, XML isused for data
transmission, but al so for general -purpose document handling. Web servicescan
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Table 1: .NET and ONE side by side

Microsoft NET

Sun ONE

Programming Language

Any (but extensions needed)

Java

Runtime environment

CLR, codeis compiled into

native code before execution

VM, Java bytecodes, either
interpreted or compiled on-

demand

Component sharing

IL, CLR

JVM with Corba and ORB

Data interchange protocol

XML, SOAPonHTTP

XML, SOAPon HTTP

be exported as SOAP interfaces (Simple Object Access Protocol). Sun hasalso
been active in the XML field, and XML has been incorporated into their
framework. Table 1 shows a basic comparison of these approaches.

SUN ONE SECURITY ARCHITECTURE

Overview

Let's take alook at a service request. A request for a protected resource
goes through standard Internet protocols, such as HTTP (Figure 1).

The web server detects that the new request has not yet been authenticated
so the appropriate authentication mechanism for the resource isinvoked. This
may be done by returning a form where the user can fill out a user name and a
password, but there are several other options (see below). The data is trans-
ferred to the web server that validates the data, and sets the credential for the
user (Figure 2).

Once the web server decides that the request is authorized, it consults the
authorization rules (called security policies by Sun) associated with the
resource. Next, the web server container tests the user’s credentials against
each role in the authorization rules. This process will either stop with an

Figure 1. A service request

Web Client Web Server

Request to
protected resource

g
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Figure 2: Client authentication
Web Server

Web Client

Form

Credential

Authentication data

“authorized” or a “not authorized” outcome depending of the web container
being ableto map the user to any of the permitted roles. If the user isauthorized,
the web server returns the result of the original request (Figure 3).

Later on, the user might perform some action that needs to be handled by
an EJB component. When a JSP page performs a remote call to the EJB
component, the user’s credential is used to establish a secure association
between the JSP page and the EJB component (Figure 4). At thispoint itisthe
responsibility of the EJB containers to enforce the access control on their bean
methods. Thisis done by consulting the authorization rules associated with the
bean, and an*isauthorized” or “not authorized” outcomeisgenerated. EJBsmay
access databases, which may enforce additional security constraints, e.g.,
content-dependent access control, where access depends on specific rulesinthe
databases.

The following sections describe in detail these actions.

Authorization

Security in J2EE is based on roles; they use a type of Role-Based Access
Control (RBAC) model. Inan RBAC model usersare assigned torolesand roles
are given rights for resources based on their functions, e.g., administrator,
manager, devel oper. RBAC correspondsto aspecialization of the access matrix
model (Summers, 1997). In the access matrix model, subjects (requesting
entities) are authorized to access specific protection objects in specific ways

Figure 3: Result of authorized request
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Web Client ~ Request to
protected resource

JSP/Servlet

Credential Object

uolneziioyiny

Result of request
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Figure 4: Application object access
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(access types or access modes). The set of authorization rules defines the
subjects’ privilegesand implementstheinstitution security policies.

One of Sun’s design goals when they created the J2EE platform was to
separate the security aspects of the development of components, the assembly
of these componentsinto applications, and the deployment of these applications.
Several roles have been defined: the Component Provider and Application
Assembler specify which parts of an application require security, and the
Deployer selectsthe specific security mechanismsused for that protection. This
security isspecified, among other information, inthe deployment descriptor that
iswrittenin XML (Koved, 2001).

J2EE introduced the JAAS (JavaA uthentication and Authorization Service)
to enforce server side security. Enforcement of security is based on two
approaches: declarative and programmatic security. Declarative security is
based on authorization rules defined in a J2EE system by the deployment
descriptor. Thisisa contract between the Application Component provider and
the Deployer. Groups of components can be associated with one deployment
descriptor. When declarative security is not sufficient to express the security
constraints of the application, the programmatic security approach can be used
instead. It consists of four methods, which allow the components to make
decisions based on the security role of the caller.

The trade-offs between the declarative and programmatic security ap-
proachesare: Theformer ismoreflexible after the application has been written,
and usually more comprehensible, and therefore results in fewer bugs. More
important, itisdoneinauniformway acrossthe system. Thelatter could provide
more functionality when the application is being written, but is buried in the
applicationandisthereforedifficult to change, and usually only fully understood
by those who devel oped the application. Programmatic security does not allow
checking for compliance withinstitution policiesand aloneisnot acceptablefor
systemsthat require ahighlevel of security (1997). However, it could be useful
to complement declarative security by adding special restrictionsfor application
access, although it doesn’t appear that it can be combined with declarative
security in J2EE.
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We have already mentioned that the J2EE authorization is based on roles.
These roles are defined by the Application Component Provider, and are used
by both the declarative and programmatic security approaches. If necessary
each method in each bean can be assigned different permissions, i.e., thisisa
type of method-based access control (Fernandez, 1994). The Component
Provider specifieswhat roles are being used by the application, alist of external
resources accessed by the components, and references to all inter-component
calls. A method permission model and information that identifiesthe sensitivity
with respect to privacy of the information exchanged may also be provided.
When the Application Assembler combinesthe componentsinto an application,
he hasto createaconsistent security view for theapplication asawhole. Finally,
the Deployer isresponsiblefor securing theapplicationinthespecific operational
environment. The Application Assembler should supply the Deployer with
information onwhich method parametersor returnvaluesrequireprotection; this
information is added to the deployment descriptor. It would be nice if the
deployment tool s included message security. Thiswould allow the application
assembler to decide which channels require integrity and/or confidentiality
checks. Later, tools could be used by the Deployer to choose the best algorithm
to solvethe problem. It isimportant to note that the Component and Application
Developersdefinetherolesand the Deployer assignsuserstothedifferent roles.
Several toolsare currently availableto help the Deployer configure the security
mechanisms. These security mechanisms are implemented by the containers on
behalf of the components hosted by the containers. Asindicated earlier, J2EE
components can access persistent data stored in relational databases. It is
important that any authorization defined in a component is consistent with
authorizations defined in the database system.

Inthe J2EE model, the depl oyment descriptor definesthe security rolesand
associates these roles with the components in order to define the granted
permissions. If aJSP/Servlet resourceis not associated to any roles, permission
to access the resource will be granted to all. Thisisrisky business, and doesn’t
comply withthe principlesof closed systemsand | east privilege, fundamental for
secure systems (Summers, 1997). The EJB components must, on the other hand,
have associated at |east one role to them. If unrestricted access is needed to an
EJB component you’ll have to map arole to the component which is permitted
access to the resource without authentication. This way you cannot leave a
component exposed to everyone because you forgot to assign arole to it.

Other authorization problems can occur if method level access control is
applied to a component, because a less protected method could be used to
undermine the policy enforced by a more rigorously protected method. For
example, a method that allows to read a value directly. It is therefore recom-
mended to partition the components that need different authorization rules, so
that all methods of each component enforcethesameguidelines. Actually, if one
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applies properly the RBAC model, defining roles from use cases (Fernandez,
1997), this should not happen. Each use case defines the least amount of
privilege needed by each actor to perform its job. Finally, when using XML
documents, these may have their own authorizations, defined in terms of
XACML or similar models. Mappings between these levels are needed to
provide a consistent enforcement of the defined authorizations (Fernandez,
1999).

Authentication and Other Aspects

The J2EE specification addresses two different client types for authenti-
cation, namely aweb client, and an application client. Wewill focusonly onthe
web client in this chapter. There are three possible mechanisms to authenticate
aweb client:

J HTTP Basic Authentication. Thisis an insecure authentication method,
since the passwords are encoded using base64 encoding.

. HTTPS Client Authentication. This is a strong authentication mecha-
nismthat allowsmutual authentication. Itisbased on X.509 certificatesand
requires the user to possess such a certificate. The authentication occurs
over a channel that is protected by SSL.

. Form-based Authentication. Lets developers customize the authentica-
tion user interface presented by the web browser using standard HTML or
JSP/Servlet based forms.

It is recommended by Sun to perform client authentication only when the
client triesto access a protected resource. Thisisatype of lazy authentication,
and is convenient for the user. When a user has identified himself, the login
session will be maintained so that the user can access multiple applications for
which the user hasthe necessary rights. The session stateis stored on the server,
and the client keeps references of the state either by URL rewriting or cookies.
Itispossiblefor theclient to manageitsown authentication context without using
cookies if SSL is used. In a secure system, all resources should be explicitly
protected, so lazy authorization is not a good approach in general.

EJB components heed to be authenti cated when they communicate with the
enterprise datalogic (e.g., an ERP system or a database) that is usually located
in another security domain. The J2EE Connector Architecture Specification
describesthisissueinfurther detail. Thefollowing two mechanismsarerequired
for the J2EE implementation, whereas the latter three are only recommended:

e  Configured Identity. The principal and authentication data are specified
at deployment time, and are therefore independent of the principal of the
caller.
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. Programmatic Authentication. Theprincipal and authentication dataare
specified at runtime using APIs appropriate to the resource. The data can
be obtained from the components' environment or as parameters.

. Principal M apping. Theresourceprincipal isdetermined by mapping data
from the security attributes from the calling principal.

e  Caller Impersonation. In this scenario the resource principal acts on
behalf of the caller’s principal. This requiresthat the caller’ sidentity and
credential sare del egated to the underlying resource manager (e.g., an ERP
system or a database).

e Credentials Mapping. This is used when the component and resource
support different authentication domains. An example could be that a
certificateusedtoidentify theuser could be mapped to somecredentialsfor
the resource.

Sun has joined the Liberty Alliance project (Liberty Alliance, 2002), a
federated identity infrastructure, with a first phase that intends a web-based
Single-Sign-On (SSO).

Oneway to ensure messageintegrity isto attach asignatureto the message.
By including a time-stamp and a serial number you can further ensure that the
message cannot be re-sent by a third party. Finally, encryption can prevent
anybody from reading the message — provided that the encryption mechanism
is strong enough. It is the Deployer’s responsibility to define the necessary
security measures used, and it isthe container’ sresponsibility to enforce them.
The way to do this is by appending the signature to outgoing messages and
verifying signatures and timestamps on incoming messages, aswell asnotifica-
tion of the caller in case of failure.

The Sun ONE specification describes some facilities for auditing (Sun,
2002). It is, however, the Deployer who is responsible for configuring the
security mechanisms that are applied to the enterprise containers, and it is
therefore also the Deployer’s responsibility to apply proper auditing. Some
general guidelines about what to audit and how to protect the audit data are
mentioned in Sun (2002).

Asindicated, Sun ONE isonly an architecture, and there may be different
implementations of it. Effective security will strongly depend on the specific
underlying platforms, e.g., the web HTTP server, the application server, the
operating system, and even the hardware. Sun’s ONE server and IBM’s
WebSphere have good security reputationsasapplication servers. They both use
Apache as HTTP server, another strong component. Sun uses Solaris and IBM
uses avariation of Unix (AiX) or Linux, which are reasonably strong operating
system architectures. In other words, the security platforms normally used for
Sun ONE appear strong based on their general architectures and their track
record.
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SECURITY IN MICROSOFT .NET

Several security functionsin .NET are similar to their counterpartsin Sun
ONE and we don’t repeat them here. We concentrate instead on those aspects
that are different. Further details of the .Net security architecture can be found
in (LaMacchia, 2002).

As indicated earlier, the web services provided by Microsoft .NET are
accessed over the Internet through HTTP, SOAP, and XML. The Common
Language Runtime (CLR) implements the new code access security, including
controlling that code cannot perform unauthorized actions. The security policy
is managed and the security checks are performed when the code is |oaded and
executed. User access control is managed by the web server or the operating
system that controls the server (Figure 5).

The code access security is used by the programmer to specify which
permissions their code requires, and for the user to secure his system from
malicious code. These permission requirements are stored in the components at
the assembly level. Also programmatic security checks can be coded into the
components if necessary, and as in the EJB componentsiit is possible to have
method-level access control.

When the code is loaded, the runtime library verifies that the code can be
granted the permissionsit hasrequested. Policiesfor granting permissionsonthe
client are established by system administrators. One interesting feature is that
the component and the security manager can negotiate the security level. For
instanceif acomponent wantsto usefile 1/O, but can execute without it, it will
request file1/O permissions. If these permissionsare denied, the component can
still execute, but without accessing files. Thisappearsdangerousfrom asecurity
perspective, a rogue program could try to access different resources until it
succeeds.

User access also uses RBAC. Roles can be defined at development or
deployment time. At runtime the identity of the user on whose behalf the code
isrunning is determined, and access is granted or denied based on those roles.
Theserolesaretypically mappedto credentialsin Microsoft’ sActiveDirectory.

Role accessin .NET components can be inherited from process to compo-
nent to interface to method. This is an example of Implied Authorization

Figure 5: Accessing objects in .NET
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(Fernandez, 1975), where access to a composite implies access to components;
in particular, this can be interpreted as inheritance of authorizations along a
generalization hierarchy (Fernandez, 1994). In .NET higher-level-defined ac-
cesses override lower-level rights (Lowy, 2001), an opposite policy to the one
defined in Fernandez (1994). For example, | may want to give access to the
whole Student class to somebody but not allow that person to see the grades of
specific students, something that cannot be donein .NET. A lower-level access
is a more precise (finer) specification and it should override the higher and
coarser access.

If you know exactly which computers should be allowed access to the
application then the Internet Protocol Security (1PSec) or afirewall can be used
to restrict access. Sincethisisnot possiblein most scenarios Microsoft suggests
that you move this authorization to the protocol used to exchange messages. | f
you'’ re sending and receiving messages using SOAP over HTTPyou can usethe
authentication features available for HTTP. Microsoft’s Internet Information
Services (I1S) provide several authentication mechanisms for HTTP. This
includes support for HTTP Basic, HTTP Basic over SSL, and Client Certifi-
cates. An additional authentication mechanism is the Integrated Windows
authentication, which uses a proprietary password-hashing algorithm and
requiresboth client and server to be Windows systems. Windows authentication
is based on Kerberos, but cannot be used over a proxy server or afirewall. 11S
6.0 will also include Passport as authentication approach, although there are
doubts about its security (Opplinger, 2003).

Another authentication method is based on custom security mechanisms
built by the developer. It is possible to use the SOAP body to communicate the
credentials. Since it is difficult to receive the data from the SOAP header,
Microsoft does not recommend using the header for thispurpose. One drawback
of using the SOAP body is that you'll have to make the debugging yourself.
Another drawback is that the SOAP messages are sent over HTTP, hence all
dataissent in clear text. So, if thistechniqueis used, you should definitely use
SSL to encrypt the messages between the client and server. The main issue
about using SSL isthat it isalot slower than HTTP itself. Therefore Microsoft
suggests that you only encrypt part of the message body, and use digital
signatures to ensure that the body has not been tampered with in transit.

The .NET framework includes cryptographic functions for encryption,
digital signatures, and hashing. The supported algorithms includes: RSA and
DSA for asymmetric encryption, and AES, DES, Triple DES, and RC2 for
symmetric encryption. Theimplementation uses a stream-based model suitable
for networking(M S, 2001). The XML Digital Signature Specification(XMLDSIG)
isnow also supported. This protocol can be used in combination with SOAP to
ensuretheintegrity of the messages. Thisappliesalsoto Sun ONE sincethey are
following the same standards.
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The current .NET framework specification does not say anything about
auditing. WeassumeMicrosoft expectsyou to usethe auditing featuresincluded
in Windows 2000, or to code your own.

Microsoft’s server IS has shown many weaknesses because of its com-
plexity and poor design. This makes it probably the weakest component in the
architecture now. Windows 2000 also appears to have a variety of security
problems, inparticular, initsActiveDirectory. Security improvementsinl1S6.0
may correct these problems, we have to wait and see.

CONCLUSION

It turns out that the two platforms are remarkably similar when it comesto
their general security architectures. Both use RBAC as authorization model,
both support “deployment descriptors,” method level access control on the
component code, and declarative as well as programmatic access control to the
components. Finally thetwo frameworksinclude an extended sandbox model for
the executing code. In both systems, roles do not enforce content-dependent
authorization, this aspect is delegated to the DBMS. An interesting feature of
Microsoftisinheritanceof rights, although thisideaisnot usedinthemost secure
way.

Both frameworks also lack some security features. Sun’s JSP objects are
left unprotected if the deployer forgets to assign a role to them (open system
policy). Fortunately, the EJB componentsdo not suffer fromthat, so thesituation
canbecontrolled. Finally, auditingisnot clearly integrated withthearchitectures:
Sunreliesonthe J2SE logging facilities, while Microsoft delegatesthisfunction
to the operating system. It would have been niceif both had chosen to use XML
forwritingtheauditing log. Thiswould allow alot of log-tracking and statistical
programsto work with both frameworks without much additional coding.

Their main differences are in their approach to authentication, their lower
levels, and their general approach for devel oping software. For authentication,
Sun follows the norms of the Liberty Alliance while Microsoft followsits own
path. It is not clear now which approach is stronger but the insistence of
Microsoftinusingitsown standardsisnot good for security. Withrespect totheir
lower levels, one needs to weigh Windows against Solaris or AiX as secure
platforms. Solaris and AiX appear to have the edge here, although the security
architecture of Windows appears well thought. A larger difference isin their
approach to software development (Most of these defects are also present in
other vendors, but to alesser extent):

. No useof object-oriented programming. Most (or all) of their systemscode
has been done using procedural methods. Without proper software design,
itisalmost impossibleto build dependable complex systems.
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. Lack of modularity. Asamarketing strategy, Microsoft buildssystemsthat
cannot be decomposed, i.e., they lack well-defined interfaces. This pre-
vents checks across the interfaces, and vulnerability in one place propa-
gates its effects to other places.

. No use of secure system design principles. These wereformulated as early
as 1975 (Saltzer, 1975) and include aspects such as open design, fail-safe
defaults, and similar. Microsoft’s approach to develop secure code is to
look for specific vulnerabilitiesin the code, avery difficult task.

It isimportant to mention again that Sun ONE isan architectural specifica-
tion and not a product. Anyone can create an implementation of the Sun ONE
environment on any system. Sun hasdevel oped animplementationfor their own
Solaris operating system and Sun ONE server, while IBM, BEA, and Oracle,
among others, have implemented (at least parts of) the specifications on other
systems. Thismeansthat the effective level of security in each of these systems
can be different from each other.

Another aspect, not quite clear yet, ishow their security approaches match
the security defined at the web services level (Fernandez, 2002). Standards for
these levels are still being devel oped and there is no experience with their use.
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