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PrefacePreface Preface

In today’s competitive markets, balancing demand and supply is crucial to maxi-
mizing revenue and improving customer satisfaction. Demand management as a sup-
ply chain management (SCM) process and sales-and-operations planning step can 
increase efficiency and productivity. It can also increase a firm’s ability to satisfy cus-
tomer demand and balance it with supply to help managers have a successful business.

Influencing demand as one of demand management’s modules is a repetitive 
process that employs techniques such as marketing, selling, promotion, and pricing 
strategies to increase/decrease demand, shape it, and change product/service mix. 
It can also alter the timing of demand and its volume. Influencing demand tries to 
affect customers and convince them to purchase in such a way that supports the com-
pany’s goals. It also equips the company to predict what and when customers buy a 
product/service beforehand.

In addition to methods such as marketing, which has received much attention in 
the literature, many other exogenous and endogenous factors can influence demand. 
Identifying these factors and the related mathematical models is critical to obtaining 
the best product/service mix, delivery time, batch size, and so on. This book gives a 
comprehensive view of influencing factors on customer demand from an operations 
management perspective, proposes the different forms of demand functions to obtain 
optimal policies, and discusses their pros and cons. Moreover, applications of these 
factors and their functions in different industries and real problems are addressed.

This book can help companies measure demand dependency on a variety of fac-
tors to make more revenue and gain notable improvements compared to their com-
petitors. It also leads managers to better align supply and demand by affecting the 
demand shaping and understanding the crucial role of demand management within 
their SCM. Hence, managers can reduce the related operational costs, including but 
not limited to inventory holding, deterioration, and shipment costs, while increasing 
profit, customer satisfaction, and service level.

All in all, this book can be useful for researchers, practitioners, and professionals in 
academic institutions and industries who have concerns about managing demand and 
need a comprehensive resource of different aspects of factors that affect demand from 
conceptual framework to optimization methodology. Moreover, graduate students 
and teachers may also find this book valuable to augment their current knowledge.

Finally, the editors appreciate all the contributors’ time, effort, and dedication 
toward the successful completion of this book. The editors are also grateful for 
the editorial assistance of CRC Press/Taylor & Francis, especially the support and 
cooperation of Erin Harris, Senior Editorial Assistant, and Cindy Renee Carelli, 
Executive Editor. We enjoyed the experience of working on this book and hope that 
readers find the book interesting and valuable.

 M. Hemmati
 Mohsen S. Sajadieh
 Tehran, Iran
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Demand is the engine of any company and its supply chain. Despite having access 
to more information and technological tools than ever before, many companies still 
use statistical forecasts as their sole method for planning their finances, sales, and 
operations. By doing so, they do not consider other factors that affect and influence 
the future demand, which usually translates into unfeasible plans.

Conversely, demand management is a means to implement best practices as 
well as evolved forecasting methods. Demand management includes different fac-
tors that influence the demand while reducing the uncertainty of demand forecasts. 
Consequently, all the other plans of the company are positively impacted. As a result, 
the company can assemble a demand management model that will comprise an inte-
grated business management model.



2 Influencing Customer Demand

Influencing demand is part of the demand management process, which in turn is 
a fundamental step in the Sales and Operations Planning (S&OP) process. APICS 
defines S&OP as: “the process that provides management the ability to strategically 
direct its business to achieve competitive advantage on a continuous basis by inte-
grating customer-focused marketing plans for new and existing products with the 
management of the supply chain” (Palmatier and Crum 2002).

Although S&OP was created in the early 1980s as one of the main pillars of sup-
ply chain management, companies have recently begun to recognize S&OP as one of 
the main managerial tools that facilitates the executives gaining a wider vision of the 
near future of the company from a marketing, finance, and operations perspective 
(Tuomikangas and Kaipia 2014).

By enacting S&OP, companies seek to level both demand and capacity across 
several stages throughout their supply process. The result of this process is a con-
sensus-based plan, which establishes how the company will meet the customer’s 
requirements. By doing so, the company acquires the capacity to anticipate customer 
demand, thus achieving greater efficiency in inventory levels and operational costs 
(Bower 2006; T. Wallace 2010).

1.1  THE S&OP PROCESS

S&OP is a multi-functional and comprehensive monthly process that compiles 
all the business plans that would traditionally be scattered across the functional 
areas of product development, operations, logistics, finance, and marketing and 
sales into a single, integrated model of operation. This hierarchy is presented in 
Figure 1.1.

S&OP requires the commitment of the company’s managerial levels, under the 
coordination of the CEO, to generate aligned plans that balance the supply and in 

Sales & 
Marketing

FinanceOperations
& Logistics

Strategic 
Planning

FIGURE 1.1 Multi-functional S&OP process.
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the middle term. This eases the decision-making process when choosing the best 
combination of markets, products, and customers to be served.

S&OP is carried out and updated in a monthly cycle at an aggregate level of prod-
uct families. Then, after a disaggregation process, it becomes the detailed plan of 
procurement, supply, outsourcing, production, warehousing, distribution, and logis-
tics for the near-to-intermediate term.

In the first steps, S&OP treats the potential demand by establishing different 
product families at the aggregate level for further forecasting of the amount of sales 
for each family. These quantities are expressed in a plan that defines the different 
resources and possible strategies needed to meet the demand requirements (Wallace 
and Robert 2008). Figure 1.2 shows the main components of S&OP and their flows 
of information, which go from 1 to 4.

S&OP planners must be aware of the importance of balancing the middle-term 
demand and supply at an aggregate level. This balancing should be aligned with the 
upcoming individual planning, as this is the core of S&OP.

1.2  STEPS OF SALES & OPERATIONS PLANNING

Several authors have defined a number of steps to describe S&OP; furthermore, the 
steps are quite similar among themselves (Palmatier and Crum 2002; T. F. Wallace 
and Stahl 2006; Sheldon 2006). Figure 1.3 presents the five steps in which S&OP can 
be summarized along with the departments, areas, and personnel that are typically 
involved in each of the steps.

Steps 1–3 are crucial to preparing for the successful completion of the final two 
steps. As presented in Figure 1.3, it is necessary to have cross-functional collabo-
ration in every step, which ultimately allows for having all the main areas of the 

Supply

Agregate planning 
by families

Demand

Individual planning 
by items

Executive
S&OP

Resource and 
Capacity
Planning

Master Plans

Forecasting 
and Demand
Management

Di
sa

gg
re

ga
tio

n1 2

3

4

FIGURE 1.2 Components of the S&OP process.
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company working together at the last step. A brief description of each step is pre-
sented below.

1.2.1  Step 1: New productS, MarketiNg, aNd SaleS plaNNiNg

At this step, the appointed team reviews the product portfolio and discusses inno-
vations, new products, and marketing and sales strategies. They also define all the 
actions related to launching new products, offering promotions, planning special 
events, giving volume discounts, rethinking price strategies, attracting new cus-
tomers, and changing competitive strategy, among others. These actions are also 
updated in a timeline of the demand plan. Then, all those plans will become the 
primary input for the second step of S&OP. Furthermore, additional information 
collected in this step, such as competitor evaluations, marketing research, custom-
ers panels and feedbacks, etc., must also be shared with the demand planner to 
ensure the success of the following step.

1.2.2  Step 2: data gatheriNg, ForecaStiNg, aNd deMaNd plaNNiNg

Demand planning is the process that aims to estimate the expected future require-
ments with the highest possible level of accuracy. Whether it uses the informa-
tion coming from the orders placed by customers or extrapolated sales history, the 
demand plan should be adjusted according to the available information from the 
demand-influencing factors. As mentioned for the previous step, planning should be 
carefully studied and comprehended before enacting it.

1. New 
Products,
Sales and 
Marketing 
Planning

2. Data 
Gathering, 
Forecast and 
Demand 
Planning

3. Supply and 
Operations 
Planning

4. Pre-S&OP 
Meeting

5. Executive 
Meeting

General manager Sales 
& Marketing Finance 

Operations & Logistics 

Forecasting Department

FIGURE 1.3 Steps of the S&OP and involved areas.
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The first activities in the demand planning step consist of gathering and cleaning 
data for quickly obtaining updated baseline statistical forecasts for the product fami-
lies or services offered by the company. After these statistical forecasts have been 
updated, the next step consists of adjusting them through a “collaborative forecast-
ing process,” where different demand-influencing factors are analyzed and further 
included for obtaining a conciliation and recommended demand plan. This will be 
the main input for the following steps of S&OP. It is highly recommended to have a 
decision support system when carrying out these activities.

Nowadays, demand planning has evolved to become a more comprehensive pro-
cess called demand management. This process not only includes planning but also 
communicating, influencing, managing, and prioritizing the demand to have a more 
accurate and real demand forecast (Crum and Palmatier 2003).

Within the S&OP literature, demand planning is mostly considered to be a 
responsibility of the marketing and sales department on a “black box” process, 
which should be later communicated to the other areas and agreed upon when it 
needs modifications. Interestingly enough, after surveying different companies, the 
Institute of Business Forecasting and Planning found that the demand forecast-
ing and planning process resides in different functional areas of the company. Out 
of surveyed companies, 35% place this process in Operations/Logistics, 27% in 
Sales and Marketing, 14% in the Forecasting Department, 10% in other areas of 
the company, 7% in Strategic Planning, and 7% in Finance. This survey shows 
that there is not a clear consensus on the area in charge of the process across the 
evaluated companies. This book acknowledges the influence of those who are not 
directly involved with sales and marketing but who also take part in building up the 
brand with the customers, as a result of whole operational decisions and business 
planning.

1.2.3  Step 3: Supply aNd operatioN plaNNiNg

In the Supply and Operation Planning step, all the plans related to sourcing, procure-
ment, manufacturing, inventory, warehousing, inbound and outbound transportation, 
and third-party logistics services are defined and updated for the short and middle 
term according to the collaborative demand plan established in the previous step. 
The objective of this step is to obtain both definitive and alternative feasible plans to 
meet the demand plan, which can be subject to different internal and external con-
straints. In this step, the plans are developed, assessed, and aggregated by the prod-
uct family through rough-cut resource planning to obtain the lowest possible cost.

1.2.4  Step 4: pre-S&op MeetiNg

In this step, called the pre-meeting, middle managers, from all the main areas involved 
and affected by the S&OP process, attend a meeting in which all the demand, supply, 
and operations plans are presented for obtaining a definitive consensus (if possible). 
In this meeting, the attendants from all areas of the company have the opportunity 
to influence the decisions. The result of this meeting is the agenda for the executive 
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meeting, where all the final decisions that reached a consensus are presented. For 
those cases where the consensus was not possible, it is necessary to develop sce-
narios and propose recommendations for the manager to make an informed decision. 
In any case, the financial and budget effects of the agreed-upon decisions as well as 
the proposed alternative solutions are evaluated.

1.2.5  Step 5: executive MeetiNg

This is the final step of the monthly S&OP process, where the definitive sales and opera-
tions plans are approved by the CEO or director and the senior managers of the com-
pany who are involved in the process. In this executive meeting, the members review the 
major decisions made in the previous step and the key performance indicators (KPI) of 
the company. With this assessment, they try to remove constraints and make decisions 
about all the points that were not agreed upon in the previous step. They also make a 
final evaluation of the proposed suggestions and scenarios to verify how the definitive 
plans impact the budget and strategy of the company (Palmatier and Crum 2002).

Consequently, one of the main outputs of the S&OP process is the consensus-
based sales plan of the company. Here, through the demand management process, 
statistical forecasts are merged with the activities and factors that can impact and 
influence the demand to obtain a more realistic plan, which aims to achieve the 
objectives set by the company.

1.3  INFLUENCING THE DEMAND PROCESS

Even though there are some exogenous factors that influence customer demand, most 
of them are self-inflicted and respond to actual decisions made inside the company. 
The remainder of this book will present how all the actions that occur in the supply 
chain can positively or negatively influence the demand. Even more, when compa-
nies understand that all processes are both clients and suppliers for the other pro-
cesses within the company, they realize how important it is to fulfill internal brand 
promises as well as build internal trust. Only then, when different processes trust 
one another, will the company be able to work toward the greater goal and build both 
trust and engagement for their external customer.

Having this in mind, influencing demand should be understood as a process in 
which each decision should be defined, measured, analyzed, improved, and con-
trolled regardless of the decision introducing a quality change, rearranging the 
production schedule, changing reorder frequency, or advertising a special offer. 
Figure 1.4 illustrates the DMAIC process applied to influencing the demand, which 
is key to ensuring the best possible and reproducible results.

1.4  INFLUENCING CUSTOMER DEMAND FACTORS

Influencing the demand has been a task entrusted, almost exclusively, to the departments 
of sales and marketing, which should try, by means of different strategies, to convince 
and capture new and current customers for acquiring preexisting and new products and 
services in agreement with the goals and objectives defined by the company.
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The remainder of this chapter presents a brief description of the demand-influencing  
factors addressed in Chapters 2–13, keeping in mind that these factors involve all the 
areas in the company as they can directly or indirectly influence the demand. It is 
important to point out that each chapter also discusses the managerial, mathemati-
cal, and conceptual framework of the different demand-influencing factors despite 
not being mentioned in this introduction.

1.4.1  chapter 2. priciNg policieS

Considering that the price can be modified at any stage in the supply chain, basing 
decisions solely on price could cause a negative impact in both up- and downstream 
processes. In one scenario, a lower price becomes attractive enough for customers to 
the point that upstream stages will not be prepared to respond to the higher demand; 
therefore, a stockout could result from this drop in price. Conversely, a higher price 
may cause a reduction in the demand, generating an overstock.

Nevertheless, the impact that pricing policies by themselves have on demand is 
controlled both by the product’s price elasticity and the buyer’s knowledge of future 
pricing. For example, if a buyer knows in advance when an increase or decrease of 
the price will take place, they can decide on whether to overstock on products before 
prices go up or to stop acquiring them and change their supplier.

1.4.2  chapter 3. oN-ShelF iNveNtory

Retail customers are highly influenced by different factors inside the store. There 
is a general consensus on the way customers are influenced by how visible the 
products are and how interestingly (or not) they are displayed on the shelves. 

Influencing 
Demand

Define

Measure

AnalyzeImprove

Control

… the efforts and plans 
to influence the demand

… the results and 
feedback from 

different sources

… the effect of efforts 
in demand

… how sustain the 
achieved results

… and update the efforts 
and plans to achieve the 

expected results

FIGURE 1.4 The DMAIC process applied to the demand influence process.
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Eye-level items usually get more attention than those that require some effort to 
be found. However, shelf space is limited, and “eye-level” does not mean the same 
for all customers; hence, on-shelf inventory becomes a planning problem in dis-
tributing the products to be displayed among a retail store’s scarce shelf space. 
Specifically, this embraces the following questions: how much shelf space should 
each product be assigned and at which vertical shelf level? What products should 
be placed next to one another, and how should they be horizontally distributed 
(Baron, Berman, and Perry 2011; Bianchi-Aguiar et al. 2020)? It is necessary to 
consider these questions when influencing customer demand for maximizing store 
revenue. This approach faces some difficult challenges that have been largely dis-
cussed in the literature, for example, trying to avoid losing sales due to out-of-stock 
products while maintaining product variety along with a sense of innovation and 
urgency for the clients.

1.4.3  chapter 4. rebate coNtractS

In the manufacturing industry, there is a frequent operation in which the customer 
receives a partial refund. This partial refund is known as a rebate, and it is commonly 
based on a portion of the price the customer paid under specific terms defined by the 
seller. In operation management, there are several types of rebates. This chapter 
covers some specific forms of rebates, including mail-in rebates, consumer rebates, 
wholesale price rebates, and channel or retailer rebates.

Mail‐in rebate is a pricing mechanism where a delayed incentive is offered, either 
through cash or a gift card, by the retailer to the final customer for the purchase of 
a product (Geng and Mallik 2011); furthermore, in this rebate, customers must meet 
certain requirements to get the refund (e.g., filling out a form, gathering documenta-
tion, sending in the request for the rebate). A consumer rebate is an incentive offered 
as a refund or a coupon from the manufacturer to the final customer for each unit 
they buy (Aydin and Porteus 2015). The wholesale price rebate is a strategy wherein 
the manufacturer offers a discount to the retailer for accepting delivery during an 
earlier period (Huang, Kuo, and Lu 2014). Channel rebates are payments made from 
a manufacturer to a retailer based on their sales to final costumers (Taylor 2002); 
moreover, this rebate always requires a contract, which could be linear- or volume-
based while including important information concerning other demand-influencing 
factors, such as marketing and sales efforts.

This chapter also considers the length of credit period, which refers to a period 
of time that the supplier grants to the company so the latter can pay for their 
acquired inventory after the agreed-upon period. The length of the credit period 
will represent an economic benefit for the supplier only if an additional profit can 
be generated by increasing the sales volume to offset the incurred opportunity 
cost. On the other hand, the company can use the credit period to obtain revenue, 
which they can use to cover their expenses while gaining a profit. Ultimately, this 
strategy improves the company’s cash flow. Depending on the circumstances, the 
credit period represents benefits for both the supplier and the company; it is impor-
tant to highlight that the length of the credit period along with some other factors 
should be agreed upon by both parties. For example, if a manufacturer sells a 
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price-sensitive product to a retailer, they need to coordinate not only the length 
of the credit period but also a suggested selling price to not disturb the market. 
Therefore, the length of the credit period can be one of the many non-evident fac-
tors that influence the demand.

1.4.4  chapter 5. Service level eFFectS

In general, service level both defines the standard of performance that is expected 
from a service provider and allows the comparison when formulating a performance 
indicator. Consequently, each company could choose a definition that suits their 
industry, whether it is measured in product units, in hours spent fixing a machine, 
or in minutes waiting on hold. Regarding supply chain management, however, the 
cycle service level is the expected probability of not hitting a stockout during the 
next replenishment cycle; in other words, it is the probability of not losing sales. 
For this reason, service level is usually matched to the safety stock, and companies 
plan their replenishment cycles and inventory based on the service level they want 
to achieve.

While a 100% service level might appear desirable, it is usually not a feasible 
option. Nonetheless, having a low service level is unappealing to potential clients 
and could be the reason to lose even the most loyal customers. To reduce that risk, 
most companies plan for different strategies that allow them to reduce the impact 
of not complying with their service level. Most of those strategies include paying 
penalties or reducing participation on future sales; these strategies are considered 
negative consequences for not fulfilling customers’ expectations. Nevertheless, other 
companies have decided to make their service level a part of their added value as a 
main strategy to attract and retain clients; by doing so, they change the customers’ 
perspective on a low service level while expecting to engage with them.

1.4.5  chapter 6. MarketiNg deciSioNS aNd eFFortS

According to Marketing Insiders Group, “demand is the foundation of all marketing 
and sales processes, and all businesses looking to grow need to implement effective 
demand generation strategies” (Rivard 2017). These strategies range from commu-
nication strategies, promotions, advertising, and, recently, even hiring social media 
influencers to generate conversations around the product. However, it is important 
to deeply understand the business, so these strategies can be aligned with the com-
pany’s internal processes to avoid unwanted results.

For instance, the positive effect of one creative promotion could be overshadowed 
by the negative effect of having stockouts, hence resulting in the loss of customer 
loyalty. At the same time, the operational efforts to achieve the best quality product 
could be “wasted” if marketers do not choose to communicate it to their clients. 
Demonstrating that when the company lacks integration between the departments 
of marketing and sales and operations, it is possible that either the marketing and 
sales department makes an unfeasible offer or the operations department makes 
decisions to optimize the manufacturing processes without considering the effect 
on the customer.
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1.4.6  chapter 7. a coMpaNy’S reputatioN

Even though the concept of reputation does not have a unanimous definition due to its 
abstract nature, it is one of the most important intangible assets of a company. The rep-
utation of a company is often indistinguishable from its brand and perception. Usually, 
people with a good reputation can easily influence their environment; similarly, it has 
been demonstrated that companies with a good reputation can influence customers to 
prefer their products, be less price sensitive, and be more willing to find good attributes 
on their products’ features (Burke, Dowling, and Wei 2018). This translates to a higher 
awareness of either the leather details or the greener areas when looking for a car from 
a reputable brand or an MBA from an elite university, respectively.

The reputation of a company involves every stage of the supply chain. From buy-
ing low-quality materials to having questionable hiring practices, each step of the 
supply chain is ultimately responsible for affecting the reputation, thus influencing 
customers. Nowadays, these kinds of policies have become more accessible to the 
public due to the spread of the Internet, which makes information widely and readily 
available. Consequently, people are constantly gathering information about compa-
nies; nevertheless, when a person forms an opinion, they usually have not accessed 
all the information available; they frequently do so by reading online reviews or 
listening to what other people have to say about their product of interest. Having an 
integrated business plan should take into consideration how the company wants to be 
perceived by their customers and the public.

1.4.7  chapter 8. coNgeStioN iN the SySteM

Any stage of the supply chain is a system where different inputs go through a 
transformation process to become a desired output. However, resources are always 
limited, and sometimes their demand is higher than their capacity, leading to a con-
gested system.

Sometimes, the demand of products or services depends on the congestion of the 
systems to which they belong; therefore, the decision of whether or not a customer 
joins the system is based on how congested it is. For instance, in queueing systems, 
comprised of one or multiple servers, the service rate of customers depends on the 
congestion of the system. Consequently, the demand will be positively influenced if 
the customer chooses to stay in the system and actually acquire the products or ser-
vices. Conversely, the demand will be negatively influenced if the customer chooses 
to leave the system after perceiving that the congestion surpasses their tolerance 
threshold. To model how the congestion factor affects the demand, it is necessary 
to evaluate customers’ perceptions of the benefits of acquiring the service or prod-
uct pondered against their willingness to invest resources toward the acquisition. 
Therefore, the customer only joins the system if the benefits weigh more than the 
expected cost of obtaining the products or services (e.g., access fees and waiting 
costs) (Randhawa 2013; Whitt 2003). This chapter deeply discusses factors such as 
lead time, capacity sizing, mean waiting time, delay probability, server utilization, 
and response time on demand, among others.
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1.4.8  chapter 9. dyNaMic iNNovatioN capabilitieS

According to Michael Porter, one of the ways companies must differentiate them-
selves from other companies is through innovation. This allows them to achieve a 
competitive advantage by influencing current and future demand. To do so, every 
stage of the supply chain has to develop innovation capabilities to identify, develop, 
and implement original solution-oriented actions for addressing new or previously 
unsolved problems (Teece, Pisano, and Shuen 1997). There are two main factors 
that drive companies to be innovative; the first one is that current markets are highly 
dynamic, and the second is that customers are continuously demanding innova-
tive products and services that exceed their expectations and satisfy their needs. 
Companies that seek differentiation by innovation must heavily invest in research 
and development. In this way, they guarantee a successful process for developing 
new products or services that meet customers’ expectations. Nevertheless, the time 
needed to research and develop the service or product, its expected life cycle, the 
marketing and launching plans, among others are important factors that also play an 
important role in the success or failure of the innovation attempt.

The ability to align, adapt, and reconfigure resources, processes, products, and 
systems to the market and customers’ needs are a requirement that both the firm 
and its supply chain must be capable of in a dynamic way for successfully meeting 
changing markets and customer demand, which, in turn, is an important factor that 
innovative companies use to influence current and future demand.

1.4.9  chapter 10. deMaNd SeNSitivity to tiMe

Whether it is for natural or business reasons, there are many products whose demand is 
considered time-sensitive. Two of the most common perspectives to understanding sen-
sitivity are freshness and seasonality. Freshness refers to the way customers perceive the 
products in terms of how recently they were collected. Traditionally, freshness has been 
associated with perishable produce like fruits and vegetables; however, in recent years, 
electronic products and fast-fashion clothing have also been associated with freshness, 
given that they heavily rely on a sense of novelty to be purchased. Fresh products are 
more appealing to customers and could expect constant demand levels based on their 
historical data, as long as they remain fresh; from that point on, demand is expected to 
decline. Nonetheless, the product remains saleable until it begins to deteriorate, driv-
ing researchers to focus on replenishment and pricing policies (e.g., by lowering price 
through time) to reduce losing sales (Wu et al. 2016; Banerjee and Agrawal 2017).

On the contrary, seasonal products are associated with products sold during spe-
cific times of the year, such as Christmas, Halloween, or back-to-school. However, 
some companies evidence seasonality during the day, such as restaurants, gyms, or 
health centers. A common practice is that companies self-induce seasonality when 
they are prone to having an end-of-quarter rush or special anniversary sales. Moreover, 
seasonality differs from freshness on how the company prepares in advance for the 
demand peaks after recognizing the seasonal patterns. This practice helps the com-
pany avoid losing sales and potential customers (Banerjee and Sharma 2010).
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1.4.10  chapter 11. iNFlatioN-depeNdeNt deMaNd

Many economies, markets, and countries face fluctuating inflation rates that directly 
impact the operation of the companies. In such cases, companies can use their net 
working capital to buy inventory and prevent potential losses due to price fluctuation. 
For instance, it is better to acquire more products in advance than to buy a smaller 
quantity with the same money later.

There are several approaches for modeling how inflation affects demand. These 
models are mainly used to decide about pricing policies and optimal replenish-
ment quantities, which influence the demand (Tripathi 2011). Additionally, there are 
approaches in the literature that include other conditions, such as inventory loss, 
deteriorating, credit period, and cash flow, among others. These conditions are use-
ful when constructing models to predict the effects of inflation on demand, some of 
which will be deeply discussed in this chapter.

1.4.11  chapter 12. SubStitute aNd coMpleMeNtary goodS

The effects of the price of substitutes/complementary goods on demand have been 
discussed in some academic works (Walters 1991). Substitute goods are defined as 
products from different brands or manufactures that are perceived as similar among 
themselves and may be bought in replacement of one another. Therefore, substi-
tute product demands are interrelated, given that customers can indistinctly switch 
between them based on their perceived advantages when purchasing. Although there 
are many factors that can impact the demand of substitutes, their inventory level and 
selling price are two of the main factors that influence their demand. However, this 
impact is easier to notice when the substitute products have cross-price elasticity 
(i.e., a price increase of product A results in a demand increase of substitute product 
B alongside a demand decrease of product A and vice versa) (Andreyeva, Long, and 
Brownell 2010). There are different types of substitutes, such as perfect and non-
perfect, gross and net, and within and cross-category substitutes, which are critical 
when modeling the impact they have on the demand.

Conversely, complementary goods are products or services that are sold individu-
ally but used together; moreover, the demand of one product generates demand for its 
complementary products. Once more, the sale price and inventory level of the com-
plementary goods are two of the main factors that impact the demand. Furthermore, 
customers tend to buy complementary goods when they are simultaneously available 
and at least one of the product’s prices is attractive enough; therefore, there is a posi-
tive cross-price elasticity effect. However, the opposite effect occurs when the price 
of complementary goods increases.

1.4.12  chapter 13. MaSS aNd Social Media

Social media first appeared in 2000. However, it was only 10  years ago when it 
became the huge industry it is today with hundreds of millions of users worldwide. 
Social media has reshaped society in a way such that one person could easily access 
any piece of information they want. However, they are only shown the information 
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that is algorithmically considered most relevant for them. Consequently, companies 
have found the most powerful tool for targeting advertising, building relationships, 
and improving customer segmentation as clients actively choose to see their content, 
connect with the company, and refer other friends by clicking a button.

Moreover, social media highly influences businesses’ online reputation, and it 
is one of the biggest sources of online reviews. While this means reaching more 
potential buyers than ever before, it also means to be in continuous scrutiny and on 
the edge of “going viral” for the wrong reasons. One of the biggest retail stores in the 
United States and the largest car manufacturer in the world have experienced social 
media backlash due to marketing strategies, and they are just one example of how a 
20-second video, a picture, or a blog post could cause a millionaire significant losses.

1.4.13  chapter 14. paSt aNd Future oF deMaNd ForecaStiNg ModelS

Up until now, we have reviewed several demand-influencing models and factors. 
However, the factors presented in this book do not cover the full extent of the state of 
the art; moreover, there are many other considerations when managing demand from 
an S&OP perspective that should be studied. One of them consists of the forecasting 
methods the company chooses to implement once it has decided on the demand-
influencing factors it wants to model. Chapter 14 categorizes quantitative forecast-
ing methods based on demand dependency as independent and dependent demand 
models.

For independent demand, different time-series demand models are presented. 
Those models are classified according to the time-series pattern. For stationary time 
series that do not present seasonality nor any evident trend, models such as naïve, 
simple average (SA), Simple Moving Average (SMA𝑛), Weighted Moving Average 
(WMA𝑛,𝒘), and Single Exponential Smoothing (SES𝛼) are reviewed. Then, for 
time series without seasonality and with a trend, different variations of the Double 
Exponential Smoothing (DES𝛼,β) model are reviewed. Furthermore, for time series 
with seasonality, decomposition models, Triple Exponential Smoothing is presented.

Conversely, for dependent demand, the authors review techniques for estimating 
the parameters of the causal models, which are modeled in terms of some influ-
ential factors, including willingness-to-pay dependent, product-greenness depen-
dent, product-visibility dependent, refund dependent, and service quality–dependent 
demand models. These models can be either univariate and multivariate regression 
models or simulation-based models. More advanced techniques, referring to artifi-
cial intelligence and machine learning are also discussed.

Additionally, another important consideration consists of the decision over 
the measure of the forecasting performance, which plays an important role in the 
forecasting process due to its convenience for comparing errors from different 
models and calibrating them. This chapter discusses some of the most common 
forecast performance measures used by both practitioners and academics, which 
are mean absolute error (MAE), mean absolute percentage error (MAPE), mean 
square error (MSE), and mean absolute percentage error (MAPE) (Armstrong 
and Collopy 1992; Hyndman and Koehler 2006). Finally, the authors also review 
demand information sharing and, specifically, advance demand information (ADI) 
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in both forms of perfect and imperfect information; to conclude with several direc-
tions for future research.

To summarize, this introductory chapter has introduced the factors that affect and 
influence the demand, it has also introduced how the demand-planning step links 
these factors to the S&OP. Additionally, this chapter emphasizes how the company’s 
success lies in balancing the supply and demand in the middle term while integrating 
both the internal demand management process with the supply and financial plan-
ning processes.

This chapter also explains how influencing demand is a process that marketing, 
sales, and other areas of the company perform to convince customers to acquire 
products or services in a way that supports the objectives of the company and how 
there are many traditional factors that affect customer demand, such as promotions, 
discounts, price strategies, and advertisements, among others. However, there are 
other factors, such as rebate contracts, congestion in the system, the length of the 
credit period, inflation, etc., that directly or indirectly impact the demand. Hence, 
it is important not only for the demand planner but also for the supply and financial 
planners to know how all these factors influence the demand and how they impact 
the different plans of the company.

Each chapter of this book addresses one of the influencing factors mentioned in 
this introduction, showing its conceptual framework, demand functions, advantages 
and disadvantages in its implementation, examples, and case studies, allowing the 
reader to have a better understanding of how other factors can influence demand, in 
addition to the traditional ones.

We strongly believe this book can help middle and top managers in the main 
functional areas of a company to know how many factors influence demand and to 
understand the underlying role of demand management in their company’s planning. 
This knowledge can be applied throughout the supply chain. Therefore, managers 
can work to reduce all the logistic costs including ordering, carrying, stockout, and 
shipping costs while they seek to increase the profit throughout an improvement of 
availability and service levels. By doing so, they can improve customer satisfaction. 
Finally, the goal is to maintain and improve the competitiveness of the company and 
the supply chain, achieving the objectives set by the CEOs and shareholders.
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2.1  INTRODUCTION

Pricing, which can be assumed as one of the most critical factors in retailers’ profit, 
can strongly affect the behavior of consumers (Duan and Ventura 2020). It is also 
the only component of marketing that makes revenue (LaPlaca 1997). The price 
flexibility and price changes in today’s marketing world are increasingly noticeable. 
In this regard, a reduction in the span of standard prices and a short changing-price 
period for online stores are presented by Cavallo (2018) and Gorodnichenko and 
Talavera (2017), respectively. So, retailers have to face more serious challenges to 
set the prices in this competitive market, and a rational pricing strategy is needed 
to ease making pricing decisions and achieving a noted benefit (Hinterhuber and 
Bertini 2011). Determining a profitable pricing strategy for firms is dependent on 
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such different factors as the retailers’ objectives, the manner of consumers, and 
the pricing situation (Sajadieh and Jokar 2009 and Hemmati, Fatemi Ghomi, and 
Sajadieh 2017).

As mentioned in Lilien, Kotler, and Moorthy (1992), there are five steps for cus-
tomers to complete their purchase cycle: experiencing arousal by internal and external 
motivations, searching for satisfying brands, making a comparison between differ-
ent products, making the decision regarding the purchase, and encountering post-
purchase feelings. Consequently, since pricing strategies directly affect all five steps, 
pricing decisions can dramatically influence firms’ profits by changing the demand 
level. The inability of decision-makers in achieving enough information regarding 
the demand function makes them rely on nonoptimal pricing strategies since making 
these decisions is so difficult in this circumstance. Thus, simultaneous cooperation 
of operations and marketing areas, which may influence practical decisions of the 
supply chain, can help the companies achieve a higher level of profitability.

In recent years, numerous studies investigated the effects of different market-
ing behaviors on customer demand. Huang (2013) stated that since the role of 
an item’s price on affecting a customer’s evaluation of that product is so criti-
cal, pricing is the most important factor in changing retailer demand. This effect, 
called customer price elasticity, can be either positive—like fashion products—or 
negative—like non-fashion ones (Lichtenstein, Ridgway, and Netemeyer 1993). 
Generally, the more price elasticity a customer has, the cheaper product she/he 
will prefer to buy. It also can be changed by taking different pricing techniques, 
which affects both the firm’s demand and others’ profit directly (Seyedhosseini 
et al. 2019). So, price-dependent demand models are the most frequently applied 
functions in previous studies.

The remainder of this chapter is organized as follows: initially, we present the 
conceptual framework of the proposed factors, then a review of the demand function 
models will be presented. Different practical applications of the proposed models, 
some related examples, and instances of the optimization models are then investi-
gated. Research trends will be reviewed, and finally, a conclusion and research sug-
gestions for future studies will be presented.

2.2  CONCEPTUAL FRAMEWORK

One of the most critical decisions in supply chain management is pricing (Monroe 
2002), so, explaining its different characteristics seems quite essential and is under-
taken hereafter.

There are three managerial levels for pricing strategies: industry, market, and 
transactional strategies (Marn and Rosiello 1992). The top and most common level 
of price management is industry pricing, which is directly changed by any changes 
in demand, supply, or costs. The main goal here is finding the current and upcoming 
“market tone” to establish the best pricing strategy (Baker, Marn, and Zawada 2010). 
Market strategy’s objective is specifying all customers’ determining factors for buy-
ing a product, their reference price, the way they compare prices with others, and the 
relative benefit they make from their purchase. By doing so, retailers can set the best 
price for their products by considering their competitors’ strategies. The last level of 
price management is the way sellers can manage the price of each transaction. This 
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includes determining the base price, discounts, auctions, and incentives (Marn and 
Rosiello 1992).

Considering pricing strategies, three main categories of cost-based, customer 
value-based, and competitor-oriented pricing can be mentioned as the major ones 
(Jampala 2016), which are explained in detail here.

 1.  Cost-based pricing: As Kotler and Armstrong (2010) mentioned, in this 
strategy, retailers use the production, distribution, selling, and risk-related 
return rates to determine prices. It includes such different strategies as 
cost-plus (markup) pricing, breakeven (target-return) pricing, absorption-
cost pricing, and marginal-cost pricing. Adding a fixed percentage to the 
unit cost and ignoring the competitors’ pricing strategy as well as customer 
demand determine the markup pricing strategy. In breakeven pricing, prod-
uct prices are set by target-return cost, which is calculated by finding the 
zero-profit point (dividing the item’s fixed cost to its variable cost). The third 
strategy—absorption-cost pricing—determines the selling prices by add-
ing fixed cost, variable cost, administration cost, and the required arbitrary 
margin with each other. Setting the price by considering all direct variable 
costs and some parts of fixed costs can also be mentioned as the marginal-
cost pricing strategy (Jampala 2016). There are two important limitations 
for this strategy: ignoring the market condition as well as competitors’ status 
in decision-making and imposing more financial pressure on customers due 
to the selling-price increase caused by firms’ lost motivation for reducing 
production costs.

 2.  Value-based pricing: In this strategy, the added value of the product to cus-
tomers, rather than the production cost or historical prices, is assumed as the 
main factor for price setting (Cressman 2012). According to Ingenbleek et al. 
(2003), providing an exact evaluation of products’ value for customers is the 
main defect of this method, which is the most common policy in the related 
literature as well.

   The diagrammatic depiction of cost-based and value-based pricing strat-
egies are shown in Figure 2.1 (Kotler and Armstrong 2010).

 3.  Competitor-oriented pricing: This strategy uses parity, premium, and dis-
count pricing as the main policies. For using these options, the competitor’s 
price is considered as the basic price level (Blythe 2006), and setting the 
prices equal to, more, or less than the benchmark determines the premium, 
discount, and parity policy, respectively.

Product cost Price CustomersValueCost-based:

Customers Value Price cost Product Value-based:

FIGURE 2.1 Schematic representation of value- and cost-based pricing.



20 Influencing Customer Demand

There are some other pricing strategies, some of which are presented here:

 4.  Dynamic pricing, which is also called time-based, or surge pricing, is a 
pricing policy in which real-time demand and supply (which varies over 
time) determine a product’s price (Kotler and Armstrong 2010). Airlines, 
hotel rooms, and ride-sharing prices are some evident examples of applying 
this policy to real-world problems. To categorize dynamic pricing models, 
Elmaghraby and Keskinocak (2003) proposed price-posted and price-discovery  
models in which prices are set by the company and customers, respectively, 
as two main categories.

 5.  Differential pricing: In this strategy, which is one of the most important parts 
of dynamic pricing, sellers determine the item’s price for each customer inde-
pendently; that is, deciding on one product’s selling price is based on different 
user segments (Brassington and Pettitt 2006). In some special circumstances, 
it can be basically similar to the discriminatory pricing as well.

 6.  Product-line pricing: This policy, which is also known as the product-line 
promotion method of pricing, sets the selling price of a production line’s 
products in such a way that the price of the line—as a whole—will be opti-
mized (Jampala 2016). To do so, companies use both the cost differences 
between various products of the line and their prices in competitor companies 
to determine different price steps between them.

 7.  Psychological pricing: Considering psychological factors, rather than eco-
nomic ones, in setting prices makes the fundamental concept of this strat-
egy (Kotler and Armstrong 2010). Since it is obvious that just-below prices 
affect customers’ emotions and persuade them to buy the products, by 
selecting this strategy, firms increase their sales by influencing customers’ 
perceptions and increasing their willingness to buy (Faith and Edwin 2014). 
Using $0.99 rather than $1 is one of the most common applications of this 
policy in selling products.

 8.  Odd-even pricing is another psychological tactic that uses odd prices (ending 
in odd numbers) to influence customers’ perceptions. By using under-even 
prices, sellers can psychologically create a sense of discount in customers, 
which can directly affect their desire to buy products and consequently influ-
ence the firm’s profit (Faith and Edwin 2014).

 9.  Tender pricing: Firms use competitive bidding from customers to set the 
products’ prices in this policy. This strategy is usually used in business 
organizations.

 10.  By-product pricing: In this policy, selling by-products can help the company 
recover some of the essential costs and reduce the main product’s price. 
Reducing the price of the main petroleum products, achieved from a crude oil 
refining process, by selling their by-product, ethylene, as one of the main com-
ponents of all plastic goods is one obvious instance of this strategy.

 11.  Bundle pricing: Setting a single price for a multi-product package (Farese, 
Kimbrell, and Woloszyk 2001). Obviously, to encourage customers to buy 
more, the bundle price has to be less than the aggregated price of all included-
in-a-package products.
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 12.  Target pricing: In this strategy, investment rate of return is assumed as the  
main criteria for price setting. This policy, which is mostly used in competi-
tive industries, can be implemented through three main steps: (1) determin-
ing the selling price of a product in such a way that guarantees its survival in 
the competitive market, (2) defining the desirable profit margin, and (3) cal-
culating the maximum allowable production cost by subtracting the profit 
margin from the selling price (Jampala 2016).

 13.  Prestige pricing, which is also named image pricing, is setting a product’s price 
at a high level for conveying a sense of brilliant quality to target customers. 
As mentioned by Cannon and Morgan (1990), cheap prices in some prod-
ucts prevent customers from buying them since it indicates low quality, so to 
increase their profit, sellers have to determine their prices are high enough 
to stop the customers from worrying about the quality of their products and 
encourage them to buy the high-quality products (Brassington and Pettitt 
2006).

 14.  Affordability-based pricing: This strategy, which is occasionally accompanied 
by governmental subsidy policies (known as social welfare pricing), is used for 
setting the price of essential commodities, which make up the majority of mar-
ket demand. This strategy’s objective is setting the commodities’ price indepen-
dent of their production cost in such a way that the basic needs of most demand 
markets are fully satisfied (Jampala 2016).

 15.  Predatory pricing (undercutting pricing), one of consumers’ favorite policies,  
is setting extremely low prices for items such that other firms cannot com-
pete with them. This policy is often used by firms to eliminate their compet-
itors to monopolize the market (Brassington and Pettitt 2006). Bankrupting 
competitors is another goal of newcomers, which encourages them to deter-
mine set prices lower than the production cost (Blythe 2006).

New product pricing strategies are also listed as follows:

 1. Online pricing: The Internet has drastically influenced pricing in obtaining 
information and performing transactions (Ratchford 2009). Regarding the 
differences between online and offline markets, Baye et al. (2007) stated 
that ease of information collection by both competitors and online con-
sumers can be mentioned as the most noticeable one. This explosive vol-
ume of information makes markets competitive by providing customers 
the required information level to easily find the best sellers. Considering 
numerous competitor firms, the opportunity of searching for a great variety 
of product models and a wide range of prices for a product, provided by 
different companies, not only make the product’s life cycle shorter but also 
create a more fluid market (Baye et al. 2007).

 2. Price skimming: This strategy divides customers into two price- and qual-
ity-sensitive groups. For performing this policy, firms set the initial price 
of new products so high that they achieve a noticeable profit by completely 
covering quality-sensitive customer demand. The prices then will be low-
ered over time to both attract low willing-to-pay customers and provide 
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firms the opportunity to survive in the competitive market, which leads to 
more revenue (Crettez, Hayek, and Zaccour 2020).

3. Penetration pricing: Contrary to the previous strategy, penetration pricing
uses the cheapest possible price as the initial price of new products. By 
doing so, companies can easily attract the majority of market demand just 
on their arrival to the market, which helps them to achieve a considerable 
profit. When enlarging market share for a new brand is the main objective 
of companies, this policy would be their first priority (AlJazzazen 2019).

4. Customer perceived value: This strategy is based on equity theory; that
is, equality between the company’s and customer outcome/input ratio. If 
customers feel this comparison is fair and equitable, they will be satisfied 
and buy the products. So, to achieve a considerable market share and profit, 
the companies have to create a sense of equity in customers by delicately 
setting the prices (Qingyi and Ling 2019).

2.3  DEMAND FUNCTIONS

As mentioned by Duan and Ventura (2020), pricing policies can directly affect cus-
tomer behavior and consequently influence both market demand and sellers’ profit. 
In this competitive market, determining the best demand functions to help firms 
adjust their selling prices for not losing the customers is so crucial that numerous 
demand models are presented in the literature to formulate the relationship between 
a product’s price and consumer demand. A comprehensive review of the most com-
mon ones is proposed in this section.

2.3.1  SiNgle-FirM deMaNd FuNctioNS

Table 2.1 summarizes the single-firm deterministic and stochastic price-dependent 
demand models (Huang 2013). Some of the most commonly used notations are 
explained as follows: ε: price-independent random variable, p: selling price, a: maxi-
mum purchase potential, b: price elasticity, d: item’s demand, r: reference price, t: time  

period, and ζ : demand elasticity.

TABLE 2.1
Single-Firm Price-Dependent Demand Models

Price-dependent models Parameters

Linear Models Deterministic d

d

d

d

Stochastic d

p a bp( )= − a, b > 0

a(t), b > 0, t  
 [0, T]

t  [0, T]

a, δ, γ > 0

p a t bp t( ) ( )= − ( )

p a t b t p t( ) ( ) ( ) ( )= −

p r a p t p t r, )(  ( ) ( ) ( )= − − −δ γ

p d p,  ε ε( ) ( )= +
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Price-dependent models Parameters

Power /Isoelastic/ 
Constant-Elasticity 
Models

Deterministic d p ap b( )= − a > 0, b > 1

d p ap b( )= +( )−ζ
a, b > 0, ζ  > 1

d p a bp( )= −( )ζ a, b, ζ  > 0, ζ   
(−∞, −1)  (0, ∞)

 d p a bp( )= − γ
a, b > 0, γ  ≥ 1

d p a bp( )= −( )β ζ
a, b > 0, β ≥ 1, ζ  
≤ 1

d p a a bp( )= +/ [ ]γ a, b, γ  > 0

Stochastic d p a pb, / ( ) ε ε ε( )= +

Hybrid Model Deterministic d p a bp a p( )= −( )+ −( ) −τ τ γ
1 21 a1,  a2  > 0,  

b > 0, γ  >1,
0 ≤ τ ≤ 1

Exponential Models Deterministic d p a bp( )= − exp( ) a > 0, b > 0

d p a bp( ) ( )= −exp a > 0, b > 0

d p a p( )= −exp( ) a > 0, b > 0

Stochastic d p bp, exp( )ε ε( )= −

Logarithmic Model Deterministic d p a bp( )= −( )ln[ ]
γ

a, b, γ  > 0

Stochastic d p a
bp, logε ε( )= −

Logit Models Deterministic d p a bp bp( ) ( ) ( )



= − + −exp / exp1

d p C a bp a bp( ) ( ) ( )



= − − + − −exp / exp1

d p a bp( )= + +1 1/ [ exp[ ]]

a > 0, b > 0

C > 0, a < −2,  
b > 0

Stochastic d p a bp bp, exp / exp( ε ε ε( )= −( ) + −( )1

General Models Stochastic d p d p,  ε ε( ) ( )=

d p d p d p,  ε ε( ) ( ) ( )= +1 2

d p d p,  ε( ) ( )= +1 2ε

2.3.2  coMpetitioN-baSed Multi-FirM deMaNd FuNctioNS

Multi-player price-dependent demand functions are also proposed in Table 2.2.

2.3.3  advaNtageS aNd diSadvaNtageS oF diFFereNt FuNctioNS

Making a comparison between the application of the presented demand models 
has initially revealed that all price-dependent demand models follow the general 
demand rule; that is, the higher the price of a product, the lower the demand sell-
ers will suffer for that product (Duan and Ventura 2020). Moreover, some of their 
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TABLE 2.2
Multi-Player Price-Dependent Demand Functions
Linear Model d (
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advantages and drawbacks are also mentioned in the previous research works, 
which are elaborated upon hereafter.

Considering the linear model, the following main pros can be mentioned as the 
major reasons for its extensive application in the related literature. Initially, it is the 
simplest function that can be used as demand models (Oum 1989). It also provides 
explicit solutions that help decision-makers easily interpret them and make optimal 
decisions. However, since the actual relationship between price and demand is rarely 
linear, this function is not realistic (Mahootchi and Husseini 2015). Moreover, the 
premise of assuming a uniform function as the customers’ willingness to pay (WTP) 
in this model makes the decision-makers determine a finite upper boundary for the 
price, which also seems unrealistic.

Regarding the power model, since it can be both attained from the Cobb–Douglas 
production function and easily converted to a linear function, it is the most preferable 
in formulating non-linear demand–price relationships in the market. However, the 
constant demand elasticity (−ζ)—in all prices, regardless of the demand function’s 
location—is the main disadvantage of it. Also, due to its formulation, as the prod-
uct’s price goes to zero, its demand approaches infinity. Thus, since there is a specific 
size for each market, which is not infinite, the infinity demand (and subsequently the 
power function) looks unrealistic. Meanwhile, the exceeding of the demand function 
from the market size occurs in the exponential function (with a continuous increas-
ing trend) when the price is very low. Considering WTP, the power function also 
proposes a downward curve in p, which never reaches zero.

To compensate the main weaknesses of the linear and convex (exponential 
and power) demand functions; that is, ignoring actual market characteristics and 
overlooking the realistic modeling of the price sensitivity in different values, logit 
demand function—otherwise known as reversed S-curve or the customer behavior 
model—is also presented. As mentioned in Duan and Ventura (2020), the linear 
demand function assumes customers’ WTP is distributed uniformly from the lower 
to the upper boundary of the price; it has been proven that the middle of this range 
covers most customers’ WTP, and the other parts are less representative (Bodea and 
Ferguson 2014). So, such a bell-shaped function as logit’s explains this feature more 
realistically than a linear, exponential, or power one, which adds to the attraction 
of this function to be used in the research. More importantly, determining a price 
range for products has been one of the main challenging requirements of linear and 
other convex functions. According to the formulation of the logit function, when the  
price goes to zero, demand approaches the market size, and it goes to zero when 
the price converges to infinity. Hence, by taking into account logit formulation as  
the demand function, researchers would not have any necessity of defining any lower 
and upper boundaries for the prices, which can dramatically increase this function’s 
desirability. Besides the prementioned advantages, enjoying the opportunity of both 
estimating this function’s parameter by regression methods and proposing the most 
realistic representation of decision-makers’ mode-switching manners are other eye-
catching features of it.

All in all, power and linear demand functions are the most popular ones in the 
related literature. The reason for choosing one of them over the other has not been 
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clearly stated in the papers, and seemingly, authors use them randomly (Yaghin, 
Ghomi, and Torabi 2014). In a special case, (Huang 2013) mentioned that the number 
of echelons in a system can determine the best-applied function. That is, if the sys-
tem is a single-echelon one, all functions can lead to similar results, and this would 
provide the researchers the opportunity of selecting them randomly. However, they 
must pay more attention to the function selection process in multi-echelon systems 
since different functions result in different conclusions. Nevertheless, when it comes 
to the logit function, Duan and Ventura (2020) stated that the range of price devia-
tion is the main selection criteria. Linear or power curves can perfectly formulate 
the small variation in the price, but forecasting demand in an extremely large range 
of prices requires applying the continuous price adjustment, which is provided in 
the logit function. It is worth clarifying that in the case of a fixed-demand elasticity, 
using power function is the smartest choice.

2.4  PRICING MODEL APPLICATIONS

These models have been used in many different industries, such as manufacturing, 
retailing, e-commerce, and hospitality, some practical studies and mathematical 
optimization models of which are presented as follows. According to Kienzler and 
Kowalkowski (2017), more than half of the pricing research papers concentrate on 
goods, and this number is much fewer for “focused-on-service” articles (59% and 
23%, respectively). It is worth mentioning that a recent research trend has revealed 
a shift from goods to services studies. “Good-related” papers are also classified 
into two different categories of business-to-business (B2B)—transactions between 
businesses—and business-to-customer (B2C)—direct transactions between busi-
nesses and customers. The latter forms 62% of related articles, while 48% of  
them cover B2B topics. As an independent research category, the number of B2C 
pricing studies, which mostly consider the demand side of the supply chain, are 
four times the number of B2B articles. Psychological, differential, product-line, 
and competitor-oriented pricing are the most common topics of B2C papers, while 
domestic and international market conditions are the main determining strategies 
for B2B studies.

2.4.1  iNduStrieS aNd exaMpleS

To find the effects of pricing strategies in practical subjects, their applications in two 
real problems are assessed in this section.

Transportation demand management (TDM) is defined as a set of strategies used 
to change commuters’ travel behavior to improve the transportation system effi-
ciency by decreasing travel demand and traffic congestion or by shifting trips in time 
or space (www.actweb.org). Many different strategies, such as parking management, 
congestion pricing, employer-based transportation programs, and land use, to name 
but a few, are assumed as the main TDM components. Specifically, pricing plays 
a critical role in TDM in two direct and indirect ways, which are explained here 
(Ferguson 1990).

http://www.actweb.org
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Considering the indirect effect of pricing in TDM, its influence in parking manage-
ment strategies is noticeable. Parking management involves a variety of techniques 
used for making the best use of parking facilities by both changing transportation 
modes to “multi-occupant vehicles” and decreasing parking demand. Park sharing, 
space allocation to different categories of users, and pricing are the most impor-
tant methods that can be classified as parking management strategies. Generally, 
parking pricing diminishes the total number of “single-occupant vehicle” trips in 
the priced areas and increases the shared-car travels and public transportation in 
the very region. Variable parking rates, dynamic parking tax, parking cash-out, and 
unbundling parking costs are the main pricing strategies that help the parking man-
agement process (Litman 2016).

Pricing strategies can also directly affect TDM in a variety of ways. Congestion 
pricing (CP), defined as a variety of disincentive methods used to shift congestion 
in space during peak hours, is the most noticeable strategy in traffic management. 
Different toll rates for various highway lanes, entire roadways, and freeway ramps, 
as well as cordon and area-wide charges, are the main CP strategies (United States 
Department of Transportation—Federal Highway Administration). All in all, com-
muter traffic demand is insensitive to gasoline price since fuel makes up only a 
small part of driving costs. Conversely, it is highly sensitive to parking management 
strategies and congestion pricing, so it can be mentioned as the most reliable traffic 
management strategy (Steiner 1992).

The application of pricing in electricity market management is another practical 
instance, which is elaborated upon here. Demand response is a program that focuses 
on end-customers to change their normal consumption patterns by varying the price 
of electricity or providing them some incentives or disincentives (U.S. Department of 
Energy). The beneficiaries of running this program are customers, system operators, 
and the environment. It reduces both the capital and operation costs of the companies— 
as the main consumers—enhances the grid stability, decreases the investment in 
improving the power grid, shifts the peak demand, and reduces carbon emission 
by curtailing electricity consumption and increasing renewable energy usage. This 
program is classified into two categories of price- or incentive (event)-driven types 
(Hussain and Gao 2018).

Price-driven demand response (PDDR) is defined as a set of financial motivations 
or punishments to increase grid flexibility. Such different pricing programs as real-
time pricing (RTP), critical peak pricing (CPP), time of use (TOU), and peak-time 
rebate (PTR), are its major strategies. In RTP pricing strategy, the price of electricity 
changes continuously due to real-time supply and demand (Widergren et al. 2012). 
In a TOU program, a static pricing portfolio for both peak and off-peak seasons is 
proposed to encourage customers to change their consumption behavior (Di Cosmo, 
Lyons, and Nolan 2014). PTR provides a reward (as a rebate in their bill), usually for 
residents or small businesses, to shift or decrease their energy use during peak events 
(Hussain and Gao 2018). In a CPP program, consumers receive financial motivation 
in extreme peak periods to either shift their consumption from peak hours or reduce 
it during that period. This strategy is normally used in warm summers or cold win-
ters during which a high demand for power causes serious problems for the system. 
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Regarding the differences between CPP and TOU programs, CPP’s value is much 
higher than TOU’s pricing rate. Moreover, the former’s usage period is limited to 
only a few days—when the generating utilities cannot cover total energy—while 
the latter provides a fixed tariff for most days of the year (Mohagheghi et al. 2010).

2.5  MATHEMATICAL MODELS

Two instances of mathematical formulations used to model related problems in the 
literature are presented hereafter.

2.5.1  FirSt Model

Burwell et al. (1991) presented an optimization model to maximize retailers’ profit 
by determining lot size, pricing, and order-level variables; allowing shortages; and 
offering discounts. Demand is considered a price-dependent (monotonically decreas-
ing) function in their study.

Terminology and Notations

Parameters Decision variables

C0 Cost of ordering P Price
Cs Cost of shortage Q Lot size
Cm Variable cost of marketing S Order level
r Unit cost of transportation
v The unit cost charged to the retailer
D=D(p) Demand for the product

Model Development

Maximize : , , ( )π P Q S PD vD C D C D Q C Q S Q rvS Qm s( )= − − − + −( ) +0
2 22 2  (2.1)

Solution Approach
The first and second derivatives of the objective function (Eq. (2.1)) with respect to 
P have shown that total profit is a concave function of P considering fixed values for 

both Q and S. So, the optimal value of P, P Q* ( ) , is achieved by solving Eq. (2.2):

∂ ∂ = + − − − ′ =π p D P C Q v C Dm[ ( ) ]0 0  (2.2)

Likely, a similar procedure has revealed that the objective is also a concave function 

of S for given values of p and Q; hence, Eq. (2.3) can be used to determine S Q* ( ):

C Q S rvS C Q S rvS Qs s−( )− = −( )− =( ) 0  (2.3)

Finally, to find the optimal value of Q, P, and S, initially the profit function is derived 

by assuming Q as its only decision variable: π π1 Q P Q Q S Q( )= ( ) ( )( )* *, , ; then, 
one iterative solution procedure (shown in Figure 2.2) has been used:
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2.5.2  SecoNd Model

Duan and Ventura (2020) used a logit price–dependent demand function (Eq. (2.9)) 
to find the optimal values of pricing, supplier selection, order quantities, and order 
frequencies with the aim of total profit maximization. The detailed description is 
presented as follows:

Terminology and Notations

Parameters Sets

Ki Setup cost of ith supplier r Set of suppliers, indexed by i
ci Unit purchasing cost from ith supplier

Decision variables

Fi Total capacity of ith supplier P Unit price
qi Product quality level of ith supplier Ji Number of orders from ith 

supplier in a cycle
qa The average product quality which is 

required
Qi Quantity of orders from ith 

supplier
h Inventory holding cost (unit per time 

unit)
Q′ Overall order quantity in a 

cycle
m Maximum orders numbers in a cycle T Length of a cycle
D Product demand Ti Time to consume an order from 

ith supplier

Model Development

Maximize Z DP
D

Q
J K

h J Q

Q
D

J c Q

Q
i

r

i i
i

r

i i i

r

i i i
= − − −

=

= =∑ ∑ ∑
1

1

2

1

2
(2.4)

S.t.

′ =
=

∑Q J Q
i

r

i i

1

. (2.5)
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FIGURE 2.2 The solution approach procedure of the first model.
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DQ J Q Fi i i’≤ ∀i (2.6)
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(2.8)

D p C e ea bp a bp( )= +− +( ) − +( )( )1 C a b> <− >0 2 0, , (2.9)

J integeri ≥ 0, ∀i (2.10)

Q D Pi ≥ ≥ ≥0 0 0, , ∀i (2.11)

With the goal of maximizing total profit, the constraints of not exceeding both the 
suppliers’ capacity and the maximum number of orders in a cycle as well as meeting 
product quality requirements are also formulated.

Solution Approach
A two-stage piecewise-linear approximation algorithm is applied to find near-optimal  
solutions. To do so, the authors have used Lundell’s (2009) proposed method to deter-
mine their breakpoint selection policy.

2.6  RESEARCH TRENDS

Determining the main trends in pricing policy has a considerable effect on improv-
ing researchers’ creativity, which leads to the formation of novel values and contri-
butions. Thus, with the goal of presenting the recent research trend, in this section, 
most related studies are classified and proposed as different categories. These groups 
and their articles are presented as follows.

2.6.1  iNveNtory aNd priciNg

For the first time, Whitin (1955) considered economic order quantity models in 
pricing decisions with the goal of determining price and inventory level simultane-
ously. By assuming a linear price-dependent demand function, he applied a sequen-
tial algorithm to find the optimal price by receiving the inventory level, which was 
calculated in the previous stage. Hartwig et al. (2015) investigated the influence of 
strategic inventories on performing a supply chain in a two-period problem with a 
price-dependent demand function. This paper has shown that it improves the effi-
ciency of the supply chain by narrowing the supplier’s power in the market.

Moreover, Güler, Bilgiç, and Güllü (2015) evaluated the effects of customers’ ref-
erence price and the product’s retail price in the profit of a supply chain. Simultaneous 
optimization of pricing and inventory decisions was the main objective of this article, 
achieved by developing a multi-period stochastic price-dependent demand model. 
Taleizadeh and Noori-daryan (2016) used a Stackelberg game—Nash equilibrium 

′
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concept—in a two-echelon supply chain to find pricing decisions and ordering quan-
tities between each two presented layers. Covering of all customer demands (without 
any shortage) and minimizing supply chain cost were the major goals of this article. 
In a similar study, Heuvel and Wagelmans (2006) formulated a deterministic, multi-
period demand-dependent model in an economic lot size model to make pricing and 
ordering decisions optimally.

Díaz-mateus et al. (2018) proposed a constrained multinomial logit function to 
find the demand level in a three-layer supply chain and take into account both cus-
tomers’ willingness to pay function and their economic as well as social differences. 
Also, Wu et al. (2017) studied product expiration dates and their life cycles; first, 
he calculated items’ deterioration rate and then explored their freshness-dependent 
prices. In a similar study, Jadidi, Jaber, and Zolfaghari (2017) studied optimizing 
such decisions as pricing, inventory, transportation capacity, and transportation cost 
to maximize the profit of both players of the supply chain and customers in a single-
period, single-product, supplier–buyer chain.

2.6.2  Facility locatioN aNd priciNg deciSioNS

Mahootchi and Husseini (2015) developed a multi-period, multi-product, multi-layer 
network to satisfy customers’ price-dependent demand in a supply chain. In this 
study, not only were designing and redesigning decisions, pricing, and capacity plan-
ning investigated, but budget and capacity limitations were also formulated to make 
the study closer to reality. Afterward, Fattahi, Govindan, and Keyvanshokooh (2017) 
considered a multi-period supply chain and classified the problem’s decisions into 
two categories of tactical (like retailing) and strategic (such as redesigning of the 
supply chain) where demand is a stochastic price-dependent function.

Making pricing, location, transportation, and production decisions in a multi-
leader, multi-follower game, where all players are independent supply chains and 
a multi-product supply chain versus supply chain competition holds, is studied by 
Saghaeeian and Ramezanian (2018). In this competition, all new and existing sup-
ply chains compete to satisfy more demand, which behaves like a stochastic linear-
dependent function. Similarly, Rezapour et  al. (2015) considered a supply chain, 
which is responsible for producing and distributing new products, and a new rival 
supply chain, which can provide not only new products but also reproduced ones 
to the market. Consequently, two internal and external competitions: for supplying 
products in the new supply chain and between two chains for covering more price-
dependent demand are considered.

Managing returned products, which is a function of the return price, in a closed-
loop supply chain with different product qualities has been surveyed by Farshbaf-
geranmayeh, Taheri-moghadam, and Torabi (2020). Evaluating the profitability of 
providing costly incentives to increase the number of returned products in the case 
of not reaching a specific returned products’ threshold is one of this article’s chal-
lenges. Likewise, simultaneous optimization of reverse and forward flows of a multi-
stage, closed-loop supply chain was studied by Atabaki, Khamseh, and Mohammadi 
(2019). In this mixed-integer linear programming network design model, customer 
zones have price-dependent demand. Such realistic constraints as the capacity and 
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number of facilities have been added to the mathematical model to turn it to an accu-
rate formulation of real problems.

2.6.3  Supplier SelectioN

Making joint procurement and selling price decisions in a newsvendor model 
by considering different suppliers and “the total cost before selling season” has 
been studied by X. Hu and Su (2017). It has revealed that the more preseason 
cost the seller has to pay, the less optimal order quantity he or she will have, the 
higher optimal price customers will suffer, and the less profit the newsvendor will 
achieve. Moreover, it has been proven that first, separate procurement and selling 
policies results the weaker performance compared to the integrated strategies, and 
second, both total profit and purchasing time rise as the result of increasing the 
number of suppliers.

Noori-daryan, Taleizadeh, and Jolai (2017) also provided an investigation for 
a single-product supply chain including multi-national suppliers, whose produc-
tion capacity is limited, and a retailer; the retailer suffers from uncertainty in the 
response time of his or her order, and demand is both price and delivery lead time 
dependent. Moreover, selecting suppliers from among the potential ones, determin-
ing order quantities as well as the optimal number of orders, and optimizing the sell-
ing price for one type of product in a single-retailer multi-supplier supply chain has 
been studied by Adeinat and Ventura (2015). By considering Karush–Kuhn–Tucker 
conditions, they also have shown the effects of suppliers’ capacity in the sourcing 
process under capacity and quality constraints. Combining dynamic pricing and the 
supplier selection problem in a multi-period, single-product supply chain with sup-
ply and demand uncertainties and a price-dependent demand has been addressed 
by Feng and Shi (2012). Determining the influence of multiple sourcing on total 
expected profit and contrasting it with dynamic pricing effects was another contribu-
tion of this article. An extension to their model was presented by Duan and Ventura 
(2020). They used a logit price-dependent demand function to find an optimal solu-
tion for supplier selection, inventory decisions, and pricing problems simultaneously. 
The related literature is summarized in Table 2.3.

According to Table 2.3, three main topics can be mentioned for future research. 
First, most of the pricing articles consider linear price-sensitive demand function 
since it is the simplest function and can lead the authors to the closed-form solution 
easily. However, as it is clarified in Section 2.3.3, there are some other functions 
that can model the actual behavior of demand more precisely. So, investigating 
different types of demand functions and using them in future pricing articles make 
related research studies more practical. Second, articles that addressed inventory 
variables or transportation flows usually considered one supplier in the problem, 
whereas it sounds more realistic if researchers model multi-supplier cases in their 
papers and formulate them as supplier selection problems as well. Third, taking 
into account disruption risk in the supply chain design and redesign with price-
dependent demand and making location and relocation decisions in multi-leader 
multi-follower games with demand uncertainty are other possible contributions for 
future studies.
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3.1  INTRODUCTION: BACKGROUND AND DRIVING FORCES

Display inventory is one of the most important aspects of retailing to stimulate demand 
and improve customer awareness. According to Levin (1972), “at times, the presence 
of inventory has a motivational effect on people around it. It is a common belief that 
large piles of goods displayed in a departmental store lead the customers to buy more.” 
An empirical investigation by Desmet and Renaudin (1998) also established that shelf-
space elasticity remains positive for various product categories, such as toys, consumer 
electronics goods, vegetables, clothes, furniture, books, sports equipment, musical 
instruments, and baked goods. Balakrishnan, Pangburn, and Stavrulaki (2004) state 
that the presence of inventories can stimulate demand for several reasons, such as 
“increasing product visibility, kindling latent demand, signaling a popular product, 
or providing consumers an assurance of future availability.” This demand-stimulat-
ing influence of display inventory, sometimes referred to as the “billboard effect,” is 
explained by reasons such as increased visibility, perception of the product’s popular-
ity, and consumer awareness. It is common to find glamorous and scientifically orien-
tated displays of products in stores, referred to as “psychic stock” by retailers. Urban 
(2005) stated, “Operations management literature has recognized this motivating 
effect of inventory on product demand function, and models have been developed that 
incorporate this relationship.” Empirical evidence from both marketing and operations 
management literature has demonstrated that demand is inventory-dependent in super-
markets, home appliance stores, and magazine retailers, among others (Koschat 2008). 
It motivates researchers as well as practitioners to explore the effect of variability of 
the inventory-level-dependent demand rate from different perspectives. Extensive lit-
erature in this stream of research exists (see, e.g., Silver and Meal 1969; Ritchie and 
Tsado 1985; Padmanabhan and Vrat 1995; Goyal and Chang 2009; Panda, Saha, and 
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Basu 2009; Yang, Teng, and Chern 2010; Teng et al. 2011; Saha, Das and Basu 2012; 
Yang 2014; Moon et al. 2017; Pando, San-José, and Sicilia 2020).

In this chapter, we primarily select representative publications on display-inventory- 
dependent demand based on the following three criteria, which are listed in order of 
their priority. First, we highlight the influences of some key factors associated with 
decision-making in these circumstances. Second, we emphasize the categorization 
of the demand functions when the demands of consumers are sensitive to retailers’ 
decisions regarding display inventory. A mathematical model is used to demonstrate 
the computational complexity associated with the decision-making process. Finally, 
we summarize our work and discuss how the existing demand models can help us 
analyze a variety of problems and their limitations. We conclude this chapter with a 
discussion of potential research directions.

3.2  SOME KEY FACTORS ASSOCIATED 
WITH ON-SHELF INVENTORY

In-store inventory management continues to be a key issue in retail operations that 
affects not only the performance of the downstream firm—the retailer—but also 
members involved in the overall supply chain. It is well documented that modern 
retailers have increasingly benefited from the use of information technology for 
tracking inventory and technologies to improve operational efficiency. It is difficult 
to ignore the “billboard effect” in today’s retail practice to obtain a robust replenish-
ment decision. However, display inventories have both good and bad aspects, and a 
higher display inventory level sometimes discourages customers because it may indi-
cate that the product may be unpopular or of low quality or suggest future availability 
at lower prices. Researchers sometimes attribute this phenomenon to the perception 
of exclusiveness, fear of stock-outs, or bandwagon effects. This damaging relation-
ship between display inventory level and demand, which is relevant for products such 
as exclusive automobiles or gift items and special wines, is often called the “scarcity 
effect” (Cachon, Gallino, and Olivares 2019).

Therefore, how to balance the billboard and the scarcity effects of display inven-
tory is always a challenging issue for retail firms. Moreover, an appropriate allocation 
scheme for the replenishment quantity between a retail store’s backroom and shelf 
space is always an issue. Retailers’ strategic measures regarding demand function 
estimation can, in this regard, cause an adverse effect on not only themselves but also 
on consumers as well as all associates in the supply chain. Several factors exist affect-
ing such a complex decision-making process—we present some of them in Figure 3.1.

Price: Consumer demand is affected by many factors, and price is one of the 
key influences. In the literature, several researchers study the joint influence of 
display stock and the retail price. Since demand decreases as time progresses due 
to the decrement of display stock level, it is therefore always challenging for retail-
ers to decide whether they need to set a uniform price or adjust the price dynami-
cally as time progresses. Consequently, the following issues are relevant. First, if 
the retailer increases the selling price, then customers may move to other stores. 
Second, if the retailer decreases the selling price, then, due to the sudden rise in 
demand, the retailer may face stock-out problems. Third, if the retailer fixes the 
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price throughout, then the retailer may also lose a potential opportunity to skim 
profit at the beginning of the replenishment cycle or lose potential consumers dur-
ing the end of the cycle.

Remark: Dynamic pricing decisions under stock-dependent demand, whether it is 
a continuous (Dye and Ouyang 2005; Panda, Saha, and Basu 2009) or discrete-time 
(San-José et al. 2019) framework, remain an important research issue. More analysis 
is necessary for this direction because the static pricing models (Maiti and Maiti 
2005; Cárdenas-Barrón et al. 2020) sometimes fail to replicate the pragmatic prac-
tice during the entire replenishment cycle, especially for deteriorating or fashionable 
products.

Holding cost: Appropriate display of inventory by preserving its freshness level 
during the replenishment cycle always requires additional investment. Therefore, the 
holding cost for a retailer should be time varying. However, perhaps due to analytical 
tractability, replenishment decisions are made by assuming holding cost as constant 
in many studies (Yang 2014), although there exists a potential amount of articles 
where holding cost is assumed as a nonlinear (Chang 2004; Urban 2008; Alfares 
2007; Pando, San-José, and Sicilia 2019) increasing/decreasing function of time or 
even as a function of replenishment quantity. Therefore, the following issues are rel-
evant. First, if the holding cost increases, in particular for deteriorating items toward 
the end of their lifespan, there is a potential scope to study the effect of dynamic 
pricing under stock-dependent demand. Second, it is always challenging to rent a 
large space in a busy supermarket; consequently, the retailer may use a warehouse or 
backroom to keep additional replenishment not only to reduce holding costs but also 
to decrease the deterioration rate as well as the ordering cost.

Remark: In a single- or multi-item replenishment decision process, how to cat-
egorize products based on holding cost and integrating strategic pricing decisions 
is another avenue of research under the influence of stock-dependent demand. For 
stock-keeping unit managers, it is important to select products to be displayed, 
with optimal allocation in limited display space to minimize deterioration and 
holding cost.

Main factors affecting replenishment decision under stock dependent demand

Deterioration 
• Instantaneous (Dye and Ouyang 2005)

• Non-instantaneous (Zhang, Wang, Lu, and 

Tang 2015)

Price
• Static (Saha and Goyal 2015)

• Dynamic (Dey, Chatterjee, Saha, and Moon 

2019)

Trade Credit
(Min, Zhou, and Zhao 2010)

Holding cost
• Linear (Chen, Chen, Keblis, and Li 2019)

• Non-linear (Alfares 2007)

No zero ending inventory measure
• Positive end inventory (Shaikh et al. 2019)

• Partial backlogging (Yang, Teng, and Chern 

2010)

Single vs. Multiple items
• Substitute products (Krommyda, Skouri, 

and Konstantaras 2015)

• Complimentary products (Dehghanbaghi 

and Sajadieh 2017)

FIGURE 3.1 Factors affecting replenishment decisions and the main sources addressing them.
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Deterioration: Ghare and Schrader (1963) first captured the effect of product 
deterioration and proposed the corresponding governing differential equation. The 
deterioration of most physical goods is common, and in the literature, the prod-
uct deterioration rate is generally classified into two categories—instantaneous 
(Bhunia et  al. 2014) and non-instantaneous (Zhang et  al. 2015)—based on the 
nature of the products. Some misapprehensions exist regarding the starting time of 
product deterioration for the latter type of products within the replenishment cycle, 
but it is relevant to study replenishment decisions for these categories of prod-
ucts. Some items deteriorate continuously as time progresses; however, the rate is 
sometimes proportional to the amount of display inventory (Bakker, Riezebos, and 
Teunter 2012; Önal, Yenipazarli, and Kundakcioglu 2016). Some products, such as 
milk or bakery items, have fixed lifetimes, after which they deteriorate completely. 
The problem becomes more challenging when the items are perishable, such as 
milk, vegetables, and dairy products. Therefore, deterioration increases the deple-
tion rate of the items in stock. Since the demand is affected by the display inven-
tory level, how to keep them fresh is a fundamental challenge faced by the retailer. 
Although for deteriorating items, shelf-life restrictions force the retailers to keep 
fewer items in stock, and they tend to keep high levels of inventory in anticipation 
of higher demand (Goyal, Levi, and Segev 2016). In this regard, investment in 
preservation technology to slow down deterioration also becomes relevant (Hsu, 
Wee, and Teng 2010). Therefore, the following issues are to be noted: first, to 
capture the practicality, researchers used complex functions such as Weibull or 
normal distribution functions and a linear time-dependent deterioration function, 
and that leads to a complex nonlinear optimization problem. The determination 
of closed-form expression is almost impossible under such scenarios. Therefore, 
particularly in the supply chain environment, how to model the deterioration effect 
is a challenge. Second, another challenge is how investment in preservation tech-
nology affects the pricing decision as well as waste minimization to ensure future 
sustainability.

Remark: Empirical studies are necessary to validate assumptions regarding the 
deterioration function used in literature and its influence on replenishment decisions 
under stock-dependent demand.

Non‑zero end inventory measure: The replenishment decision by allowing 
shortages is one of the fundamental factors, not only under the stock-dependent-
demand function but also in several others. However, under stock-dependent demand, 
two groups of literature exist: (1) models where shortages are allowed (Tiwari et al. 
2017), and (2) a positive ending condition for the inventory level at the end of the 
replenishment cycle (Yang 2014; Pando, San-José, and Sicilia 2019). In the litera-
ture, various models are formulated by allowing storages by assuming a complete 
(Khan et al. 2020) or partial backlogging opportunity (Duan et al. 2012). To rep-
licate the effect of consumers’ waiting time, models are formulated by assuming 
the constant, time-dependent, or exponential distribution function as a backlog rate 
(Chang, Goyal, and Teng 2006; Maihami and Abadi 2012). However, the second 
group of literature is somehow more important under stock-dependent demand. The 
main question is if demand is stock dependent, then the retailer might not wait until 
the inventory becomes zero or negative; rather, it will be more relevant to explore 
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the characteristics of optimal decision that can control both initial and non-zero end 
inventory levels (Chen et al. 2016).

Remark: In the age of information technology, it is always crucial to study whether 
the functional relations used for representing the backlogging rate can replicate the 
section of consumers’ minds whose purchase decision is affected by display stock. 
Second, a replenishment decision model that can deliver the optimal triplet price- 
initial-and-end-inventory decision is more pragmatic under stock-dependent demand.

Trade credit: In the changing landscape of the business environment, it is almost 
impossible to ignore the effect of firms involved in facilitating credit, whether under 
the guise of trade credit, trade finance, working capital, or supply chain finance 
(Chung and Cárdenas-Barrón 2013; Guchhait, Maiti, and Maiti 2014), on the perfor-
mance of the decision process. The tangible advantage of delayed payments is that 
suppliers give capital access and empower the downstream retailer to expand order 
sizes by preventing their business patterns to face a liquidity bottleneck. Equally, in 
this way, they not only help to increase the competitive position but also establish a 
lantern relationship with their business partners. Goyal (1985) demonstrated that the 
order quantity increases if predefined payment delays are allowed when contrasted 
with the traditional economic order quantity (EOQ) model. The replenishment deci-
sion under stock-dependent demand allowing a permissible delay in payments has 
been a notable topic of research in recent years (Teng et al. 2011).

Remark: Most of the studies exploring the influence of trade credit under stock-
dependent demand primarily focused on the retailer’s perspective, but it is more 
important to explore the decision under a multi-echelon supply chain setting to 
obtain realistic decisions.

Single vs. multiple items: The demand for an item in the store is also depen-
dent on the inventory level for the other items on the shelf (Corstjens and Doyle 
1981; Martínez-de-Albéniz and Roels 2011; Moon, Park, Hao, and Kim 2017). 
Therefore, it is reasonable to assume that the demand for each product will be 
affected negatively by the presence of others, that is, substitutable products and the 
presentation makes a positive effect (i.e., complementary products). Many firms, 
like departmental/supermarket managers, keep and order a group of items simul-
taneously, rather than individually. This class of problem is called “product assort-
ment,” a retailer that optimizes its shelf space allocation among a given selection of 
products and sometimes their prices. Urban (1998) introduced this class of problem 
and used a trial-and-error search technique to obtain a near-optimal decision. Most 
recently, Goyal, Levi, and Segev (2016) considered a single-period joint assort-
ment and inventory-planning problem under dynamic substitution with stochastic 
demands.

Remark: Most of the studies explore replenishment decisions for single-item 
products under the display stock–dependent demand. Therefore, more studies are 
warranted by focusing on the effect of display stock for complementary vs. substitute 
products, and their effect on pricing and ordering decisions.

Note that the influence of time (Prasad and Mukherjee 2016), promotion or adver-
tisement (Sana and Chaudhuri 2008), lead time (Michna, Nielsen, and Nielsen 2013), 
rebate (Dey et  al. 2019), capacity constraint (Dye and Hsieh 2011), etc., are also 
important factors affecting replacement decisions under stock-dependent demand.
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3.3  TYPES OF DEMAND FUNCTIONS AND THEIR 
ADVANTAGES AND DISADVANTAGES

In the last couple of decades, numerous theoretical display stock–dependent demand 
models have been developed to investigate the impact of display stock on consumer 
demand and study the firms’ optimal replenishment decisions for single or multiple 
echelon supply chain settings (Huang, Leng, and Parlar 2013). It is possible to clas-
sify inventory-level-dependent demand into three main categories based on the lim-
its for display quantity, as shown in Figure 3.2.

Moreover, it is possible to classify each component of demand into two categories: 
(1) additive, that is, linear function of display stock, and (2) multiplicative, that is, 
non-linear function of display stock along with other factors affecting demand func-
tion. Note that the impact of inventory depletion is not always steady with respect to 
time, in the later phase of the replenishment cycle; inventory depletion will have a 
higher diminishing effect. Therefore, the non-linear function may be closer to real-
ity. Moreover, the stock-dependent demand is also categorized as sensitive to the 
initial inventory level and the instantaneous inventory level.

Note that coefficients ai (>0), i=1, 2, 3 and bi, (>0) i=1, 2 may be the constant 
demand rate independent of stock level or function of price (Saha and Goyal 2015), 
time (Saha, Das, and Basu 2012) and other variables. β(>1) is the stock-sensitive 
demand parameter when demand is nonlinear, and I(t) represents the level of display 
inventory at any time t. s0 and s1 represent upper and lower limits of display stock 
level.

In single-component demand (Chakraborty, Jana, and Roy 2015), it is assumed 
that the demand increases (or decreases) according to display stock level. Therefore, 
more inventory means more demand. This restricts reality in the following sense. 
First, from the perspective of increasing consumer demand, too much display of sim-
ilar products can always create a negative impression of the product. Second, it is not 
feasible for a retailer to place all the replenishment quantity on the shelf, especially if 
items are deteriorating in nature. Finally, toward the end of the replenishment cycle, 
due to the lower amount of available quantity, display inventory becomes unable to 
make a similar impact on consumers compared to the beginning.

Consequently, the researchers propose a two-component demand (Yang 2014). 
The main motivation is to make the demand function more pragmatic to replicate 
the lower display effect during the end of the replenishment cycle. Therefore, it is 
assumed that if the level of display inventory reaches a certain level, s1, then its impact 
on consumers remains constant. However, the major limitation both for single, that is, 
simply instantaneous inventory-level-dependent demand and two-component instan-
taneous inventory-level-dependent demand is that more stock on the shelf leads to 
more profit/lower cost. Therefore, in practice, it is hard to obtain a feasible optimal 
order quantity for a retailer under instantaneous inventory-level-dependent demand 
if holding cost or ordering cost is sufficiently low (Dye and Ouyang 2005). Chang, 
Goyal, and Teng (2006) pointed out this issue and argued that “too much piled up in 
everyone’s way leaves a negative impression on buyer.” The authors recommended an 
introduction of a constraint as an upper limit on the shelf because most retail outlets 
have limited shelf space. To overcome this limitation of inventory-level-dependent 
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demand, researchers proposed a market-oriented three-component demand function 
(Panda, Saha, and Goyal 2013). This group of authors argued that “in practice, the 
demand rate would not be dependent on display inventory level for the large stock. It 
would be displayed inventory level dependent within a range and beyond the range it 
is constant.” Overall, this representation of three-component demand can be consid-
ered as a two-component stock-dependent demand with an upper limit measured on 
available shelf space. Consequently, it can be argued that three-component demand 
is the generalized version of the stock-dependent demand functions (Bhunia et al. 
2014). As presented in Figure 3.2, the demand rate in a three-component demand 
function varies with the display stock level within the range s0 to s1. Outside this 
range, the demand rate becomes constant. If s0 → ∞ and s1 → 0, the three-component 
demand function is converted to single-component stack-dependent demand, which 
is discussed extensively in the literature (Sarkar 2012; Chen et al. 2019). If s1 → ∞,  
the demand function is converted to two-component stack-dependent demand, which 
is also common in the literature (Dye and Hsieh 2011).

Some of the functional forms used to characterize the display effect on the 
demand function with other relevant factors are presented in Table 3.1.

TABLE 3.1
Overview of Various Stock-Dependent Demands
Author Demand type Functional form

βSajadieh, Thorstenson, Single-component 
and Jokar 2010; non-linear in stock a

Lee, Wang, and Chen dependent demand
2017

Chung and Cárdenas- Single-component linear 
Barrón 2013 in stock dependent 

demand

Saha, Das, and Basu Single-component linear 
2012 stock, price, and 

exponential time-
dependent demand

Chen et al. 2019 Single-component linear 
stock and price-
dependent demand 
with demand decrease 
rate (μ)

Qin, Wang, and Wei Single-component linear 
2014 stock, and generalize 

price (H(p)) and time 
(N(t)) dependent 
demand

Yang 2014, Two-component 
non-linear stock-
dependent demand
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Author Demand type Functional form

Chang, Teng, and Goyal 
2010

Two-component linear 
stock-dependent 
demand
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Shaikh et al. 2019 Two-component linear 
stock and price-
dependent demand
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Therefore, if the replenishment decision can be proposed under a three- 
component demand function, it can also be achievable to derive decisions for others. 
However, the exact values of s0 and s1 may vary from product to product. The single-
component demand functions are widely used in the literature because it may lead 
to explicit results, and it is somewhat easy to estimate its parameters in an empirical 
study. However, for a supply chain setting, even a small change in demand informa-
tion results in a significant change in profitability, thus more work is warranted in 
this direction.

3.4  AN OVERVIEW OF THE MODEL UNDER 
STOCK-DEPENDENT DEMAND

Although the literature on replenishment decisions under stock-dependent demand is 
widespread, most of the studies focus on the replenishment decision for a single firm 
or restrict their focus to only a single-component demand function if models are for-
mulated under a supply chain setting. Along with the recognition of the importance 
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of display stock level, researchers also initiated the pricing and replenishment deci-
sion in the supply chain framework. However, the work in this direction is limited. 
For example, Wang and Gerchak (2001) proposed models for coordinating decen-
tralized two-stage supply chains when demand is shelf-space dependent. The authors 
explored the Nash equilibrium. Zhou, Min, and Goyal (2008) explored the coordina-
tion issue where the manufacturer adopts a lot-for-lot policy where demand is stock 
dependent. Yang and Zhang (2014) analyzed the effect of trade credit and quan-
tity discounts from the perspective of achieving supply chain coordination under a 
stock-dependent demand rate. Saha and Goyal (2015) studied the effect of trade and 
direct rebate and wholesale price discount contracts. Chakraborty, Jana, and Roy 
(2015) formulated the model under a three-echelon supply chain, but they optimized 
centralized supply chain profit, not individual profits. The joint economic lot-sizing 
(JELS) problem is more popular under stock-dependent demand, and game-theoretic 
decision models are sanity. The idea of optimizing the joint total cost or profit in a 
single-vendor two-echelon supply chain model was considered early on by Goyal 
(1977), where the authors introduced the concept of JELS. In this direction, the work 
of Sajadieh, Thorstenson, and Jokar (2010); Giri and Bardhan (2015); and Michna, 
Disney, and Nielsen (2020) are worth mentioning. If looking to analyze the sup-
ply chain decision under a two- or three-component demand function, it is almost 
impossible to obtain a closed-form solution. Therefore, the optimal decision under 
the game-theoretic approach is still missing in the literature. To provide an overview 
in this regard, we formulate a simple model to determine the pricing-replenishment 
decision.

We consider a three-component linear demand function of the following form:

 D I t p

a bs p t t

a bI t p t t t

a p t t T

( )( ) =
+ − ≤ ≤
+ ( )− ≤ ≤
− ≤ ≤









,

,

,

,

0 1

1 2

3

0



 (3.1)

where I(t1)=s0, I(t2)=s1, and I(T)=0. T represents cycle time. Consequently, we obtain 
the following differential equation governing the variation of inventory level at any 
time t ∈ (0, T) as follows:
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Therefore, after solving Equation (3.2), we can obtain the inventory level (I(t)) as 
follows:
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Therefore, if h represents per-unit holding cost for the retailer side, the total hold-
ing cost (HC) can be obtained as follows:
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Consequently, the total profit per unit time (TPU) for the retailer and the manufac-
turer can be presented as follows:

 MaximizeTPU Q p
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where Ar, Am, and w represent ordering/setup costs for the retailer and manufacturer 
and wholesale price for the manufacturer. It can be noted that the objective function 
is non-linear in nature due to the presence of the logarithm function. Besides this, 
the total cycle time is also a function of price and initial order quantity as follows:
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Therefore, the optimal decision for the retailer will be obtained by solving the fol-
lowing two equations simultaneously.
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From the expression on the right-hand side in Equation (3.8), the importance of the 
work by Chang, Goyal, and Teng (2006) can be noted in this direction; the upper 
limit on shelf space can ensure the optimality. However, the main point is that by 
solving differential Equations (3.7) and (3.8), it is impossible to find the closed-form 
representation without approximation. Consequently, as mentioned earlier, the opti-
mal decision under a generalized stock-dependent demand, that is, under a two- or 
three-component demand function is still missing in the existing literature under 
the game-theoretic framework. After solving the problem from the perspective of a 
retailer, we present optimal decisions in the following figure:

From Figure 3.3, it is obvious that the retailer needs to adjust the retail price pro-
gressively with the increment of the wholesale price. The total profit-per-unit time 
decreases, but the retailer needs to order more to compensate for the cost. Therefore, 
under a non-cooperative supply chain setting or the influence of the coordination 
contract mechanism, it is important to explore the nature of the optimal decision.

It should be noted that we ignore factors such as product deterioration, partial 
backlogging or non-zero end inventory level or backlogging, trade credit, dynamic 
pricing, and reference price effect, which are relevant. It is difficult to obtain the 
closed-form decision, which is important for exploring the nature of optimal deci-
sions under the game-theoretic framework. Therefore, it is necessary to apply some 
sort of algorithm expertise to solve such a complex decision-making model.

3.5  EXAMPLES OF OPTIMIZATION MODELS

In accordance with the discussion in the previous section, we can realize that find-
ing optimal decisions under the influence of stock-dependent demand is not straight-
forward. To solve the problem from the perspective of a single firm, researchers 
primarily rely on the iterative algorithm (Chung and Cárdenas-Barrón 2013; Yang 
2014; Shaikh et al. 2019), sometimes mixed with the numerical methods, such as the 
Newton–Raphson and Runge–Kutta methods. Moreover, researchers have used com-
mercial software such as Mathematica (Maihami and Abadi 2012; Giri and Bardhan 
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2015), Maple (Mishra, Singh, and Kumar 2013), and Lingo (Lee, Wang, and Chen 
2017). In this direction, some authors use a problem-specific heuristic to reduce com-
putational complexity (Olsson 2019). Recently, researchers employed some standard 
metaheuristics, such as the particle swarm optimization (PSO) technique employed by 
Bhunia et al. (2014), while determining optimal replenishment quantity under the joint 
effect of product deterioration and partial backlogging. Tiwari et al. (2017) also used 
PSO to determine the optimal order quantity while integrating the effect of the non-
instantaneous deteriorating product. Similarly, the genetic algorithm (GA) is employed 
by Guchhait, Maiti, and Mai (2014) and Mondal, Maiti, and Maiti (2014) to find the 
optimal order quantity for a retailer facing three-component stock-dependent demand 
for the deteriorating item, and Chakraborty, Jana, and Roy (2015) to find an optimal 
decision for a two-echelon supply chain facing linear stock-dependent demand. Önal, 
Yenipazarli, and Kundakcioglu (2016) used the tabu search (TS) technique while 
determining space-allocation decisions for a group of perishable products under stock-
dependent demand. A hybrid bat algorithm (HBA) is proposed by Dey et al. (2019) 
to obtain a dynamic pricing strategy for a retailer as well as a rebate scheme under 
three-component stock-dependent demand. Maiti and Maiti (2005) used the simulated 
annealing (SA) algorithm with a retailer facing three-component non-linear demand. 
Overall, replenishment decisions under the stock-dependent demand for multiple items 
can lead to an NP-hard (nondeterministic polynomial time) problem. Therefore, simu-
lation methods can be adopted to evaluate inventory-pricing policy instead of an opti-
mal solution to obtain deep insight, especially in a supply chain setting.

3.6  INDUSTRIES AND PRODUCTS AFFECTED BY THE FACTORS

As stated by Whitin (1957), “For retail stores, the inventory control problem for style 
goods is further complicated by the fact that inventory and sales are not indepen-
dent of one another.” There are plenty of items that experience inventory-dependent 
demand, which is what the consumers see on the shelf; therefore, sensitivity to stock 
is more applicable for business-to-consumer (B2C). For example, low inventory 
levels for apparel or packaged goods can decrease demand significantly, and it is 
referred to as the “broken assortment” effect. In recent years, modern retailers have 
increasingly benefited from the use of inventory-tracking technologies to improve 
operational efficiency and take advantage of the billboard and scarcity effects of 
inventories. There are examples of such conditions in electronics, automotive, and 
designer apparel industries where firms deliberately restrict the supply of their prod-
ucts to drive up demand (Xue et al. 2017). It is commonly presumed that the display 
item is the retailer’s primary point of contact with customers and a retailer keeps the 
space for the most valuable resources. On the operational side, there is naturally a cost 
difference between carrying an item in the backroom vs. on the retail shelf. These 
differences have only recently attracted attention from the inventory management lit-
erature (Yang and Zhang 2014). If the demand is relatively stable, then the retailer can 
use a fixed shelf inventory policy and keep additional products in the store to reduce 
holding costs as well as deterioration rate. If demand were non-stationary in nature, 
then dynamic adjustment of the on-shelf inventory levels and pricing decision would 
be more practical. On the other hand, display stock and product deterioration are not 
independent. According to Buzby, Farah-Wells, and Hyman (2014), the expected total 
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value of food product loss at the retail end in 2010 in the United States was $53.8 bil-
lion, primarily due to continuous deterioration. Therefore, joint dynamic pricing and 
the proper display are important tools for the retailer, not only to reduce such a finan-
cial loss but also to achieve future sustainability goals.

3.7  CONCLUSION AND FUTURE RESEARCH DIRECTIONS

In conclusion, we find that the display stock–dependent demand model proves to 
be useful in analyzing the replenishment decision model and has the potential to 
generate possibilities for developing new types of demand functions and solution 
methodology that can further be useful for other problems. The following are the key 
directions to be explored:

First, in academic literature and available retail software tools, some important 
solutions exist to minimize difficulties for day-to-day operations. However, there are 
limited options for the store managers to determine when and what products are to 
be selected for placement on their promotional display space, and disposal decisions, 
mainly for perishable inventory systems with the priority classes from the perspective 
of consumers. Therefore, more work is required in this direction. Second, in a competi-
tive market, prices of products are always a key factor that affects consumer decisions. 
Consequently, besides determining shelf space limits, replenishment quantity, and price 
separately for multiple products, a decision support system is always not only important 
for the retail managers; from the perspective of the overall supply chain operations, flex-
ibility and scalability to incorporate day-to-day operations is always a topic of research 
interest. Third, assortment planning receives considerable attention from researchers 
to propose a policy to achieve commercial success for a firm and its associated supply 
chain members. In these circumstances, the retailer’s binary decision to display prod-
ucts can affect the whole supply chain. Although the problem leads to complex NP-hard 
decision-making scenarios under the influence of the cross-selling and cross-price 
effect, dynamic product substitution, shelf-space capacity constraints, and consumer 
loyalty with a brand not only affect the financial benefits but also the long-term success. 
In this regard, exploring heuristic approaches to obtain near-optimal quantization and 
pricing decisions can be a new research trend. Finally, and most importantly, the opti-
mal analytical decision under game-theoretic approaches or a supply chain coordination 
contract is missing under a two- or three-component stock-dependent demand func-
tion that incorporates the effect of reference price, multiple items, product deterioration, 
dynamic pricing scheme, backlogging, etc. Therefore, more studies are required in this 
direction.
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4.1  INTRODUCTION

Rebates have become one of the most important and main advertising tools of 
manufacturers and retailers over the last decade (Li et al. 2016). Rebates have two 
main benefits. First, a rebate can keep customer expectations of future product 
prices while increasing demand (Khouja 2006, Khouja and Zhou 2010). By using 
a temporary discount per product, customers can help the store keep the price 
of the product constant, save on their purchase costs, and take advantage of a 
manufacturer or retailer rebate. Second, a rebate can reduce costs more than price 
markdowns due to low claim rates (Cho, McCardle, and Tang 2009). Consumers 
may not redeem cash for various reasons, such as not being sensitive to the rebate, 
forgetting to redeem, or long redemption time. As a result, the first offer of a 
rebate garners more profits (Li et al. 2016).

A rebate is used in different titles and modes like mail-in rebate (MIR), coupons, 
instant rebate, and retailer rebate, also known as a channel rebate. The most common 
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rebate is MIR in which customers, generally by following specific rules, can redeem 
cash by gathering paperwork, filling out forms, and submitting rebate requests within 
a specific time frame (Li et al. 2016). Briefly, MIR incentivizes consumers to buy 
a product or collections of products by offering them cash (Geng and Mallik 2011). 
MIR serves as a practical tool in many industries that have an important relation-
ship with short seasonal products, such as Nikon digital cameras (Muzaffar, Malik, 
and Rashid 2018). With a retailer rebate, the manufacturer, according to the quantity 
ordered, passes the rebate to the retailer, and then the retailer can pass part of it to 
the final customers (Muzaffar, Malik, and Rashid 2018).

There are different executions for both retailer rebates and MIR. Retailer rebates 
are paid for products of which the retailer sells more than the target level (Muzaffar, 
Malik, and Rashid 2018). Also, MIRs are prevalent in customer products like soft-
ware and electronics or home appliances and cosmetics (Geng and Mallik 2011).

Rebate value is the essential factor in wholesale transactions and has an effective 
role in gaining profit or loss in business. Many inventory models deal with different 
types of demand functions and rebates (Valliathal and Uthayakumar 2011).

Rebates are studied in both marketing and operations, broadly. Marketing consid-
ers price and consumer choice under a rebate, while operations focuses on the overall 
supply chain (SC) dynamics involving inventory and the profit implication of rebates. 
Considering the operations management point of view, two main types of rebate, the 
sales rebate and consumer rebate, are studied. The sales rebate changes from a manufac-
turer to a retailer when the specific circumstances for sales are provided. The consumer 
rebate, on the other hand, goes straight to the customer (Geng and Mallik 2011).

It should also be considered that the area of operations management is prosperous 
in models that investigate the amount of common orders and pricing decisions. In these 
types of models, management manipulates demand by changing product unit cost. Also, 
management can raise demand by incremental marketing costs. As the demand rate has 
a direct influence on batch sizing, models were developed to specify the optimal price, 
batch size, and marketing costs cooperatively. MIR is another way in which manufac-
turers and retailers can affect demand. Hence, management has an additional decision 
variable to bring under control: offering the optimal rebate value (Khouja 2006).

This chapter aims to study the effect of rebate contracts on demand from an oper-
ations management point of view. Therefore, the explanation and citation of other 
types of rebates are avoided.

First, the conceptual framework of rebate contracts is described, then the rebate-
sensitive demand functions, their cons, and their pros are presented. Some related 
case studies and examples of optimization models are then reviewed. Finally, the 
research trends and suggestions for future studies are presented, respectively.

4.2  CONCEPTUAL FRAMEWORK

It has been well observed that manufacturers and retailers, jointly or individually, 
offer a huge amount of rebates on a routine posted price with the aim of increasing 
item demand (Saha and Sarmah 2013). The effect of different types of rebates on 
demand is very wide and is studied in many papers.

Today, a highly competitive environment prevails in the industries; managing 
different but affiliate members of the SC are the most important summons of SC 
systems. Coordination models and the stimulus plans are implemented via the SC 
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contracts, which are collections of obligations and orders. These contracts offer a 
stimulus system (risk and reward sharing) also applied data to ensure that all mem-
bers of the SC are in line with the goals of the whole SC (Heydari and Asl‐Najafi 
2021). Figure 4.1 shows the type of coordination contracts in SC.

Revenue sharing: In this contract, the supplier offers the goods to the retailer 
at a lower wholesale price, and in return, the retailer gives part of its revenue to the 
supplier (Heydari and Asl‐Najafi 2021).

Quantity flexibility: The supplier permits the retailer to regulate their order 
quantity after knowing the exact amount of market demand. In this type of con-
tract, the retailer orders more than the specified quantity; in return, the supplier 
provides a definite amount more than the initial amount of the retailer, if necessary.

Quantity discount: In some cases, a quantity discount contract is like a sales 
rebate. The supplier regards a discount for ordering more than the specified amount, 
although the sales rebate agreement deals with two major parameters, sales target 
level and rebate amount (Heydari and Asl‐Najafi 2021).

Wholesale price: In an SC, manufacturers and retailers attempt to balance sup-
ply and demand by using production planning and demand management. In the case 
of seasonal products and the fashion apparel industry, manufacturers may try differ-
ent methods and strategies to boost SC efficiency as well as reduce the pressure of 
product shortage. Wholesale price is one of the main methods used in this situation. 
To reduce the likelihood of shortages, manufacturers can start the production pro-
cess sooner and encourage retailers to maintain these productions. To achieve this 
goal, retailers must be properly motivated to recoup the cost of sorting these produc-
tions. The manufacturers can use wholesale prices to suggest grants to the retailer 
for taking delivery in the earlier period (K.-L. Huang, Kuo, and Lu 2014); hence, in 
this method, the manufacturer increases the wholesale price applied to the retailer to 
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price 

contract

Quantity 

flexibility 

contract

Quantity 

contract

Sales rebate 

contract

Buyback 

contract

Revenue 

sharing 

contract

FIGURE 4.1 Types of coordination contracts.
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a high level and the retailer receives more benefits when the order quantity is greater 
than the single-period capacity.

Trade credit: The purchase of commodities and services usually needs players 
to consent in trade terms; this mostly includes prices, delivery, and payment circum-
stances (Seifert, Seifert, and Protopappa-Sieke 2013). In capital-limited SCs (Zhan, 
Chen, and Hu 2019), while payment circumstances are likely to be very simple, it 
is possible for firms to allow payment delays. The optimal period of these payment 
delays is a major concern of credit term decisions (Seifert, Seifert, and Protopappa-
Sieke 2013).

Trade credit, which is also known as permissible delay in payment (Cárdenas-
Barrón et al. 2020), is applied as short-term financing by many companies to extend 
their business capacity and attract more consumers (Shaikh et al. 2019). Trade credit 
is a promotional method and a means of competition that can help players build a 
good, long-term relationship (Yang, Hong, and Lee 2014). Moreover, it also affects 
the customer’s ordering strategy and allows them to invest additional liquidity else-
where and obtain more profit (Heydari, Rastegar, and Glock 2017).

Full trade credit and partial trade credit are the two main groups of credit poli-
cies. In the former, the firm gives the credit on the buyer’s total purchase, and in the 
latter, the firm gives the credit on a fraction of the buyer’s total purchase. Moreover, 
conditional trade credit, or one-level credit, in which only the wholesaler suggests 
the credit to the retailer, and two-level credit, in which both retailer and wholesaler 
recommend credit to retailer and consumer, respectively, are other types of credit 
periods (Pramanik, Maiti, and Maiti 2017).

Effective use of this credit requires the wisdom to avoid unnecessary expenses and 
take advantage of the credit by reducing capital dependence on other resources (Giri, 
Bhattacharjee, and Maiti 2018). Uncertainties in companies’ exchanges of commod-
ity cause uncertainties in money flow, so stochastic money maintains expenditure. 
The company abates these expenditures by setting payment terms and providing 
information about money requirements and expected receipts.

There are two main classes of the economic order quantity (EOQ) that concern 
credit policy in the literature. In the first class, inventory models with no deteriora-
tion and no shortage are considered, while the second class includes inventory mod-
els with deterioration and no shortage (Seifert, Seifert, and Protopappa-Sieke 2013).

Buyback: It is obvious that because of more profits, the wholesale price–only 
contracts generally cause some disruptions and anomalies in SC performance in the 
face of uncertain demand and market demand. Many contracting systems have been 
extended in SC management to reduce efficiency degradation. A common type is the 
buyback mechanism. In this type of contract, the retailer still yields the wholesale 
price for each unit of orders; however, it is possible to give back all or some of the 
unsold products to the suppliers with a prearranged full or partial refund per unit 
at the end of the sales season. Buyback contracts are widely used in different retail 
divisions, including publishing, fashion and clothing, electronics, and beauty (Zhao 
et al. 2014).

Sales rebates: Through this contract, the supplier gives a certain amount of 
rebate to the retailer for each unit sold more than the sales target level. Because the 
sales rebate contract focuses on sales amount rather than order quantity, it is different 
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from quantity discount agreements. Also, considering that the sales rebate contract 
has a straight influence on the retailers to sell more, it is more productive and effec-
tive than the quantity discount agreement (Yang et al. 2015).

In the sales rebate contract, based on which retailers sell more, the supplier 
will pay a certain amount of the rebate, which is the essential reason for the retail-
ers to directly use procedures like sales efforts, promotions, and discounted retail 
prices to raise the entire sales amount. To create a straight stimulus for retailers 
to raise their sales amount, a sales rebate, in some cases, is a more productive 
agreement than other similar agreements. Hence, sales rebates can be convenient 
for SCs to obtain coordination by managing issues like double marginalization 
(Yang et al. 2015).

Liner and target sales rebates are two prevalent types of sales rebates. In the first 
one, the manufacturer pays a fixed rebate per unit sold to the retailer, regardless of 
the quantity sold (Chiu et al. 2012). The second one is paid for each unit sold more 
than the predetermined target sales rebate. So, the amount of the rebate is a function 
of the retailer’s particular sales performance according to the sales’ amount levels 
(Chiu et al. 2012).

All in all, sales rebate contracts are considered a powerful and effective incentive 
tool to make retailers sell more (Chiu et al. 2012).

Mail‑in rebate: MIR is a prevalent advertising tool applied in marketing con-
sumer products and/or services. Consumers are offered a delayed stimulus of cash 
(or gift cards) on the purchase of an item, a collection of items, or an upgrade of an 
item. MIRs are frequently used in a variety of products extending from software 
and electronics to home appliances and cosmetics. The MIRs process for redeem-
ing cash is generally as follows: gathering paperwork, filling out the forms, cutting 
the Universal Product Code (UPC), and submitting the rebate application within a 
particular amount of time (Geng and Mallik 2011).

After the retailers or their collecting agents process the rebate forms, the refunds 
are sent to the consumers as a check or gift card. Moreover, both the consumers and 
the retailers are charged with non-insignificant costs in the redemption process (Hu, 
Hu, and Ye 2017).

Instant rebates: This rebate is applied at the time of purchase with low imple-
mentation cost for retailers, such as a yellow price tag and an immediate discount 
(Hu, Hu, and Ye 2017).

Consumer rebates: This type of contract, which is not less popular than retailer 
rebates, includes payments from the manufacturer to the consumer after the con-
sumer buys the manufacturer’s product.

Retailer rebates: This rebate is also known as the channel rebate in which pay-
ments from the manufacturer to the retailer are based on the sales performance of 
the retailer (Agrawal and Smith 2010). Retailer rebates can also be paid for each unit 
the retailer sells to the final customers or only for units that are sold after the retailer 
reaches the target amount (Agrawal and Smith 2010).

For both retailer and consumer rebates, there are several implementations. 
Retailer rebates go from the manufacturer to the consumer for each unit they sell. 
However, a consumer rebate goes from the manufacturer to the customers for each 
unit they purchase (Agrawal and Smith 2010).
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4.3  DEMAND FUNCTION

Manufacturers and retailers try to manipulate the demand for their product by offer-
ing rebates to the final customers. Indeed, the manufacturer, according to the retail-
er’s sales performance, can afford a rebate to them. In the literature, it is shown 
that the rebate can precisely influence their customers’ purchase decisions. Since 
the retailer could pass a segment of the rebate paid by the manufacturer to the final 
customers, the rebate could indirectly affect consumer demand. In most research, it 
is generally assumed that rebates only affect the manufacturer and retailer’s negli-
gible profit rather than the consumer demand. In this chapter, demand functions that 
explicitly depend on the rebate paid by the firms to the end consumers are studied (J. 
Huang, Leng, and Parlar 2013).

The main parameters used in the functions will be described as follows:

α Rebate effectiveness (rebate rate)
β Proportion of all consumers redeem the rebate
a Potential market size
b Price elasticity
γ Rebate sensitivity
R Rebate face value
RR Rebate provided by the retailer
RM Rebate provided by the manufacturer
RC Consumer rebate
w Wholesale price
c Product unit cost
ε Rebate independent random variable
p Retail price
D Demand for the product
δ Parameter
t Period of time
DE Demand from consumer watching e-shop straight
DW Product demand from consumer
θ  Degree of decrease in utility watching e-shop by link

In Table 4.1 and Table 4.2, demand functions come as a single random period, 
including a deterministic component and a stochastic element, ε, defined over a finite 
range [A, B], with a mean of µ and a standard deviation of σ. Two functional forms of 
the demand error, additive and multiplicative error, are considered (Arcelus, Kumar, 
and Srinivasan 2008). Other types of demand functions are described respectively, 
and last, types of demand models on which rebates have an indirect influence on 
demand are explained.

Under a deterministic environment, price discrimination performs better than the 
manufacturer rebate. Moreover, in this environment, MIR is the best contract for the 
manufacturer. However, a stochastic environment leads the manufacturer rebate to 
perform better (Demirag et al. 2010).
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TABLE 4.1
Rebate-Dependent Demand Models (Part 1)
Type Function Conditions and Reference

parameters
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TABLE 4.2
Rebate-Dependent Demand Models (Part 2)
Type Function Conditions and Reference

parameters
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Type Function Conditions and 
parameters
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Type Function Conditions and 
parameters

Reference
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ρi : The retailer 
advertising effort 
for the item i(ρi ≥1)

ρi
l : The optimal 
value of ρi

fR : Portion of cash 
discount

ϑ : Constant 
parameter

(Pakhira, Maiti, 
and Maiti 2018)

Furthermore, a linear rebate-dependent demand function causes the optimal result 
simply to obtain. However, since the actual relation between demand and rebate is 
usually nonlinear, some attributes are missed in these models. Hence, power func-
tions, with constant demand elasticity to the rebate, are proposed to show the char-
acteristics of nonlinearities (J. Huang, Leng, and Parlar 2013).

4.4  CASE STUDIES AND EXAMPLES

Various forms of rebate are widely used in different industries, such as health, auto-
mobiles, hardware, software, consumer electronics, fashion, and beauty, two of 
which will be briefly described (Dey et al. 2019).

4.4.1  health care

Pharmaceutical expenditure and other medical expenditures constitute a signifi-
cant amount of total expenditures on health and has increased in the last decade. In 
Germany and the United States, 14.8% and 11.9%, respectively, of total health expen-
diture consists of pharmaceutical costs (Graf 2014). One approach for reducing this 
cost is to create group purchasing organizations (GPOs). Research and surveys show 
that in the 80% of hospitals that have been examined, they reduce costs by making at 
least 50% of their purchases through GPOs. This process is also applied in German 
medical insurance. GPOs accumulate their members’ demand and request an offer 
from the manufacturer instead of purchasing drugs and reselling them. To reduce the 
costs, supply contracts, which generally consist of a rebate, deal with more than one 
firm; therefore, the members of the GPOs could buy the policy at the prices agreed 
upon in the contract (Graf 2014).

Based on the conditions, three types of rebate contracts are studied: multiple, 
exclusive, and partially exclusive. Multiple rebate contracts decrease the overall 
expenditure for the members of the GPOs, and exclusive rebate contracts, unlike no 
rebate contracts, have no effect on the members. Therefore, both rebate contracts are 
beneficial. The manufacturer typically prefers multiple rebate contracts (Graf 2014).

Due to changes in drug market rules (Arzneimittelneuordnungsgesetz, AMNOG) 
in Germany, partially exclusive rebate contracts are often implemented (Graf 2014).
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4.4.2  e-Shop

The popularity of online shopping has grown rapidly and has become one of the 
most common ways of shopping. New methods, such as cashback websites (CW), 
were created for aiding e-shops in increasing their market share. According to 
the definition, provided in Wikipedia, a CW is a type of rewarding site that pays 
its members a percentage of money gained when they buy products and services 
through relevant links. Consumers make an account on the CW and from every 
purchase on the e-shop, the CW gets a commission. The CW then shares a frac-
tion of the commission with consumers as rebates, adding it to the consumer’s 
CW account so he or she can request payment to a linked bank account. The 
difference is given to the CW. Therefore, the cashback presented by the CW is 
particularly dissimilar with the usual channel and consumer rebates because, 
generally, the manufacturers offer the channel rebate to the retailers in regard 
to enhancing their sales efforts, while in the CW, the manufacturers or retailers 
offer the consumer rebate straight to the consumer to manipulate market demand 
(Zhou et al. 2017).

4.5  MATHEMATICAL MODELS

Two mathematical models in the literature that are considered rebate-dependent 
demand functions are elaborated hereafter.

4.5.1  healthcare SySteM

Based on the hoteling model (Graf 2014), considered manufacturers offer different 
discounts to the consumers with multiple rebate contracts. Whenever members of the 
GPO purchase from Manufacturer 1, it becomes more favorable than another firm as 
far as the rebate is concerned. These supplementary competitive advantages brought 
profits for Manufacturer 1, so it raises its price. Moreover, Manufacturer 2 reduces 
its prices to make up for lost rebates by consumers.

β Quality differences

x Demand for the product purchased from one of the manufacturers
R Rebates
r Parameter of rebate (determined by GPO, or it can be legally attributed)
tx Linear transportation costs
pi Price offered by the manufacturers

D Demand for the product

R x rx( )= 2  expresses the entire rebate where r<t. Moreover, r<t and the linearity 
of tx cause the values in equilibrium to remain positive (Graf 2014).

Model
Two manufacturers offer all-unit discounts, so all GPO members can purchase their 
pharmaceutical products with the desired variety. Rebates decrease the shipping cost 
for each customer. The demand functions are as follows:
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According to the demand functions, two manufacturers at the same time maximize 
their profits.

 π1 1 1 1 2 1 1 2
2MR p c D p p r D p p= −( ) − ( )( )( ), ,  (4.3)

 π2 2 2 1 2 2 1 2
2MR p c D p p r D p p= −( ) − ( )( )( ), ,  (4.4)

Solution
The two manufacturers, at the same time, make “take-it-or-leave-it” suggestions to the 
GPO. The GPO decreases the costs to agree with the offer made by the firm as a base 
price. When both firm price offers are equal, Manufacturer 1 is chosen (Graf 2014).

4.5.2  rebateS iN a two-echeloN Sc

Muzaffar, Malik, and Rashid (2018) considered a two-echelon SC, including a man-
ufacturer and a retailer. The retailer purchases product from the manufacturer at a 
specified price and sells it to consumers at retail price. Demand is assumed to be 
linear and definite in terms of price and amount of rebate. Furthermore, the rebate 
amount should not exceed the manufacturer’s marginal profit, and the retail price 
should not exceed the market potential. Properties will be described in the following:

Notations

W Manufacturer price
p Retail price
D Demand
R Rebate
a Market potential
b Price sensitivity
d Elasticity to rebate
γ Rebate sensitivity
γ Minimum fraction of rebate
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Main Model
The demand function is given by a bp ydR− +  where d b= =1. Since the retailer 
rebate is redeemed as soon as the purchase happens, it has a similar price reduction 
function for customers. This means they do not notice the distinction between price 
sensitivity and rebate sensitivity. Therefore, the demand function is given in the form 
of a bp yR− + . The retailer maximizes the following objective function (Muzaffar, 
Malik, and Rashid 2018).

 max p w R R a bpRπ γ γ= − − +( ) − +( )R  (4.5)

The manufacturer objective function is:

 max w c R a bpMπ γ= − −( ) − +( )R  (4.6)

 s.t 0 ≤ ≤ −R w c

Solution
To solve this model, the Stackelberg game is used in which the manufacturer, as a 
leader, determines the wholesale price so his profit is maximized and announces this 
price to the buyers/followers. This process ensures that the retailer does not change 
the retail price in the next level of the sales season. The retailer determines the order 
quantity after being informed about the rebate value and specifies the portion given 
to the customers with the manufacturer’s consent.

It is clear that the manufacturer’s performance is submodular in (γ,R ). So, a 
reduction difference in (γ,R ) is presented. For a stable pricing policy and exogenous 
w, P, and γ , the optimal rebate expression is as follows:

 RR w c
a bp* = −( )−

−( )















1

2 γ
 (4.7)

It consistently builds a win-win situation that w c
a bp

− >
−( )( )
γ

 and γ γ≥  are  

fulfilled at the same time, where γ ∈[ , ]0 1  (Muzaffar, Malik, and Rashid 2018).

4.6  RESEARCH TRENDS

The basic condition of most articles examined in this chapter is based on a two-
echelon SC with a newsvendor model. MIR, manufacturer rebate, retailer rebate, 
consumer rebate, and wholesale price rebate were the top five most common types of 
rebates used in the literature.

Adding an uncertain element to the demand functions leads to stochastic mod-
els, which makes them more popular than deterministic demand functions in the 
research. According to the competition between the manufacturer and retailer, game 
theory provides a win-win solution for both firms to make suitable profits, so the 
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game theory is mostly used as a solution. The manufacturer rebate is widely used in 
the operations fields and has gained attention recently. First, it was used in the SC 
with a single manufacturer and single retailer, then developed to other kinds of SCs 
with different types of demand functions and solutions. Other rebate strategies, like 
MIR, which works as a motivational factor for manipulating the final customer’s 
demand, are used in the additive and multiplicative stochastic demand functions. 
Especially in an additive stochastic framework, both the manufacturer and retailer 
can propose MIR to the final customers and benefit from the situation (Khouja 2006, 
Arcelus, Kumar, and Srinivasan 2008, Sigué 2008, Geng and Mallik 2011, Lin 2020, 
and Lin 2020).

Moreover, some authors consider rebates as a discount that have no direct impact 
on the demand function. In the stochastic functions, proper quantity discount makes 
benefits for all members of the SC. So, various game theory models, including coop-
erative and non-cooperative models, are proposed to the supplier to determine the 
suitable amount of discount (Ke and Bookbinder 2012).

According to the literature, different types of rebate and demand functions, the 
solution methods, and the SC structure are summarized in Table 4.3.

TABLE 4.3
Rebate in the SC-Related Literature
Reference Demand type Type of rebate Supply chain Solution

structure

(Khouja 2006) Deterministic MIR Periodic inventory Differential
model

(Arcelus, Kumar, Stochastic Manufacturer Two-echelon Differential
and Srinivasan rebate supply chain 
2008) Retailer rebate newsvendor 

model

(Khouja and Zhou Stochastic MIR Single Game theory 
2010) manufacture, Stackelberg

single retailer 
decentralized 
supply chain

(Agrawal and Stochastic Manufacturer Newsvendor Game theory
Smith 2010) rebate supply chain

Retail pricing

(Geng and Mallik Stochastic MIR Single Game theory
2011) manufacturer Nash equilibrium

Single retailer
Supply chain

(Valliathal and Deterministic Price-dependent Shortage is Differential
Uthayakumar rebate allowed
2011)

(Continued )
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Reference Demand type Type of rebate Supply chain Solution
structure

(Saha and Sarmah Stochastic Instant rebate Two-echelon Fuzzy
2013) Consumer rebate supply chain 

newsvendor 
model

(Graf 2014) Hybrid Multiple exclusive Two Horizontal 
Partially exclusive manufacturers differentiation

Competitive Hoteling model

(K.-L. Huang, Stochastic Wholesale price Two-echelon Convexity
Kuo, and Lu rebate supply chain, one 
2014) manufacturer

(Lan, Zhao, and Stochastic Price rebate Supply chain Game theory
Tang 2015) Principal-agent 

problem

(Yang et al. 2015) Stochastic MIR Newsvendor Differential
model

Supply chain

(Saha and Goyal Deterministic Wholesale price Two-echelon Differential
2015) rebate supply chain

(Li et al. 2016) Stochastic Manufacturer Two-echelon Nash equilibrium
rebate supply chain Game theory

Retailer rebate

(Bajwa, Fontem, Nonlinear Price rebate Coordinated Lagrangian dual 
and Sox 2016) Deterministic decision making approach

(Nie and Du 2017) Stochastic Quantity discount Dyadic supply Stackelberg
chain

One supplier, two 
retailers

(Hu, Hu, and Ye Deterministic MIR Dynamic pricing Poisson process
2017) Instant discount model of limited 

inventory
One manufacturer, 
one retailer

(Zhou et al. 2017) Deterministic Consumer rebate Single Differential
manufacturer

(Gao et al. 2017) Deterministic Price discounts Two-level online Variance
retail supply Covariance
chain

(Muzaffar, Malik, Stochastic MIR Two-level supply Stackelberg
and Rashid 2018) Retailer rebate chain 

Decentralized 
supply chain

TABLE 4.3
Rebate in the SC-Related Literature
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Reference Demand type Type of rebate Supply chain Solution
structure

(Ke and Stochastic Discount Tri-level Heuristic algorithm
Bookbinder Three supply 
2018) chain members 

(shipper, carrier, 
consignee)

One manufacturer
Multiple suppliers

(Pakhira, Maiti, Discount Cash discount Two-level supply Crisp equivalent
and Maiti 2018) dependent Retailer rebate chain

Multi-item 
supplier-retailer

(Zhan, Chen, and Stochastic Trade credit sales Newsvendor Game theory
Hu 2019) rebate model

(Dey et al. 2019) Hybrid Dynamic or static One retailer Optimal control 
rebate Display stock theory

level Hybrid bat algorithm

(Jazinaninejad Stochastic Price rebate Supply chain Game theory
et al. 2019)

(Lin 2020) Stochastic Manufacturer Two-level green Stackelberg
rebate supply chain

One manufacturer, 
one retailer

Table 4.3 shows that most researchers consider SC with a single manufacturer 
and retailer, although in recent years some attention is paid to the multi suppliers or 
retailers. Some points can be mentioned for future research. First, develop a two-
echelon SC with multi members that creates a competitive environment to make 
more profits. Second, use different random variables that lead to different types of 
demand functions and new solution approaches. Also, adding a hidden Markov chain 
and fuzzy equivalent for another rebate strategy, especially in the healthcare sys-
tem and the online market, could cause a better solution for the problems. Third, 
use more rebate applications in different industries by considering multiple prod-
ucts instead of a single one. Finally, adding uncertain conditions to the hybrid and 
complicated demand functions to consider consumer probability behavior is another 
direction for future research.
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5.1  INTRODUCTION

Service level can influence demand and shape it differently in distinct time horizons. 
Both the offline and online response systems for fulfilling customer demand need to 
be evaluated as the main features of service level in its correct meaning. It means they 
are responsible for responding to the consumer demand correctly, in an appropriate 
way, in an appropriate amount of time. However, service level includes many compo-
nents (Baghalian et al. 2013). This description can briefly state the main concept of 
applying service level for business developments, promotions, customer satisfaction 
and other economic, social or environmental targets. In this section, we aimed to focus 
on the definition and objectives of service level and a description of service rate.

The performance of a system is generally measured by service level (Spreng, 
Harrell, and Mackoy 1995). Each system involves certain desirable goals. Service 
level means how we were successful in touching these goals in a supply chain or 
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competitive market. Here, another concept different from service level emerges, 
known as fill rate. Many examples exist for the service level, such as the percent of 
answered calls in a call center, the percent of waiting customers, the percent of cus-
tomers not experiencing stock-out, the percent of fulfilled demand, and so on (Craig, 
DeHoratius, and Ananth 2016).

To have a more obvious definition, service level equals zero if one part of an order 
is not filled. In other words, the service level is 51% for a case in which the whole 
order is fulfilled except for the items with 51% filling rate. It is usually applied in 
supply chains in terms of delivering to the production department. As mentioned, fill 
rate or service rate is different from service level and is described in the next sections.

5.1.1.  Service rate

Service rate is a performing measure used to assess and evaluate the service level 
of customers in a market or supply chain (Shi, Song, and Powell 2013). There exist 
many examples for service rate, including the number of filled units in comparison 
with the fill rate. So, if the total number of orders is 10,000 and you can only meet 
8,500 units, your fill rate is 85%.

In addition, service level is of high importance in queuing theory. Another defini-
tion for service level in queuing theory is the rate of customers serving in a system. 
For example, a bank client with mean service time of 2 minutes for each customer 
will serve an average of 30 customers in an hour (Zavanella et al. 2015).

To this aim, the effects of service level on consumer behavior and customer 
demand is investigated in this chapter and essential factors in shaping the demand 
are considered. Critical factors in service level–dependent demand are the amount 
of fulfilled demand, the product or service quality, lead time and system reliability  
(Huang et al. 2013). Hence, four types of service level–dependent, quality-dependent,  
lead time–dependent and reliability-dependent demand are presented to conduct 
practitioners. In the next section, the most prevalent service level definitions are pre-
sented. Then, service level–dependent demand in four separation modes are defined, 
and the model’s pros and cons are described in a table. Afterward, the dependent 
demand functions application in supply chain management problems are analyzed 
to evaluate the advantages and disadvantages. Two case problems are defined before 
presenting optimization models considering service level effects. Afterward, a 
research trend and the way it was completed is reviewed and summarized in a table. 
Finally, the chapter concludes with the last section in which future research direc-
tions are described for future researchers.

5.2  CONCEPTUAL FRAMEWORK

In this section, the main motivating features of service level effect on customer 
demand will be discussed. In each problem, the most critical question is how to 
apply the service level concept in a problem. Therefore, different definitions of 
service level should be reviewed and the features of them must be understood. 
Here, the main factors, including type of modeling in three groups, are defined as 
follows.
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5.2.1  eveNt-orieNted Service level (type 1)

An event-oriented performance criterion is named as α  service level. This criterion 
assesses the probability that the total amount of the customer orders will be fulfilled 
by stock on hand without delay. The hint is that customers must arrive within a cer-
tain time interval (Lewis and Ray 1999).

Considering the time interval in which customers arrive, two distinct models of 
service level were discussed in the literature. Therefore, α  means the probability 
of fulfilling an arbitrary order of an arriving customer by the on-hand stock with 
respect to a demand period. Then, period αp  service level can be written as follows:

αp =  Prob {stock on hand (I0) ≥  period demand} (5.1)

The distribution function or probability of the stock on hand must be known for 
determining the safety stock, which guarantees αp  service level.

Similarly, α shows the probability of not having stock-out in an order cycle in a 
standard reference period. It can also be interpreted as the percentage of all order 
cycles without stock-outs. Then, cycle αc  service level can be written as follows:

αc =  Prob {stock on hand (I0) ≥  demand during replenishment lead time} (5.2)

The second version is more common in operations management books and supports 
the idea of not facing stock shortages during the lead time (time between the reorder 
point and the arrival of the order). That is formulated in the following relation:

Prob {demand during lead time ≤  remaining amount of stock} (5.3)

Notice that the reorder point is not zero or negative, the orders are incrementing 
one by one and the stock is monitored continuously. Thus, stock-outs are impossible 
before reordering.

5.2.2  QuaNtity-orieNted Service level (type 2)

Here, a quantity-oriented performance measure is introduced as β  service level 
presenting the proportion of total demand delivering from stock on hand without 
delay in a reference period:

β =
Expected value of  back orders in a time period

Expected d

-

eemand of  a period
(5.4)

This method is often involved with calculating a loss integral in a normal distribu-
tion function and is equal to the probability of delivering a random unit of demand 
on time (Lewis and Ray 1999).

Generally used in industrial cases and oppositely to the variations of α  service 
level, the β  service level influences the event of stock-out and the total back-ordered 
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amount simultaneously. Moreover, when the zero-demand probability is 0, defini-
tions deliver the service level α β≤ .

5.2.3  Quality- aNd tiMe-orieNted Service level (type 3)

Now, a quantity- and time-related performance criterion is described as γ  service 
level (Pekgun et al. 2016). It serves to assume back-order amounts and waiting times 
for the total amount of back-ordered demand. The γ  service level can easily be 
calculated as follows:

γ = −1
Expected value of  back order level in a time period

Exp

-

eected demand of  a time period
(5.5)

The γ  service level is less prevalent when applied in industrial case problems.

5.3  DEMAND FUNCTIONS

Demand denotes not only the willingness but also the ability of consumers to buy 
certain quantities of products, goods and services at a delivered price within a given 
time period (Rezapour et al. 2015). Many factors, called demand determinants, effect 
demand and include the production cost, its price compared to competitors’ prices, its 
price compared to alternative or complementary products, or the consumers’ levels 
of income (Wang, Sun, and Wang 2016). Different types of demand functions are 
generated in the literature to reflect customer behavior or other critical factors’ effects 
on the demand in different markets (Grimm 2008). Service level also attracts many 
practitioners to focus on how it can influence and shape demand in different situa-
tions. Thus, the most common demand functions in respect to service level effects 
can be categorized in 4 distinct groups, including service level–dependent demand, 
quality-dependent demand, lead time-dependent demand and reliability-dependent 
demand (Huang et  al. 2013). As the quality of delivered services or products, the 
lead time of products and the reliability of supply chains are effective in service level 
management, the related demand functions are discussed to aid practitioners who are 
applying service level concepts in their research (Choi et al. 2017). These separations 
and the key points of each category are briefly described in the following sections.

5.3.1  Service level–depeNdeNt deMaNd

Here, studying service level–dependent demand, two distinct linear and non-linear 
forms are introduced. In the linear formulation, the general factors influencing 
demand quantity are consumers’ income (M) and delivered service level (S) (Huang 
et al. 2013). The demand function considering the defined determinants can be writ-
ten as follows:

 D f M S= ( ),  (5.6)
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Now, a simple service level–dependent demand function for product Y is defined 
below:

 D S M d cM dS,( )= + +  (5.7)

Here, D is a function of the effective factors in forming the required quantity. The 
demand function is positively related to the income of consumers, that is, if the 
income is more, the demand will be more. The demand function is positively related 
to service level, too, that is, if the service level increases, the quantity demanded will 
increase.

The non-linear form of service level–dependent demand function is widely applied 
in the literature. It is said that the demand of consumers is determinant dependent 
(Federgruen and Heching 1999).

As it generally is in this field of study and presented by Kim and Lee (1998), 
Bernstein and Federgruen (2004), Jung and Klein (2005) and Li et al. (2016), a non-
linear log-separable demand D can be written as follows:

 D S dS( )= β  (5.8)

where d  is basic demand, S  the service level of delivering product and β  is the 
service level coefficient. The general form can be extended by adding additional fac-
tors, including the price of products, the delivery time for each product and the rival 
offered price in a market.

5.3.2  Quality-depeNdeNt deMaNd

Quality is the other effective factor in service level management problems (Huang 
et al. 2013; Xu 2013). The total demand of a final product is linearly dependent on 
the quality of the products.

 D d QQ( )= + β  (5.9)

where d  is the base demand, Q  is the quality of products and β  is the quality 
coefficient.

In addition, a non-linear log-separable demand D can be written as follows:

 D d QQ( )= + β  (5.10)

where d  is the base demand, Q  is the quality of the products, and α  is the quality 
coefficient.

5.3.3  lead tiMe–depeNdeNt deMaNd

Lead time is the other key component in service level management problems and can 
enhance service level easily by trivial changes (Huang et al. 2013).
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The common form of linear lead time–dependent demand considering the deliv-
ering lead time can be written as follows:

 D d LL( )= −β  (5.11)

where d  is the base demand, L  is the lead time for delivering products, and β  is 
the lead time coefficient.

Here, two distinct non-linear forms of market lead time-dependent demand D can 
be introduced as follows:

 D  ( L ) = −dmax  ( L Lrmin − ) dk  (5.12)

where dmax  is the maximum demand capacity, Lmin  is the provided lead time and 
Lr  is the required lead time for each product (Altendorfer 2017). The maximum 
amount of available capacity less than unused capacity (in case of lacking demand) 
is realized by demand capacity dk .

And the other non-linear form of lead time dependent demand function, the 
Cobb–Douglas model, especially for monopolist cases, can be derived as follows 
(Huang et al. 2013):

 D LL( )= −λ β  (5.13)

where, λ  is the shape parameter in demand function, L  is the lead time of the prod-
uct, and β  is the lead time coefficient.

5.3.4  reliability-depeNdeNt deMaNd

Reliability is the other effective factor in service level management. The total demand 
of the final product is linearly dependent on the reliability of a system (Huang et al. 
2013).

 D R d R( )= + β  (5.14)

where d  is the base demand, R  is the system reliability, and β  is the reliability 
coefficient.

Here, two distinct non-linear forms of market lead time-dependent demand D can 
be categorized into two groups. First, the product demand based on the reliability of 
a product can be written as:

 D R d R( )= −( )−
0 1

α
 (5.15)

where the demand is an increasing function of the reliabilityR.
The other form of non-linear non-negative function of reliability dependent 

demand can be obtained as follows (Mahapatra et al. 2017):

 D R t Rt,( )= α  (5.16)
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meter in demand function and R  is the reliability of 
product at time period t. The general dependent demand considering service level, 
quality, lead time and reliability is summarized in Table 5.1.

5.3.5  advaNtageS aNd diSadvaNtageS oF diFFereNt deMaNd FuNctioNS

Most of the service level–dependent demand models have some general rules. In 
linear form, the effective factor appears with a suitable coefficient, and in non-linear 
form the main problem is defining the most suitable function for representing the 
customers’ elasticity to the provided service level. Briefly, it can be said that the more 
the service level of a product is, the more demand for that product the sellers will suf-
fer. Moreover, some of the advantages and drawbacks are also mentioned hereafter.

The linear form of demand function is more prevalent than the non-linear form, 
for some critical reasons. First, it is the simplest function that can be used as a 
demand model. Although, the linear form of service level–dependent demand is 
very straightforward, it is far from the real relations between demand and the pro-
vided service level. To be more compatible with real problems, it is more logical to 
define non-linear forms. Secondly, determination of the service level coefficient in 
the demand function is hard and cannot be easily obtained via general distribution 
functions. Mostly fuzzy or stochastic coefficients are the best approaches to deal 
with this problem.

In contrast with the general linear models, some non-linear forms, like power 
functions, can fit more appropriately in this case. Regarding the power model, since 
it can be both attained from the Cobb–Douglas production function and easily con-
verted to a linear function, it is the most preferable one in formulating non-linear 
demand–service level relationships in the market. Hence, one issue must be noticed 
to be more realistic. There is a specific size for each market, which is not infinite, and 
some of these functions reflect the infinite demand. It should be solved by choosing 
the appropriate demand function, finding upper or lower bounds for the provided 
service level or by evaluating the most reasonable coefficients.

Hence, by considering a log-separable formulation as the demand function, they 
could not have any necessity of defining any lower and upper bounds, which can 
dramatically increase this function’s desirability. All in all, power and linear demand 
functions are the most popular in the related literature.

TABLE 5.1
Four General Types of Service Level–Dependent Demand Functions
Demand function Linear Non-linear

D S( )= +d Sβ D S( )= βdS
α

Service level dependent

Quality dependent

Lead time dependent

Reliability dependent

where, α  is the shape para

D Q d Q( )= + β D Q dQ( )=

D L d L( )= −β D L d L L dr k( )= − −max min( )

D L L( )= −λ β

D R d R( )= + β D R d R( )= −( )−0 1
α

D R Rt( )= α
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Although it seems that the linear or non-linear demand functions are applied in 
the research randomly, these functions are based on the problem features and how 
they fit in defined cases.

Notice that the number of echelons in a supply chain can determine the best-
applied function. That is, if the system is a single echelon, all functions can lead the 
problem to similar results, and this would provide the researchers the opportunity 
of selecting them randomly. However, they must pay more attention to the function 
selection process in multi-echelon systems since different functions result in very 
different conclusions. It is worth clarifying that, in the case of fixed-demand elastic-
ity, using the power function is the smartest choice. It can be concluded that the real 
case structure, number of echelons, the customer elasticity and how the provided 
service level reflects demand (e.g., linearly or in power shape), the most suitable 
demand function can be selected.

5.4  SERVICE LEVEL APPLICATIONS IN DIFFERENT MODELS

The discussed models were used in different organizations and industries, includ-
ing retailing, e-commerce, hospitality, manufacturing and other practical cases 
that are presented in this section. Mathematical models are described in the next 
section. Most of the service level–dependent demand functions are involved with 
quality and lead time as the critical factors, and the others study the formulation 
of utility functions, service level functions and assessing the value of reliability. 
Thus, most of the previous research focuses on the products and their features for 
maintaining or growing the service level. But it should be mentioned that the trend 
has recently shifted to service management. The papers or research focusing on 
products in service level management are in two business-to-business (B2B)—
transactions between businesses—and business-to-customer (B2C)—direct 
transactions between businesses and customers—categories. The other research 
focusing service management is more involved with B2C cases. Here, some related 
case studies are reviewed.

5.4.1  iNduStrieS aNd exaMpleS

Here, two real case problems are presented to find the effects of service level on 
the demanded quantity and are also applied to the associated demand functions in 
practical subjects.

To find the appropriate inventory service level, all the supply chain members 
must analyze the effective changes in service level shaping the demanded quantity. 
Substantial investments are usually required to increase inventory service level in 
process change and technology. Although the increase in costs from incrementing 
the service level can be measured, the benefits cannot be evaluated easily. (Baek and 
Yoon 2020). Increasing the inventory service level by a supplier not only helps cap-
ture lost sales but also changes the demanded quantity from retailers (Syntetos and 
Boylan 2008). Changing the inventory service level and the consequent results on the 
received demand from retailers in functional apparel case problems was measured 
in the literature.
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Javed and Wu (2019) worked on the assortment of retailer products, the fre-
quency of demand and the changes in service level as the main factors in service-
level management. They focused on online retailing and attempted to evaluate 
the effects of this type of systems on customer satisfaction. There exist differ-
ent empirical models concerning the issue of service level effects on inventory 
management. But a trivial number of previous studies focused on B2B settings. 
Craig, DeHoratius, and Ananth (2016) collaborated with Hugo Boss1 for empiri-
cally measuring the relation between retailer demand and the service level of 
suppliers for functional apparel items in a supply chain. They designed the project 
in a way that they can properly measure the relationship among retailer orders 
and the provided service level of suppliers. The relationship among demand and 
availability of a product (as service level) was also previously investigated by 
empirical papers, and it was concluded that the more inventory there is, the more 
demand dampens.

Heim and Sinha (2001) revealed that inventory shortage can easily put customer 
loyalty in danger. In shortage or stock-outs, customers abandon the purchase pro-
cess, switch to a different retailer or prefer substitutable products. Lieu (1991) and 
Anderson, Fitzsimons and Simester (2006) studied the long-term consequence of 
shortages and analyzed how demand changes in stock-outs.

The next application of service level management is in demand response (DR), 
which is generally known as the changes from normal consumption patterns in indus-
trial usage by the customers or end-use customers in response to changes in lead 
time, price, availability, quality, promotions or system signals (U.S. Department of 
Energy). Prior research considered demand shedding for emergency case response, 
whereas nowadays DR projects are more targeted in large energy cases (Baek and 
Yoon 2020).

The other application of service level in demand can be found in electric power 
systems. An electric grid named the Smart Grid (SG) is responsible for deliver-
ing from generation centers to end-users in a smart and controlled way since it can 
change its patterns of purchasing or usage based on incentives, obtained information, 
and disincentives. Most of the practitioners studying service level effects confirmed 
that SG’s capability in improving customers’ responsiveness and reliability perfor-
mance helps managers conveniently control the demanded quantity. Hence, demand 
side management (DSM), which includes all the programs required to be done on a 
demand section, depicts an integral and comprehensive part of SG (Shen et al. 2014). 
It is mostly about utility-based programs implemented for controlling the energy 
consumption on the demand side. Therefore, both the owners and customers benefit 
from DSM programs, and it can also help them operate in a better way, which will 
result in spot price volatility and reduce peak demand. Many case problems in indus-
trial or service models can demonstrate the effect of service level on the demand 
quantity.

5.5  MATHEMATICAL MODELS

Two instances of mathematical models formulated in the literature for assessing the 
effect of service level in case problems are presented hereafter.
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5.5.1  Service level iN iNveNtory MaNageMeNt (Model 1)

Inventory service level demonstrates the expected percentage of not touching a unit 
of inventory. This probability is required to assess the buffer.2 First, the service level 
describes a trade-off between the stock-out costs and inventory costs (Vermorel 
2012). Now, an optimal service level is calculated by modeling the associated stock-
out and inventory costs. To model the problem, the following variables should be 
defined:

Terminology and Notations
Parameters

P The service level
H The carrying cost per unit within the lead time
M The unit cost of a stock-out

The lead time here is considered as the time scope. Therefore, H
d

Hy=
365

 con-

sidering that d (described in days) is the lead time used instead of the added annual  
transferring cost of Hy. The optimal service level can be formulated as follows:

 p
M

H
=






















Φ 2ln

1

2π
 (5.17)

where Φ is the normal cumulative distribution function. The stock level is changing 
continuously, but for making the model more practical, a service level value is to be 
decoupled from the forecasted demand. Thus, Q is assumed as the reorder point. For 
a given service level, the total holding cost of the inventory and the shortage costs are 
combined in C (p), which is as follows:

C p Q p H p MO( )= ( ) + −( )1  (5.18)

where Q (p) H is the holding cost and MO the shortage cost occurring with (p) and 
(1−p) percentage, respectively. As the introduced Q (q) is the reorder point, Q (p) 
= + ( )−Z pσ Φ 1  can be used, where Z is the lead demand, σ the expected demand 
deviation and Φ p( )−1

 the inverse of the normal cumulative distribution function 
(µ σ= =0 1, ). To solve the problem, after using the proposed approach for finding 
out the optimal reorder point assuring the provided service level, a heuristic method 
can be used for finding the other optimal decision variables.

5.5.2  Service level eFFectS oN retailer deMaNd (Model 2)

For settling inventory service level, suppliers should evaluate the effects of inventory 
service level on demand. Here, another table of notation is presented to show another 
model studied by Xu, Munson and Zeng (2016).
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Terminology and Notations
Parameters
ω Fixed procurement cost
θ Cost of procurement sensitivity to quality 
τ Discount on the fixed cost of procurement
cb Discount on the quality-related cost of procurement
ce Quality-related procurement cost that e-retailer obtains
ϕ Cost sensitivity to the logistic service level
k ke t� � Service capability of e-retailer
A The base demand
δ Market demand sensitivity to price 
α α( ) Quality effects on market demande b
β β( ) Logistics service effects on market demande t

Decision variables

q qe b� � Product quality under procurement mode
s se t� � Logistics service level
ωb Resale price
p Retail price 
Dij Market demand
πb Profit of company
πt Profit of the third-party logistics provider
II ij Profit of e-retailers

Now, the model can be formulated as follows:

 Max c q Db b b b bcπ ω τω θ= − −( )  (5.19)

 s t. .

 Max II p D k s Dts
b bc e e bc= −( ) −ω ϕ  (5.20)

where the market demand D A p q si i j
i j= −( )δ α β

 can be assessed by replacing deter-

minants and the service level, s l
t

k tt
DT DT

t

=
+

(
( )

)
β

ϕ β
ϕ
1

.

After modeling the problem, three distinct logistic systems were defined, and 
the model was solved under three scenarios to find the optimal equilibriums 
in each case. Finally, the obtained results showed the best strategy for similar 
problems.

5.6  RESEARCH TRENDS

Determining the main trends in service level measurements has noticeable effects on 
improving researchers’ creativity, which leads to the formation of novel extensions 
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and contributions. Thus, with the goal of presenting the recent research trend, in this 
section, most related studies are proposed as different research involving service-
level measurement in supply chain management problems.

Here, we aimed to focus on research streams considering service level in shap-
ing demand functions. Hall and Porteus (2000) were among the first practitioners 
who built a simple dynamic model to evaluate service competition among different 
firms. Then, Bernstein and Federgruen (2004) proposed a general equilibrium with 
application in companies that were competing on price and service level. Later, Liu 
et al. (2007) extended Hall and Porteus (2000) and developed a general demand 
function by relaxing the assumption of the service failure pattern. Different from 
the literature, considering services in the same level of the supply chain, some 
focused on the service level in two- or multi-echelon supply chains for investigating 
the competition among supply chain members on price and service level. Chen et al. 
(2008) described a type of competition among manufacturers and retailers. Kurata 
and Nam (2010) discussed the interaction of retailer and manufacturers’ after-sales 
services.

Moreover, some of the related research in the literature focused on quality- and 
service-dependent demand. In e-retailing systems, a critical service is logistics 
directly affecting consumers’ utility. Li and Lee (1994) represented the market 
competition under a customer preferences model considering price, quality and 
delivery speed as the main components affecting service level. Hou et al. (2018) 
focused on e-retailing investments in delivery service, considering customers diffu-
sion based on online reviews and purchasing experience. Gurnani and Erkoc (2008) 
and Ma (2013) studied a supply chain with quality- and sales service–dependent 
demand to form the competition among the manufacturers and retailers. Ma (2013) 
proved that a manufacturer will spend less money and effort on improving quality 
if the retailer does not exert sufficient effort on sales service. Similarly, the retailer 
will exert less sales-service effort if the manufacturer doesn’t spend enough money 
and effort on improving quality. It can be said that lead time–dependent demand 
functions are usually implemented for analyzing inventory-related systems. In addi-
tion, few papers aimed to analyze joint optimization problems considering quality, 
lead time or other factors simultaneously. Quality-dependent demand functions are 
often used in manufacturing or service systems. But most of the previous attempts 
focused on the manufacturing system service level or the service quality in service 
systems, which can be extended by investigating the effects of product quality on 
the demanded quality. Moreover, researchers ignored logit function in this case, 
which can bring noticeable results. Finally, most of the research worked on the 
general function or utility-based approaches to investigate customer behavior. The 
other features, solution approaches and system structures in previous papers are 
summarized in Table 5.2 for revealing the research trend of service level concept 
application in supply chain problems.

5.7  CONCLUSION AND FUTURE RESEARCH DIRECTIONS

In this section, the effect of service level in different models and applications are 
presented to conduct the readers knowing how each model works and how they can 
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TABLE 5.2
Service Level in the Supply Chain–Related Literature
Reference SC structure Mathematical model Solution 

approachDecision Objective Demand  
variable function function

Bernstein and Multiple Price, fill rate, Profit Stochastic Nash equilibrium 
Federgruen retailers stock level maximization Linear
(2004)

Li and Lee Multiple firms Price, quality, Stochastic Nash equilibrium 
(1994) delivery time Linear

Hall and Multiple firms Number of Capacity Linear Nash equilibrium 
Porteus customer maximization
(2000) service 

failures
Service rate 
capacity

Liu, Shang, Multiple firms Service level Profit Stochastic Closed-form 
and Wu Order quantity maximization Linear solutions 
(2007)

Chen, Kaya, Single Price, service Profit Stochastic Game theory 
and Ozalp manufacturer -level, maximization Linear
(2008) One retailer Lead time

and online 
channel

Kurata and Multiple firms Service level Profit Stochastic Nash equilibrium 
Nam (2010) Market share maximization Linear

Hou, de Koster, Single and Cost Profit Linear Nash equilibrium
and Yu (2018) multiple investments maximization

retailers

Gurnani and Single Wholesale Profit Closed form 
Erkoc (2008) manufacturer, price, type of maximization Linear solutions

single retailer contract

Xiao and Yang Competing Retail price , Profit Stochastic Game theory
(2008) supply chains service level maximization Linear

with multiple 
retailers

Ma (2013) Single Wholesale Profit and Linear Game theory
manufacturer, price, quality effort level 
single retailer effort level, maximization

marketing 
effort level

Mahapatra Single firm Reliability of Cost Non-linear Closed form 
et al. (2017) inventory, minimization solutions 

order quantity

(Continued )
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Reference SC structure Mathematical model Solution 
approachDecision Objective Demand  

variable function function

Xu, Tang, and Single Product Profit Non-linear Game theory 
Zhou (2019) manufacturer, quality, retail maximization

single retailer, price, resale 
single price, service 
third-party level
logistics 
service 
provider

TABLE 5.2
Service Level in the Supply Chain–Related Literature

apply these points and techniques for real-world industrial cases. The attributes pre-
sented in prior reviews showed different effects on the overall satisfaction of custom-
ers, in comparison with consumer demand.

As Bonoma and Shapiro (1982) noted, “companies don’t buy, people do.” Hence, 
it is important to figure out the most suitable demand functions reflecting customer 
sensitivity to provided service level. In this chapter, the most common applied linear 
and non-linear service level–dependent demand functions in four distinct categories 
are described, which can reflect the downstream behavior. The dependent demand 
functions are presented as service level–dependent, quality-dependent, lead time-
dependent and reliability-dependent forms.

We learn from our attempts that some practical demand functions were widely 
applied in different problems to build the proper relation among customers and 
the entities in a market. For example, linear form is mostly used for service level–, 
quality, lead time and reliability-dependent demand functions. The other non-linear 
forms, such as Cobb–Douglas or power functions, can be used in the quality- and lead 
time-dependent forms. Many papers involve quality- and service level–dependent  
demand, and the other cases are less used in the literature. Thus, to apply the most 
appropriate demand function based on provided service level, one must pay atten-
tion to the critical effective factors in customer behavior, number of system ech-
elons, type of relation among the provided service level and demanded quantity and, 
finally, the system’s structure.

To end, further research can extend in different ways. With the noticeable growth 
of e-commerce, e-services and Internet-based businesses, both theoretical research 
and empirical findings must continue to expand on previous attempts. Other impor-
tant areas to be further investigated include developments in integrated systems and 
optimization and control systems.

It can also be interesting to incorporate different effective factors, such as lead 
time and quality and stocking decisions or even shelf space–allocation decisions, 
into the demand function.



91Service Level Effects

NOTES
1 European fashion house delivering women’s and men’s clothes, shoes, and accessories.
2 Safety stock.
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6.1  INTRODUCTION

Marketing efforts and advertising play an important role in today’s competitive age 
and are essential in the relationship between manufacturers, retailers, and custom-
ers. Advertising helps manufacturers and companies get to know their competitors 
better and win the competition with the right planning. The importance of marketing 
efforts and advertising can be summarized as follows: (1) introducing new busi-
ness, services, and products, (2) success in business, (3) awareness of the community 
about the business and product, (4) demonstrating product differentiation to the cus-
tomers, and (5) attracting customers.

Marketing efforts enhance product demand and profits in a supply chain (SC) and 
motivate consumers to buy products and, consequently, increase sales (Huang and Li 
2001). Marketing efforts include activities such as advertising, marketing research, sales 
force, sales promotion, and sales personnel (Esmaeili, Aryanezhad, and Zeephongsekul 
2009). In SCs, manufacturers and retailers can stimulate demand and differentiate 
their products from competitors by advertising and promotional efforts. Also, in the 
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closed-loop supply chain (CLSC), marketing efforts to inform customers about environ-
mental issues and remanufactured products have recently come to researchers’ attention 
(Esmaeili, Allameh, and Tajvidi 2016; Gao et al. 2016; Li et al. 2020).

In recent years, the number of articles examining the influence of marketing efforts 
on SC’s demand in operations management has grown significantly (Ma, Wang, and 
Shang 2013b; Esmaeili, Allameh, and Tajvidi 2016; Chen et al. 2017; Ma, Li, and Wang 
2017; Zerang, Taleizadeh, and Razmi 2018). In operations management research, the 
effect of advertising and marketing efforts on the demand function has been consid-
ered in the form of linear, square root, power, and quadratic models (Esmaeili and 
Zeephongsekul 2010; Karray 2013; Lau, Lau, and Wang 2010; Dai and Meng 2015).

The rest of the chapter is as follows: first, a conceptual framework for advertis-
ing and marketing efforts is presented, then the list of demand functions that con-
sider the effects of advertising and marketing efforts is shown. Next, supply chain 
echelons to which marketing efforts are applicable will be investigated, also some 
case studies and models that have used advertising and marketing efforts are stud-
ied. Then, the research trend of marketing efforts in operations management is 
reviewed. Finally, a conclusion and suggestions for future research are provided.

6.2  CONCEPTUAL FRAMEWORK

The details of advertising and marketing efforts are explained below.

• Advertising

A new definition of advertising as provided by Kerr and Richards (2020) is as follows: 
“Advertising is paid, owned, and earned mediated communication, activated by an 
identifiable brand and intent on persuading the consumer to make some cognitive, affec-
tive or behavioral change, now or in the future.” Recently, in SC studies, the concept 
of “cooperative advertising” has grown significantly. Cooperative advertising includes 
national and local advertising. Manufacturers use national advertising to increases cus-
tomer knowledge about a specific brand, but local advertising is used by retailers to 
motivate customers to buy a product. In cooperative advertising programs, manufactur-
ers collaborate with retailers in the costs related to local advertising (Zhang et al. 2013). 
Aust and Buscher (2014) reviewed various cooperative advertising models in SCs.

• Marketing Efforts

Marketing efforts are recognized as important tools in SCs for encouraging custom-
ers to buy a product. Marketing efforts can be in the form of sales promotions, sales 
force, or sales personnel. Sales promotions keep the product in the customer’s mind 
and increase demand. Some examples of promotional efforts are price discounts, 
coupons, offering gifts, campaigns of “buy one, get one free,” and offering more with 
the normal price (Giri, Bardhan, and Maiti 2015). Sales promotions can also include 
consumer, retailer, and trade promotions. Manufacturers offer consumer promotions 
directly to customers. Retailers offer retailer promotions to customers. Trade promo-
tions are those that manufacturers offer to retailers or other SC members.
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Different types of trade promotions consist of display allowance, cooperative 
advertising, bill back, free products, and invoices (Blattberg and Neslin 1990). 
Green marketing (i.e., environmental marketing, sustainable marketing, and eco-
logical marketing) includes activities such as changes in packaging, the process of 
creating products, and advertising (Grundey and Zaharia 2008). Marketing efforts 
in green SC or eco-marketing are also necessary to make customers aware of a prod-
uct’s green features, such as eco-friendliness or recyclability (Ding and Wang 2020).

6.3  DEMAND FUNCTIONS

As mentioned, the effect of advertising and marketing efforts on demand functions 
in operations management has been investigated in the forms of power, square root, 
linear, and non-linear models. Table  6.1 shows the list of demand functions that 
consider the effect of advertising (a A, ) and marketing efforts (e) on the demand 
function. In the following demand functions, α  is the market base demand and β  
and γ  are the sensitivity of demand function to price ( p) and marketing efforts. 
In addition to the effect of price, advertising, and marketing efforts (sales efforts 
and promotional efforts) on demand functions, quality efforts (θ ), green degree, and 
collection efforts (g) are also considered. All parameters (α β γ λ, , , ,b ), all variables 
(a A e p g, , , , ,θ ), and all the demand functions are positive.

TABLE 6.1
List of Demand Functions and Related Parameters
Models Authors Demand Variables

Advertising

Power (Huang and Li 2001); α −
(Huang, Li, and 
Mahajan 2002);(Yue 
et al. 2006); (Xie and Ai 
2006); (Xie and Neyret 
2009); (Szmerekovsky 
and Zhang 2009); (Javid 
and Hoseinpour 2011); 
(Chaab and Rasti-
Barzoki 2016)

Square root (Karray and Zaccour 
2006)

(SeyedEsfahani, 
Biazaran, and 
Gharakhani 2011); (Aust 
and Buscher 2012)

(Xie et al. 2017)

β γ γ− −a A1 2 Local advertising (a)
National advertising (A)

α γ− + +p bp An s Price ( p pn s, )
Advertising (A)

γ γ1 2a A+ Local advertising ( a)
National advertising (A)

ρ γ βQ A p bpt e+( )− + Total demand (Q)
Advertising (A)
Price ( p pt e, )

(Continued )



98 Influencing Customer Demand

Models Authors Demand Variables

Linear (Zhang et al. 2013) α γ γr p G a A−( )+ + +1 2 Reference Price (r )
Price ( p)
Goodwill (G)
Local advertising (a)
National advertising (A)

(Yang et al. 2013) α γ+ A Advertising (A)

(Gupta, Biswas, and 
Kumar 2019)

� � � �a p A− + +β γ λθ Price (p)
Advertising efforts (A)
Quality efforts (θ)

(Yu, Wang, and Zhang 
2019)

α γ τ+ +A f Advertising (A)
Low-carbon emission 
level (τ )

(Li and Ouyang 2016); 
(Li et al. 2020)

α β γ− +p A Price (p)
Advertising (A)

(De Giovanni 2011) �G A t t G t= ( )+ ( )− ( )γ λθ δ
D p t G t= − ( )+ ( )α β ε

Advertising efforts (A t� �)
Quality efforts (θ t( ))
Goodwill (G t� � )
Price ( p t� � )

(Ma, He, and Gu 2020) γ γ δ1 21a t e t A t e t( ) − ( ) + ( )− ( ) Brand advertising (a t� �)
Generic advertising (A t� �)
Sales efforts (e t� �)

(Jørgensen, Sigué, and 
Zaccour 2000)

�G A t A t G tm r= ( )+ ( )− ( )γ γ δ1 2

D k a t k a t G tm m r r= ( )+ ( )( ) ( )

Long-term manufacturer’s 
advertising (A tm � � )

Long-term retailer’s 
advertising (A tr � �)

Short-term 
manufacturer’s 
advertising (a tm � � )

Short-term retailer’s 
advertising (a tm � � )

Goodwill (G t� � )
Marketing Efforts (Promotional Efforts, Sales Efforts)

Linear (Tsay and Agrawal 2000); 
(Wu 2012)

α β

γ γ

i i j i

i j i

p b p p

e e e

− + −( )+

− −( )1 2

Price ( p pi j, )
Sales efforts (e ei j, )

(Taylor 2002) γe Sales efforts (e)

(Tsay and Agrawal 2000); 
(Gurnani and Xu 2006); 
(Taylor 2006); 
(Mukhopadhyay, Su, 
and Ghose 2009); 

α β γ− +p e Price (p)
Sales efforts (e)

TABLE 6.1
List of Demand Functions and Related Parameters
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Models Authors Demand Variables

(Lau, Lau, and Wang 
2010); (Dan, Xu, and 
Liu 2012); (Chen et al. 
2017); (Ma, Li, and 
Wang 2017); (Zerang, 
Taleizadeh, and Razmi 
2018); (Ke and Jiang 
2020)

(Ma, Wang, and Shang 
2013b); (Ma, Wang, and 
Shang 2013a); (Mondal 
and Giri 2020)

α γ λθ− + +p e Price (p)
Marketing efforts (e)
Quality efforts (θ)

(Dash Wu 2013) 1− + + −p e bp ei i j jγ Price ( p pi j, )
Promotional efforts (e ei j, )

(Gao et al. 2016) α β γ λ− + +p e g Price ( p )
Sales efforts (e)
Collection efforts (g)

(Basiri and Heydari 2017) a p e

b p p b

b e e

p

e

− + + +

−( )− −( )−

−( )

β γ λθ

θ θθ

1 1

2 1 2 1

2 1

Price of the green product 
( p1)

Price of the non-green 
product ( p2)

Environmental quality for 
the green product (θ1)

Environmental quality for 
the non-green product 
(θ2 )

Sales efforts for the green 
product (e1)

Sales efforts for the 
non-green product (e2 )

(Ding and Wang 2020) � �� �� � �p e Price ( p )
Green degree (g)
Promotional efforts (e)

Power (Xing and Liu 2012) � �e D Sales efforts (e)
Online demand (D)

(Esmaeili, Aryanezhad, 
and Zeephongsekul 
2009); (Esmaeili and 
Zeephongsekul 2010); 
(Esmaeili, Allameh, and 
Tajvidi 2016); (Hu, Hu, 
and Xia 2019)

� � �p e� Price ( p )
Marketing efforts (e)

(Pal, Sana, and Chaudhuri 
2015)

� �� � �p ek� Price ( p )
Quality efforts (θ )
Promotional efforts (e)

(Continued )
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Models Authors Demand Variables

(He et al. 2009)

Q F x p e dx

Q

− ( )( )∫
0

| ,

Order quantity (Q )
Distribution function of 
demand F x p e( ,|( )( )

Price ( p )
Promotional efforts (e)

Square root (Karray 2013) α γ γ− + +p e e1 1 2 2 Price ( p )
Marketing efforts (e e1 2, )

Non‑linear (He et al. 2009)

Q F x p e dx

Q

− ( )( )∫
0

| ,

Order quantity (Q )
Distribution function of 
demand F x p e( ,|( )( )

Price ( p )
Promotional efforts (e)

(Dai and Meng 2015) γ β ξe p( ) ( )
γ β ξe p( ) ( )+( )

Marketing efforts (e)
Price ( p )
Risk (𝜉)

(Chernonog, Avinadav, 
and Ben-Zvi 2015)

β γp e( ) ( ) Price ( p )
Sales efforts (e)

TABLE 6.1
List of Demand Functions and Related Parameters

6.4  APPLICATIONS OF ADVERTISING AND MARKETING EFFORTS

In this section, the effect of advertising and marketing efforts on demand functions 
in different supply chains, including business-to-business (B2B), business-to-cus-
tomer (B2C), and closed-loop supply chain (CLSC), is examined.

• B2B advertising is a type of advertising in which companies promote their 
offerings (services, goods, brands, raw materials, supplies, and resources) 
to other businesses (e.g., governments, corporations, institutions), whereas 
B2C advertising is that in which businesses promote their products and ser-
vices to individual people. Advertising arises in traditional media (e.g., TV, 
radio, newspapers, magazines) and non-traditional media (e.g., online chan-
nels, social media, mobile advertising) (Swani, Brown, and Mudambi 2020). 
Advertising can positively affect brand outcomes (e.g., brand loyalty, brand 
awareness, and brand attitudes) and financial outcomes (e.g., demands or 
price) (Hanssens, Wang, and Zhang 2016; De Vries, Gensler, and Leeflang 
2017). Different types of marketing efforts in B2B markets include buying 
allowance, count and recount allowance, merchandise allowance, buy-back 
allowance, promotional allowance, gifts, and premiums (Fill and Fill 2005).

• Advertising and marketing efforts in the context of CLSCs that are commonly 
known as green advertising and green marketing could include increasing 
customer awareness about sustainability, green products, and environmental 
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concerns to increase demand and companies’ profits (Hartmann and Apaolaza-
Ibáñez 2012; Shen et al. 2019; Zhang, Wang, and You 2015). On the other 
hand, the effect of advertising in CLSCs can be for demand of both new and 
remanufactured products (Li et al. 2020; Li and Ouyang 2016).

6.4.1  iNduStrieS aNd exaMpleS

In recent decades, retailers such as Best Buy, Walmart, and Carrefour have expanded 
their markets through marketing efforts, including advertising, attractive shelf space, 
sales personnel, introducing trial samples, sales promotions, and more (Chen et al. 
2017). For example, Walmart has used the following promotion strategies to attract 
customers and increase demand:

• Advertising through social media, billboards, newspapers, and TV ads
• Offering free trials and discounts across all seasons
• Advertising in-store through the efforts of sales personnel to attract custom-

ers to try the products

Promotional efforts in the tablet market are such that Google, Asus, and Samsung 
customers may receive a free power bank or a cover if they buy the new Nexus 7 or 
Galaxy Note Pro 12.2. In the automobile market, Mercedes-Benz gives free metallic 
paint to customers of the E-Class Saloon model, or customers can install a seven-
speed automatic gearbox to upgrade their vehicles. Another example is BMW, which 
has added features such as satellite navigation, Bluetooth, and voice control to the 
BMW 5 Series 525i/d (Tsao 2015). UPS and FedEx offer discounts on transportation 
costs to increase customer demand. American Eagle and A&F Clothiers devoted 
part of their available shelf space to special clothing for longer periods (Tsao and 
Sheen 2012). Burger King and McDonald’s provide coupons to enhance demand 
(Tsao 2010). Brands like Body Shop, Ben & Jerry’s, Ecover, Patagonia, Tom’s of 
Maine, and L.L. Bean are among the pioneers in using green marketing techniques 
(Rivera‐Camino 2007).

6.4.2  caSe Study

Sinha and Verma (2020) divided the benefits related to sales promotion into two 
categories: utilitarian benefits and hedonic benefits. Utilitarian benefits refer to those 
that influence the customer’s evaluation through rational thought, including useful-
ness, convenience, and money-saving. Hedonic benefits are those that influence the 
customer’s evaluation through intrinsic and emotional feelings, including pleasant 
feelings, entertainment, and value expression.

The authors examined the effects of monetary and non-monetary sales promo-
tions on hedonic and utilitarian benefits related to sales promotions and also the 
effects of hedonic and utilitarian benefits on customer perceived value. They consid-
ered that the product category moderated these relations. Non-monetary sales pro-
motions refer to incentives such as bonuses, gifts, and sweepstakes.
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They studied customer perceived value for food products and personal-care prod-
ucts by considering monetary and non-monetary sales promotions in India. Two cat-
egories for food products, including chocolates and biscuits, and two categories for 
personal-care products, including soap and toothpaste, are considered. In this study, 
data were collected from east, west, north, and south of Madhya Pradesh (the Indian 
State), and 400 questionnaires were completed. Of the 400 participants, 52.3% were 
males and 47.7% were females; 64.5% of the participants ranged in age from 15 
to 30  years, 29.8% were between 31 and 50, and 5.8% were more than 50  years 
old. Regarding education level, 48.2% of the respondents were graduates, 30% were 
under-graduates, and 21.8% had a postgraduate degree; 37.5%, 32.3%, and 30.2% of 
the participants were students, businessmen, and service providers, respectively. The 
annual income of 58.2% of the respondents was below INR 200,000, between INR 
200,001 and INR 400,000 for 34%, and 7.8%, had an annual income higher than 
INR 400,000.

The authors applied partial least-squares–based structural equation modeling 
(PLS-SEM) and used the related software (Smart PLS 3). They named the category 
of food products Group A and the category of personal-care products Group B. The 
following results were obtained for Group A with 400 samples:

• The coefficient R2  for utilitarian benefits, hedonic benefits, and customer 
perceived value are 0.391, 0.473, and 0.266, respectively, which shows the 
predictive power is moderate.

• The influence of monetary sales promotion on hedonic benefits  
( p t= = =0 0000 6 755 0 276. , . , .β ) and utilitarian benefits ( p t= = =0 0000 9 203 0 410. , . , .β

p t= = =0 0000 9 203 0 410. , . , .β ) is positive and significant.
• The influence of non-monetary sales promotion on hedonic benefits 

(p t= = =0 0000 9 754 0 489. , . , .β ) and utilitarian benefits ( p t= = =0 0000 5 356 0 290. , . , .β
p t= = =0 0000 5 356 0 290. , . , .β ) is positive and significant.

• The influence of hedonic benefits (p t= = =0 0000 8 058 0 366. , . , .β ) and 
utilitarian benefits (p t= = =0 0000 4 056 0 219. , . , .β ) related to sales pro-
motion on customer perceived value is positive and significant.

The results for Group A showed that the hedonic and utilitarian benefits related to 
sales promotion have a positive effect on customers’ perceived value.

The following results were obtained for Group B with 400 samples:

• The coefficient R2  for utilitarian benefits, hedonic benefits, and customer 
perceived value are 0.330, 0.359, and 0.225, respectively, which shows the 
predictive power is moderate.

• The influence of monetary sales promotion on hedonic benefits 
(p t= = =0 0000 9 754 0 307. , . , .β ) and utilitarian benefits ( p t= = =0 0000 9 203 0 410. , . , .β

p t= = =0 0000 9 203 0 410. , . , .β ) is positive and significant.
• The influence of non-monetary sales promotion on hedonic benefits  

(p t= = =0 0000 2 213 0 489. , . , .β ) and utilitarian benefits (p t= = =0 0000 5 356 0 290. , . , .β
p t= = =0 0000 5 356 0 290. , . , .β ) is positive and significant.
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• The influence of hedonic benefits (p t= = =0 024 8 058 0 366. , . , .β ) and 
utilitarian benefits (p t= = =0 0000 4 056 0 219. , . , .β ) related to sales pro-
motion on customer perceived value is positive and significant.

The results for Group B show that the hedonic and utilitarian benefits related to sales 
promotion have a positive effect on customers’ perceived value.

6.5  MATHEMATICAL MODELS

In this section, two examples with related parameters and solving methods that con-
sidered the effects of advertising and marketing efforts on demand functions are 
presented:

6.5.1  the FirSt exaMple

Chaab and Rasti-Barzoki (2016) investigated a SC with one manufacturer and one 
retailer. The manufacturer produces a product at the production cost (c) and sells it 
to the retailer at the wholesale price (w). The retailer sells the product to customers 
at the retail price ( p). They considered cooperative advertising between the manu-
facturer and the retailer.

Parameters
α Market base demand
A Sales saturate asymptote
β Demand sensitivity to price
B Demand sensitivity to advertising
γ Effectiveness of local advertising
δ Effectiveness of national advertising
c Manufacturer’s production cost
d Handling cost for the retailer
v Shape parameter

Variables
w Wholesale price
p Retail price
m Retailer margin
a National advertising
q Local advertising
t Participation rate of the manufacturer

• Demand and profit functions

The demand function in the SC is shown in Relation (6.1):

 D p a q p A Ba qv, ,( )= −( ) −( )− −α β γ δ
1

 (6.1)
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In Relation (6.1), the market base demand is α, α β−( )p v

1

 is the price demand 

function, and A Ba q−( )− −γ δ
 is the advertising demand function. By substituting 

p m w= + , the manufacturer and retailer’s profit functions are as follows:

 π α β γ δ
M

vw c m w A Ba q ta q= −( ) − +( )( ) −( )− −− −
1

 (6.2)

 π α β γ δ
R

vm d m w A Ba q t a= −( ) − +( )( ) −( )− −( )− −
1

1  (6.3)

According to Relation (6.2), the first term of the manufacturer’s profit function is 
profits from sales of the product to the retailer, and the second and third terms are 
costs related to national and local advertising, respectively. The first term of the 
retailer’s profit function (Relation 6.3) is profits from sales of the product to custom-
ers, and the second term is costs related to national advertising.

• Solving method

To solve the problem, they assumed the manufacturer and retailer make decisions 
independently and simultaneously. A Nash game is provided to obtain the equilib-
rium decisions of pricing, local and national advertising, and the participation rate.

To find the equilibrium points, the first derivative of Relations (6.2) and (6.3) are 
obtained and are equaled to zero simultaneously:

 w
v

v
N =

+1 2
 (6.4)
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v

v
N =

+
2

1 2
 (6.5)
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6.5.2  the SecoNd exaMple

Ma, Wang, and Shang (2013b) considered a SC with one manufacturer and one 
retailer. The manufacturer produces a product at the production cost (c) and sells it 
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to the retailer at the wholesale price (w). The retailer sells the product to customers 
at the retail price (p). The retailer enhances demand through marketing efforts, and 
the manufacturer increases demand through quality efforts.

Parameters
α Market base demand
γ Sensitivity coefficient of demand to marketing efforts
λ Demand sensitivity to quality efforts
η Demand sensitivity to marketing efforts
ξ Profit sensitivity to quality efforts
c Production cost

Variables
w Wholesale price
p Retail price
m Retailer margin
e Marketing efforts
θ Quality efforts

• Demand and profit functions

The demand function in the SC is shown in Relation (6.9):

 D p e p e, ,θ α γ λθ( )= − + +  (6.9)

In Relation (6.9), the market base demand is α, and demand is decreased with an 
increase in price ( p) and increased with an increase in marketing and quality efforts 
(e,θ), respectively. The authors considered the retail price as p m w� � , in which 
m  is the sales margin related to the retailer. So, the retailer’s profit function is as 
follows:

 π α γ λθ
η

R p e p w p e
e

,( )= −( ) − + +( )−
2

2
 (6.10)

According to Relation (6.10), the first term of the retailer’s profit function shows the 
profit from sales of the product to customers, and the second term is costs related to 
marketing efforts.

 π θ α γ λθ
ξθ

M w w c p e,( )= −( ) − + +( )−
2

2
 (6.11)

According to Relation (6.11), the first term of the manufacturer’s profit function 
shows the profit from sales of the product to the retailer, and the second term is costs 
related to quality efforts.
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• Solving method

They proposed a Stackelberg game model to solve the problem; the manufacturer 
is the leader, and the retailer is the follower. By substituting p m w= +  in Relation 
(6.10), the retailer’s profit function is as follows:

 π α γ λθ
η

R m e m m w e
e

,( )= − − + +( )−
2

2
 (6.12)

The Hessian matrix of πR  with respect to m  and e  is negative-definite if 2 2η γ> , 
so the optimal decisions for the retailer’s variables are obtained by solving the first-
order derivative of Relation (6.12):

 
∂
∂

= − + + − =
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α γ λθR

m
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∂
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By solving Relations (6.13) and (6.14), the optimal decisions for m  and e  are as 
follows:

 m
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+ −( )
−

η α γθ

η γ2 2  (6.15)

 e
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+ −( )
−

γ α γθ

η γ2 2  (6.16)

By substituting Relations (6.15) and (6.16), the manufacturer’s profit function is as 
follows:

 π θ
η α γθ

η γ
ξθ

M w
w c w
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2 22

2
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The optimal decisions for the manufacturer’s variables are obtained by solving the 
first-order derivative of Relation (6.17):
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By solving Relations (6.18) and (6.19), the optimal decisions for w  and θ  are as 
follows:
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λη α

ηξ λ η λ ξ
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c

4 22 2
 (6.21)

6.6  RESEARCH TRENDS

In this section, articles that investigate the effect of advertising and marketing efforts 
on demand functions are reviewed. Table 6.2 presents research trends from 2000 to 
2020 to show the effect of advertising and marketing efforts in SCs as static/dynamic 
models and deterministic/stochastic models. Also, the game structures that are used 
to solve models are stated.

• Static/dynamic models

In static models, the demand function and optimal decisions of advertising and mar-
keting efforts are stationary. But, in dynamic models, time is considered in modeling 
and in the demand function, and optimal decisions are obtained for advertising and 
marketing efforts over time.

• Deterministic/stochastic models

In deterministic models, the demand function is deterministic and optimal decisions 
of advertising and marketing efforts are obtained deterministically. But, in stochas-
tic models, the demand function is modeled stochastically and decisions of advertis-
ing and marketing efforts are obtained stochastically.

• Game structures

Game theory is a common solving method in operations management for decisions 
about marketing efforts and advertising in SCs, and a significant number of articles 
have used game theory to make optimal decisions regarding advertising and market-
ing efforts in SCs. In the reviewed articles, five types of game structures, including 
(1) Nash (N), (2) the Supplier-Stackelberg (SS), (3) the Manufacturer-Stackelberg 
(MS), (4) the Retailer-Stackelberg (RS), and (5) the cooperation between manufac-
turers and retailers (Co) have been identified.

• Contract design

The design of contracts, to coordinate SC and collaboration between manufactur-
ers and retailers, has been the focus of researchers. The purpose of contracts, such 
as cooperative advertising, participation in the costs of marketing efforts, two-part 
tariffs, and retail price maintenance, is to increase the partnership between manu-
facturers and retailers to increase demand and SC’s profits.

The following topics are suggested for further research: (1) studies that have exam-
ined the impact of marketing decisions over time are limited, so considering the time 
for advertising and marketing efforts in SC is an interesting topic in this area; (2) in 
most articles, the Stackelberg game approach is used to obtain decisions of advertising 
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TABLE 6.2
Research Trends in Advertising and Marketing Efforts
Author(s) Model Game Structure Advertising/

Marketing N SS MS RS Co
Efforts

(Tsay and Agrawal 2000) stat. det. * * M.E.

(Jørgensen, Sigué, and Zaccour 2000) dyn. det. * * Adv.

(Huang and Li 2001) stat. det. * * * Adv.

(Huang, Li, and Mahajan 2002) stat. det. * * Adv.

(Taylor 2002) stat. stoch. * * M.E.

(Gurnani and Xu 2006) stat. det. * * M.E.

(Karray and Zaccour 2006) stat. det. * * Adv.

(Taylor 2006) stat. det./stoch. * M.E.

(Yue et al. 2006) stat. det. * * Adv.

(Xie and Ai 2006) stat. det. * * * Adv.

(Esmaeili, Aryanezhad, and stat. det. * * M.E.
Zeephongsekul 2009)

(He et al. 2009) stat. stoch. * * M.E.

(Mukhopadhyay, Su, and Ghose 2009) stat. det./stoch. * * M.E.

(Szmerekovsky and Zhang 2009) stat. det. * * Adv.

(Xie and Neyret 2009) stat. det. * * * * Adv.

(Esmaeili and Zeephongsekul 2010) stat. stoch. * * * M.E.

(Lau, Lau, and Wang 2010) stat. det. * M.E.

(De Giovanni 2011) dyn. det. * * Adv.

(SeyedEsfahani, Biazaran, and Gharakhani stat. det. * * * * Adv.
2011)

(Javid and Hoseinpour 2011) stat. det. * * * Adv.

(Aust and Buscher 2012) stat. det. * * * * Adv.

(Dan, Xu, and Liu 2012) stat. det. * M.E.

(Xing and Liu 2012) stat. det. * * M.E.

(Wu 2012) stat. det. * M.E.

(Dash Wu 2013) stat. det. * * * M.E.

(Karray 2013) stat. det. * * * * M.E.

(Ma, Wang, and Shang 2013b) stat. det. * * * * M.E.

(Ma, Wang, and Shang 2013a) stat. det. * * M.E.

(Zhang et al. 2013) stat. det. * * Adv.

(Yang et al. 2013) stat. det. * * Adv.

(Chernonog, Avinadav, and Ben-Zvi 2015) stat. stoch. * M.E.

(Dai and Meng 2015) stat. stoch. * M.E.

(Pal, Sana, and Chaudhuri 2015) stat. det. * * * M.E.

(Chaab and Rasti-Barzoki 2016) stat. det. * * * * Adv.
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Author(s) Model Game Structure Advertising/
Marketing N SS MS RS Co

Efforts

(Esmaeili, Allameh, and Tajvidi 2016) dyn. det. * M.E.

(Gao et al. 2016) stat. det. * * * * M.E.

(Li and Ouyang 2016) stat. det. * Adv.

(Basiri and Heydari 2017) stat. det. * * M.E.

(Chen et al. 2017) stat. det./stoch. * * * M.E.

(Ma, Li, and Wang 2017) stat. det. * M.E.

(Xie et al. 2017) stat. det. * * Adv.

(Zerang, Taleizadeh, and Razmi 2018) stat. det. * * M.E.

(Gupta, Biswas, and Kumar 2019) stat. stoch. * * * * Adv.

(Hu, Hu, and Xia 2019) stat. det. * * M.E.

(Yu, Wang, and Zhang 2019) stat. det. * * Adv.

(Ding and Wang 2020) stat. det. * M.E.

(Ke and Jiang 2020) stat. det. * * M.E.

(Li et al. 2020) stat. det. * * Adv.

(Ma, He, and Gu 2020) dyn. det, * Adv.

(Mondal and Giri 2020) stat. det. * * M.E.

and marketing efforts, so articles with a dynamic game approach, such as evolution-
ary games and differential games in this area, are limited; (3) addressing advertising 
and marketing efforts for green products, remanufactured (or refurbished) products 
in the context of CLSC and green SC, is among the suggestions for future work;  
(4) the design of contracts (cooperative advertising, participation in the cost of mar-
keting efforts, etc.) in SC to cooperate between manufacturers and retailers in deci-
sions of advertising and marketing efforts has been considered by many researchers in 
this field; therefore, the design of new contracts in this area will be a topic of interest.

6.7  CONCLUSION

In this chapter, decisions of advertising and marketing efforts in operations management 
are studied. The demand functions that considered advertising and marketing efforts in 
forms of power, square root, linear, and non-linear models are reviewed. The applications 
of advertising and marketing efforts in different SC echelons (B2B, B2C, and CLSC) 
are studied. Some case studies and two mathematical models are provided. Finally, the 
research trend, according to advertising and marketing decisions is proposed.
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7.1  INTRODUCTION

In today’s business environment, companies strive to build favorable relationships 
with their stakeholders. Nowadays, reputation is an essential tool for achieving a sus-
tainable competitive advantage and maintaining a long-term relationship with stake-
holders, including customers. Reputation is the most unique intangible property that 
helps a company continue its operations. Corporate reputation is about understand-
ing customers, providers, personnel, and industry groups, and the identity of a com-
pany is made by the actors inside and outside an organization (Kirkwood and Gray 
2009). Thus, how the company satisfies the demand of customers has a significant 
impact on its future. Therefore, this chapter empirically starts with the conceptual 
framework of the proposed factors. This is supported by a list of demand functions, 
essential variables, advantages, and disadvantages of those functions. The next part 
presents industries and products affected by reputation, and it is continued with rele-
vant case studies, an example of an optimization model, and research trends. Finally, 
the results and conclusion close the chapter.

7.2  CONCEPTUAL FRAMEWORK OF THE PROPOSED FACTORS

Considering the erratic nature of today’s economy, there is a battle for success 
between organizations (Nguyen 2020), whether one organization succeeds or not 
depends on many elements, one of which is reputation. A company’s reputation is a 
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perception of its stakeholders and is considered a competitive advantage because of 
its ability to influence the performance of the company. Therefore, this factor helps 
the corporation achieve its goals and objectives. A company’s reputation is defined 
as a stakeholder’s perception of a corporation’s ability to create value relative to com-
petitors (Rindova et al. 2005). The reputation is a series of beliefs about a company’s 
capability in keeping its customers and stakeholders satisfied and happy.

The reputation is defined as an estimate of the consistency of an entity’s attribute, 
which means a company can be globally renowned for each of its features, such as 
price, the quality of its goods, management, and creativity (Herbig and Milewicz 
1993). A company’s reputation might fail in fulfilling every customer’s expectations. 
The company might be incapable of having the features that were mentioned earlier 
all at once. Reputation is created over time, a build-up of judgments by customers. The 
actual reputation reveals itself when the company has worked with different groups.

Economics, organizational theory, and marketing researchers have studied cor-
porate reputation. Economists study matters of reputation, which is connected to 
the quality of goods and prices (Shapiro 1983). A company’s reputation reflects the 
effects that a company has on its substantial customers and stakeholders. It is the 
overall judgment of the customers that builds a reputation for a company.

The reputation is essential for the success of companies, along with customer sat-
isfaction and product quality. The company’s reputation can be considered a mirror 
of its history that serves to provide information about the quality of its services or 
products compared to its competitors with similar target groups (Yoon, Guffey, and 
Kijewski 1993). The nature of the company’s reputation depends on the outcomes of 
perceived actions. If the company repeatedly fulfills its promises, it must have a good 
reputation. Conversely, a company’s failure to respect its stated goals may create a 
negative reputation (Nguyen and Leblanc 2001).

Most early works that have influenced the studies of management come from eco-
nomics researchers’ use of game theory to see how past interactions of individuals 
affect critical businesses in the future (Shapiro 1983). Researchers see reputation as 
assumptions about a company’s type of strategy, for example, the quality of production 
or the ability to withstand competition. It is defined as signals that are based on a com-
pany’s actions over time or under certain situations. These actions reveal fundamental 
indiscernible information that indicates the features of a company, multiple features 
that result in various incentives, or strength to take specific steps (Barnett and Pollock 
2012). Hence, to achieve a comprehensive definition of reputation, Barnett, Jermier, 
and Lafferty (2006) categorized the inventory of purposes into three distinct clusters:

 1. Reputation as a state of understanding: A company’s reputation is an aggre-
gation of perceptions and representation of knowledge because it reflects 
the awareness of the company.

 2. Reputation as an assessment: A company’s reputation is a criterion, judg-
ment, or evaluation.

 3. Reputation as an asset: A company’s reputation is defined as an intangible 
source of economic or financial investment.

The company’s reputation can be based on various sources that rely on direct experi-
ence, including products, services, and sales, or on indirect sources to shape their 
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perceptions of the company’s reputation. The better the knowledge of the cus-
tomer is, the more the company’s reputation develops, and that is why inter-
acting with the customers and knowing their opinions on the products matter. 
Customers can also help the company build its brand just by talking about their 
products and services. Thus, creating a positive image for the company and its 
brand is done by bringing more value to customer purchases and meeting their 
expectations (Nguyen 2020).

The company’s reputation is affected by many factors. Noted by the Reputation 
Institute, elements such as the company’s ethical behavior, social impression, and 
justice positively affect its reputation (Reputation Institute 2018). Other features like 
the company’s creativity in making products, the quality of its goods and services, 
a vivid image of the company’s future, providing competitive benefits, transparency 
in business, and the capability of providing for customers’ needs also have an impact 
on a company’s reputation. The reputation of the company itself is another element 
that alters reputation. For instance, if a general manager has an unfavorable reputa-
tion, then the whole company’s reputation is in danger of ignominy. Things like 
purchasing habits, levels of the economy, culture, communication, and location of 
a company are also serious influencers of reputation (Zraková, Demjanovičová, and 
Kubina 2019).

Economists analyze reputation issues concerning the product quality and price 
(Shapiro 1983). The reputation is a crucial factor in public relations activities, many 
types of research state that organizations with a good reputation have a clear advan-
tage, as it can attract and keep loyal customers. Therefore, not only does reputation 
affect customer loyalty but it also inclines customers to recommend a brand to others 
(Shapiro 1983; Walsh et al. 2009). Another work that hints at the effect of corpo-
rate reputation on customer loyalty (Loureiro and Kastenholz 2011), done on RHEs 
(rural hospitality enterprises), shows factors such as satisfaction and the reputation 
context of RHEs. Satisfied RHE customers were more likely to buy, repurchase, and 
recommend to other RHE customers as well (Peña, Jamilena, and Molina 2013). In a 
broader sense, reputation also changes the perception of a company’s attractiveness 
to various stakeholders, including potential employees, investors, and customers. 
The company’s social performance also plays a role in these organizational results. 
Research shows that just as corporate social performance modifies reputation, it also 
directly affects the attractiveness of an organization to customers, investors, and 
potential employees (Martin, CBE, and Burke 2012).

As argued by Wang, Lo, and Hui (2003), reputation plays an even more prominent 
figure in services, as the evaluation of the quality of the services, especially in repur-
chases, is quite vague. Moreover, in services and products in which the assessment 
of quality by the customer is not possible or not accessible, reputation is of extreme 
importance. Thus, organizations may benefit more from their reputation than the 
actual quality of the services (Fombrun 1996). A  good reputation improves the 
customers’ trust toward one’s services and advertisements and decreases cognitive 
dissonance since reputation acts as a stand-in for information. Through maintain-
ing steady customer retention, companies receive higher purchase rates and achieve 
price premiums. Nevertheless, any organization with a good reputation could be in 
shambles tomorrow. The reputation of a company shows customers’ usual expec-
tations when they choose to use a company’s services. It is both a strategical and 



118 Influencing Customer Demand

financial property, not merely a motive for better marketing and an essential matter 
for companies that offer services to customers to gain their loyalty (Nguyen 2020). 
This connection between customer satisfaction and loyalty is seen in both online and 
real-world environments (Walsh and Beatty 2007). Besides, the reliability of estimat-
ing one’s reputation can be something personal, thus much more reliable when con-
sidering customers’ past experiences with a company (Nguyen and Leblanc 2001).

The companies that own a good reputation add to the price of their goods or ser-
vices since customers are willing to pay for a product that is branded rather than just 
an ordinary product. Research on service marketing shows the relevance of interme-
diary influence of variables like satisfaction and loyalty, which effects attitudes in 
the outcome (Walsh, Dinnie, and Wiedmann 2006; Wang, Lo, and Hui 2003). The 
effects of intermediary influencers (satisfaction and commitment) are of particu-
lar importance. In their understanding, there is a causal relationship between these 
variables and influencers. Understanding how customer loyalty, commitment, and 
corporate reputation work together in creating different kinds of CCBs (customer cit-
izenship behaviors) gives insight into the drivers of possible customer attitudes. Five 
aspects of reputation can be seen in their CBR (customer-based reputation) scale: 
quality of management and employer, customer orientation, financial stability and 
strength, quality of products and services, and social responsibility.

Numerous studies have examined the benefits of a positive company’s reputation 
for firms. Smith, Smith, and Wang (2010) stated that according to signaling theory, 
a company’s reputation can be considered an awareness sign about the behavior of 
the company and the quality of its performance. If a company manages this, it will 
be a strategic driver of an organization’s reputation and will lead to success. This is 
the difference between well-known companies and those who fail (Bartikowski and 
Walsh 2011).

Because of this reputation, the uncertainty decreases, the company’s reputation 
is defined as a precious asset, and firms do care about reputation in the economic 
framework. Researchers investigate that a company’s reputation is also associated 
with improving the financial results and value of the company. A significant num-
ber of works that have been done on reputation shows that “good” characteristics 
are essential in boosting a company’s value by resulting in a more convenient deal 
(Walsh and Beatty 2007). The reputation assists companies in raising their sales 
and market stocks (Shapiro 1982). Companies will be able to maintain a connection 
with the customers who are loyal to them (Nguyen and Leblanc 2001). In today’s 
environment, which has proven to be extremely competitive, it is agreed that cor-
porate reputation changes customer loyalty. A good reputation is a precious feature 
that leads a company toward having positive effects on various groups of stakehold-
ers. Therefore, many researchers focus on the relationship between financial perfor-
mance and the reputation of a company. The methodology of such research can be 
questionable due to their mixed results (Yungwook 2001). While a report by Rose 
and Thomsen (2004) states that good financial performance builds a firm’s reputa-
tion, another report by Sabate and Puente (2003) says there is a two-way relation-
ship between performance and reputation. As the reports vary in their results, the 
relationship between them is generally seen as a positive one, whether in profits or 
market value.
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Many marketing researchers found corporate reputation to play a vital role in cus-
tomer behavior. This is vital when companies want to gain customers’ trust. Things 
like the quality of the product, the reputation of a company, and brand image have 
a powerful impact on the relationship between the loyalty and satisfaction of one’s 
customers (Nguyen and Leblanc 2001). The determinant of a company’s competitive 
performance is reputation, alongside interactions across marketing and R&D (Dutta, 
Narasimhan, and Rajiv 1999).

Many kinds of research indicate that a company’s reputation influences the 
company’s performance positively. On the other side, some studies show opposite 
results. They claim that reputation results from fair market performance (Martin, 
CBE, and Burke 2012). The reputation of a company has a strong effect on every 
single feature of a company’s performance; the awareness of an investor, company 
equity, demands of the customer, maintaining loyal customers, and staff attraction 
(Highhouse, Brooks, and Gregarus 2009). Many elements play an essential role in 
the evolution of a company’s reputation, just like how reputation modifies its out-
come and performance. Looking through the financial records of a company shows 
that the reputation of one company is noticeably connected to its financial perfor-
mance (Duhé 2009).

In summary, a positive company’s reputation brings many valuable financial, 
competitive, and strategic benefits that enhance a firm’s performance.

7.3  LIST OF DEMAND FUNCTIONS

A variety of mathematical models have been investigated to characterize demand 
functions, which depend on reputations. Researchers in business and economics are 
increasingly using such demand functions. This survey includes demand functions 
by considering essential variables, its marketing applications, and case studies. In 
addition, Table 7.1 considers where these demand functions are applied in supply 
chain echelons.

7.4  INDUSTRIES AND PRODUCTS AFFECTED 
BY THE REPUTATION FACTOR

Measuring the reputation and relevant criteria to determine the reputation of any 
company is essential. In the following, a summary of the studies conducted on the 
impact of the company’s reputation on stakeholders, especially customer needs, are 
presented by focusing on the methodology and its results.

7.5  RELEVANT CASE STUDIES

7.5.1  Specialty coFFee auctioN

The growing role of quality production in the global coffee market is recorded well. 
Teuber and Herrmann (2012) focused on the effect of regional origin on market 
prices. Since the specialty coffee market is analyzed, their model depicts some of 
the key features of the specialty coffee market. Because the reputation and objective 
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quality of the product are vital for increasing demand, they collected all available  
data for Cup of Excellence auctions over a period of six years in eight coffee-producing  
countries (Costa Rica, Bolivia, El Salvador, Colombia, Guatemala, Honduras, Brazil,  
and Nicaragua) and analyzed the e-auction markets. Therefore, a reduced form 
hedonic pricing model is proposed to explain auction prices. The results show that 
it is crucial to recognize quality, reputation, and their interactions as factors deter-
mining the price of the coffee auction and the effects of different origins in market 
segments. Their model is formulated based on three functions as supply function, 
demand function that is related to quality, regional origin, product characteristic and 
direct effect of reputation on demand. The results show that significant coefficients 
of the country-of-origin variables indicate that superior reputation leads to price 
rewards in the specialty coffee market. These outcomes are significant for coffee 
producers who decide to enter new consumer markets with their coffee.

7.5.2  the iMpact oF aN uNSuStaiNable reputatioN oN the touriSM  
deMaNd Model

Albaladejo, González-Martínez, and Martínez-García (2016) concentrated on rep-
utation and persistence effects to support their impact on tourism demand. Their 
research determined a relationship between lagged and current demand has a non-
fixed reputation effect. Their estimation is based on panel data from 17 Spanish 
regions over 13 years, and it depends on whether the tourists are domestic or inter-
national. The results show that reputation is not fixed in both estimates. Their model 
assumes a reputation effect that enhances demand, which is between the current one 
and the lagged one. This demand model includes a quadratic form of lagged demand, 
and a reputation effect is not fixed but is related to congestion.

7.6  EXAMPLES OF OPTIMIZATION MODELS

This example is adapted from Seyedhosseini et al. (2019). In this model, a social 
demand price sensitivity for a two-echelon supply chain (SC) has been proposed. 
In this SC, the manufacturer invests in CSR efforts and retailers compete on selling 
price. Thus, the main contribution of their model is to propose a new price-depen-
dent competitive demand in which price sensitivity and customer price depend on the 
efforts of the manufacturer’s CSR. The profit function of retailer i contains revenue 
minus the purchase cost of the products. To investigate the supply chain, the nota-
tions are presented as CSR (manufacturer’s corporate social responsibility effort), 
pri

 (the unit price of retailer i), γ  (cross-price coefficient of demand), αi  (market 
size of retailer i), β  (CSR effort cost coefficient of the manufacturer), pm  (manufac-
turer’s unit wholesale price), θ  (self-price coefficient of demand), c  (manufacturer’s 
unit production cost).

Hence, the profit function of retailer i (TP pr ri i
( ) ) and manufacturer m 

( TP CSRm ( ) ) are calculated as follows:

  TP p p p CSR p CSR pr r r m i r ri i i i i
( ) = −( ) − −( ) + −( )( exp expα θ γ  (7.1)
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  TP CSR p c p p CSR CSRm m r r( )= −( ) + + −( ) +( ) −( )( )−α α γ θ β1 2 1 2
exp  (7.2)

In the following, the Stackelberg and Nash game between two echelons are mod-
eled, and the Cournot and Collusion behaviors of two retailers are examined, 
too. Therefore, this structure considers four games: Nash-Collusion, Stackelberg-
collusion, Stackelberg-Cournot, and Nash-Cournot. The readers can find the com-
parison of models and the results of running the coordination scheme in all four 
structures in the mentioned paper. This model considers the effect of CSR made 
by members on the supply chain, customer price sensitivity, coordination, and the 
competition mechanism. The most important result in this paper reveals that the 
Nash-Collusion game leads to the most profits in which the maximum level of  
the manufacturer is CSR.

7.7  RESEARCH TRENDS

To prepare this chapter, all sources related to organizational reputation and company 
reputation from 1990 to 2020 are examined. To create a suitable framework, the 
general concepts related to reputation are studied and then, with a more detailed 
study, the importance and benefits of reputation are established. On the other hand, 
according to the main approach of the book and to investigate the effect of reputation 
factors on the demand function, a more in-depth study was performed on articles 
to identify these functions, which in terms of application and practical examples 
are provided in Table 7.1. Since reputation measurement is one of the most critical 
actions of organizations, a complete review is performed to identify the measure-
ment methods and their results in various industries, discussed in Table 7.2. Finally, 
two case studies are examined in general, and an example of an optimization model 
with a game theory approach is presented.

TABLE 7.2
Sample Industries and Their Methods for Considering Reputation
Author(s) Sample and industry Method(s) Result(s)

Nguyen and • 171 clients of • Tipping analyze • The more favorable the image 
Leblanc (2001) service industries • Chi-squared test and reputation of the company, 

• 222 customers in the the higher the customer’s 
retail sector loyalty.

• 395 freshmen in 
educational services

Roberts and • 15 years of • Proportional • A good reputation has the 
Dowling (2002) companies hazards excellent financial performance.

contained in regression • A firm with a financial 
Fortune’s Most • Autoregressive reputation has a strong effect on 
Admired profit profit persistence.

(Continued )
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Author(s) Sample and industry Method(s) Result(s)

Aqueveque and • 4 consumption of • Structural • Reputation has positive effects 
Ravasi (2006) goods and service Equation Models on the perceptions of customers 

companies (SEM) and services.

Chuang, Chen, and • 52 customers in • Fuzzy AHP • Morality and service are critical 
Liou international airlines method to the airline image and 

(2009) in Taiwan customer demand.
• Criterion makes better 

judgments, reduces the gap 
between actual performance and 
the desired level, and meets 
customer expectations.

Helm (2007) • 1,120 individual • Standardized • The reputation has a direct 
German investors in questionnaire impact on significant loyalty 
an international • Partial least and an indirect effect on 
customer goods squares (PLS) behavioral loyalty.

Lloyd (2007) Customers of: • Standard • Nine factors lead to the 
• Architecture questionnaire introduction of a reputation, 

construction • Multiple such as financial performance, 
• IT regression products, and brand.
• Tourism analysis • Different stakeholder groups 
• Health products • Correlation have different ratings of these 
• Waste management coefficient tests factors and evaluate a 

• SEM company’s reputation diversely.

Whelan and Davies • 800 shoppers of • Standard • Agreeableness is the most 
(2007) retailer stores questionnaire critical feature of a company’s 

• 5-point Likert reputation that will increase 
scale customer satisfaction.

• Competence is the second most 
crucial factor in customer 
satisfaction.

Keh and Xie • 351 customers of • Standard • The company’s reputation has a 
(2009) three Chinese questionnaire positive effect on customer trust 

companies in • 7-point scale and customer recognition.
different industries • SEM • Customer identification and 
of B2B services • Maximum commitment are closely related 

probability but are distinct structures in 
estimation B2B regulation.
method

Zhang (2009) • A total of 1,000 • Standardized • Likeability has a greater and 
customers of China questionnaire more significant impact on 
Mobile, BMW, • PLS customer loyalty.
Haier Group, and • SEM • The company’s performance and 
Siemens social responsibility are the most 

critical factors affecting the 
company’s reputation and play a 
role in creating customer loyalty.

TABLE 7.2
Sample Industries and Their Methods for Considering Reputation
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Author(s) Sample and industry Method(s) Result(s)

Zaim et al. (2010) • 280 customers of • Standardized • The company reputation has a 
Telekom Company questionnaire significant impact on customer 

• SEM satisfaction.
• 5-point • The reputation is based on the 

measurement company’s innovation, 
scale reliability, contribution, and 

how to satisfy customers.

Kim (2010) • 642 customers of • Standardized • Five variables of service quality, 
UK Retailers questionnaire role-based reputation, 

• PLS personality-based reputation, 
• SEM customer satisfaction, and 

customer commitment are 
considered.

• The quality of services and the 
emotional aspect of corporate 
reputation has a better role in 
determining customer 
satisfaction and loyalty.

Ozturk, Cop, and • Managers of the • Standardized • Quality services, customer 
Sani (2010) hotel industry questionnaire focus, and identifying the needs 

• Correlation and requirements of customers 
coefficient tests for increased reputation.

• Companies with a high quality 
of customer service benefit from 
skilled and innovative 
employees who increase 
customer satisfaction.

Ali, Alvi, and Ali • 250 customers of the • SPSS and AMOS • There is a positive relationship 
(2012) cellular industry • Correlation between reputation, customer 

analysis satisfaction, and loyalty.
• Regression • There are positive effects of 

analysis customer satisfaction on loyalty.
• Reliability 

analysis
• Fit index analysis

Tuck (2012) • 24 customers of the • Delphi method • The results indicate the 
Australian mining existence of specific 
industry stakeholders, stakeholder 

network effects, and reputation 
dependence in the industry.

Petrokaitė and • 87 customers of • Standardized • All factors of customer 
Stravinskienė chain restaurants questionnaire reputation, namely, the quality 
(2013) • Kolmogorov– of goods and services, emotional 

Smirnov test attractions, vision, leadership, 
and social responsibility, should 
be used more in restaurant 
communication activities.

(Continued )
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Author(s) Sample and industry Method(s) Result(s)

Aguwa, Olya, and • 2,775 customers of • Association rule • This model helps companies 
Monplaisir (2017) the auto industry learning to build reduce costs, have fewer 

a customer complaints, and increase 
satisfaction index customer loyalty, which is the 
(CSI) main factor in reputation 

• Dynamic critical measurement.
to quality (CTQ) 
method

Castilla-Polo et al. • 76 cooperatives in • SEM • The companies with a high 
(2018) the food Industry • PLS reputation in cooperatives will 

have superior performances.
• Certification, awards, 

innovations, and social 
responsibility are essential 
factors in cooperatives.

TABLE 7.2
Sample Industries and Their Methods for Considering Reputation

7.8  CONCLUSION AND FUTURE RESEARCH DIRECTIONS

Today, more than ever, it is critical to examine the impact of a company’s reputa-
tion on the performance and needs of stakeholders, including customers. This 
is significant because public awareness of the company’s actions has increased 
and the demand of individuals and organizations for greater transparency has 
gone higher. On the other hand, the customer’s experience of the company’s prod-
ucts and services and more customer communication through various media has 
caused the importance of evaluating the company’s reputation to be given more 
attention.

As a result, the concept of company reputation along with its importance and 
benefits are proposed, and the appropriateness of multiple methodologies, such 
as survey, methods, and results, is discussed. The essential points extracted from 
reviewing the surveys performed are as follows.

Variables such as capability, compared to other variables such as competence, 
have a significant effect on customer loyalty and increase customer demand. In addi-
tion, the company’s performance and social responsibility are two critical factors 
affecting the company’s reputation and play an essential role in creating loyalty.

The company’s reputation also plays a moderating role in the relationship between 
customer satisfaction and loyalty, as well as satisfaction and recommendation to use 
the service and improve upon it. Customer satisfaction will also increase the reputa-
tion of service companies.

The company’s reputation has a positive effect on both customer trust and cus-
tomer identity. Customer commitment mediates the relationship between customer 
trust and identity. Therefore, customer identity and commitment are closely related.
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The components of a company’s reputation include innovation, leadership, per-
formance, customers, and products and services. Accordingly, corporate reputation 
dimensions include the quality of management, innovation, value, ability to attract 
and retain customers, responsiveness to the community, the environment, and the 
extensive use of company assets.

On the other hand, the relationship between corporate reputation and profitability 
may affect the relationship between reputation and customer loyalty, and reputation 
has a vital role in the customer satisfaction model.

Furthermore, the company’s reputation, being at the top of the news and social 
media, affect the company’s profitability. Highly reputable companies have superior 
financial performance and lower capital costs, too. Besides, corporate reputation can 
be a critical source of competitive advantage. One way to create the best perfor-
mance of a company is to have an excellent corporate reputation. Social responsibil-
ity, quality of services, and financial performance are essential factors in gaining and 
maintaining reputation.

Finally, the company’s reputation is created through the perception of stakehold-
ers, especially customers, and is a kind of evaluation of the investment. Companies 
provided high-quality services to customers, have high financial strength, more inno-
vation and value for customer satisfaction, and have the best position in the market.

An interesting extension would be to include the relationship between corporate 
image, corporate reputation, customer loyalty, and customer demand. There is a lack 
of evidence on the relationship between corporate image and corporate reputation in 
industries.

Future research should examine the relationship between the company’s repu-
tations with other stakeholder groups’ needs and the firm’s financial performance 
dynamics. The future studies can be extended to a larger supply chain by considering 
different stakeholders for common demands.

Finally, it will be challenging to consider demand functions stochastic by focus-
ing on reputations in the long run.
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Zraková, D., M. Demjanovičová, and M. Kubina. 2019. Online reputation in the transport and 
logistics field. Transportation Research Procedia 40: 1231–1237.

https://www.semanticscholar.org
https://www.semanticscholar.org
https://www.semanticscholar.org
http://citeseerx.ist.psu.edu
http://citeseerx.ist.psu.edu


135

8 Congestion in 
the System

Ata Jalili Marand 
Department of Economics and Business Economics, 
Aarhus University, Aarhus, Denmark 

Seyyed Saber Mousavi Gargari
Faculty of Engineering and Natural Sciences, 
Sabanci University, Istanbul, Turkey

CONTENTS

8.1 Introduction .................................................................................................. 135
8.2 Customer Choice Behavior ........................................................................... 136
8.3 Factors Influencing Choice Behavior ............................................................ 138

8.3.1 Factors Directly Influencing Utility .................................................. 138
8.3.1.1 Price ................................................................................... 138
8.3.1.2 Speed .................................................................................. 138
8.3.1.3 Reliability ........................................................................... 140
8.3.1.4 Location ............................................................................. 141

8.3.2 Departure from the Rationality Assumption .................................... 141
8.3.2.1 Logit Choice Models .......................................................... 142
8.3.2.2 Anecdotal Reasoning ......................................................... 144
8.3.2.3 Loss Aversion and Reference Dependence ........................ 145

8.3.3 Attitude to Risk ................................................................................. 146
8.3.4 Information ....................................................................................... 147

8.3.4.1 Delay Information .............................................................. 147
8.3.4.2 Quality Information ........................................................... 148

8.4 Conclusions and Future Research Opportunities ......................................... 149
References .............................................................................................................. 151

8.1  INTRODUCTION

This chapter reviews different approaches to the customer choice behavior model-
ing in congested systems from the operations management viewpoint. Congested 
systems are characterized by the inherent delay between customer order placement 
and the service/product delivery. This inevitable delay can be found in both service 
and manufacturing environments (e.g., call centers, restaurants, consultancy ser-
vices, and make-to-order production systems) and is a result of product customiza-
tion and/or value co-creation. Customers tend to find delays undesirable, and hence 
delay is among the main factors influencing customers’ choice behavior in congested 
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systems. Understanding how customers perceive the value of a service/product in 
the presence of delay is the key to customer choice modeling in congested systems. 
This forms a tight connection between the operations management literature and the 
literature on the psychology of waiting, which strives to explain how human beings 
perceive delay (see Allon and Kremer 2018 for a recent review).

Congestion is the product of stochasticity (e.g., in customer inter-arrival times or 
service/processing times) and limited resources (e.g., processing capacity or avail-
able products). These characteristics can be found in all of the examples previously 
mentioned. Stochasticity and limited resources are inherent in these examples, and 
the two factors bring about the formation of queues. This is the reason why queue-
ing theory has been the preferred tool for modeling the operations of such systems.

According to Hassin (2016), the queueing theory research can be categorized 
based on the number of decision-makers involved in the study as: (i) performance 
analysis, (ii) optimal design, and (iii) analysis of choice behavior. In the first cat-
egory, there is no decision-maker. The main goal of the studies in this category is to 
derive the performance measures of the queueing systems under different assump-
tions regarding the customers’ inter-arrival times, service times, number of servers, 
queue regime, etc. Research in the second category assumes that a central decision-
maker designs the system. The differences between the first and second category 
are that some of the parameters are subject to decision and that these decisions are 
made with explicit economic considerations (see, e.g., Stidham 2009). In the last 
category, there are at least two decision-makers, that is, the service provider(s) and 
the customer(s). This chapter falls within the last category.

Interactions among multiple decision-makers can be investigated by means 
of game theory, which would require behavior modeling at the individual level. 
Therefore, it is common to use models of individual customer choice rather than 
models of aggregate demand in the queueing literature with multiple decision-mak-
ers (see, e.g., Talluri and Van Ryzin 2004, Chapter 7, for more details on different 
approaches for demand modeling). In other words, the mainstream belief is that the 
aggregate behavior of the system can be better understood through individual-level 
modeling of choice behavior. The queuing literature uses utility functions to capture 
each individual customer’s valuation of the service/products. In this chapter, we aim 
at providing a review of different factors considered to influence customer choice 
behavior in congested systems.

8.2  CUSTOMER CHOICE BEHAVIOR

In this section, we model customer choice behavior and show how the aggregate 
arrival rate (demand) can be derived from individual customer decisions. For the 
ease of exposition, we use a simple single-server queue to model the operations of 
the system under consideration. However, the central idea behind customer behavior 
modeling and customer equilibrium behavior holds for more complex queueing sys-
tems. The system under consideration can be either a service system or a manufac-
turing system. To be consistent throughout the rest of the chapter, however, we will 
refer to the system as a service system that is controlled by a service provider who 
provides a certain type of service for the customers. The system specifications are 
described in the following.
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Customers arrive to the system following a Poisson process with rate Λ. Their 
service requirements are independently and identically distributed and follow 
an exponential distribution with rate µ. µ is referred to as the service rate. The  
operations of the system can therefore be modeled as an M M/ / 1  queue. The sys-
tem is assumed to be operating under the first-come-first-serve discipline.1

Upon her arrival, a customer needs to decide on joining the system or balking, that is, 
leaving the system without being served. It is assumed that a customer’s decision to join or 
balk is irrevocable, and she is not allowed to renege. The joining/balking decision is made 
by evaluating a utility function that is commonly assumed to have the following form:

 U v C w= − ( ), (8.1)

where v  denotes the customer service valuation (also referred to as the willingness 
to pay or the reservation price in the economic literature), w  is a measure of delay in 
the system, and C ⋅( )  is a non-decreasing cost function converting the delay disutil-
ity experienced by the customer to monetary units.2 It is common to assume that the 
cost function has a linear form,3 that is, C w c ww( )= , in which cw  is the unit delay 
cost rate that reflects customer delay sensitivity, and w  is the expected delay in the 
system, that is, the sum of delays in the queue and in the service.4 In addition, we 
assume that the customers have identical delay sensitivities.5

Now, we assume that the customers cannot observe the queue length but that the 
steady-state distribution of the delay is common knowledge, and each customer can 
accurately calculate the expected delay for a given arrival rate.6 The expected delay 
in the system as a function of the arrival rate and service rate w λ µ,( )  is increasing 

in the arrival rate, that is, 
∂ ( )

∂
>

w λ µ
λ
,

0 , and decreasing in the service rate, that is, 

∂ ( )
∂

<
w λ µ

µ
,

0 , for λ µ< , and w λ µ,( )= ∞  for λ µ≥  (see, e.g., Asmussen 2008).  

This implies that as the arrival rate increases, the delay cost increases and, conse-
quently, the utility decreases. For a given service rate, the utility function as defined 
by Equation (8.1) is implicitly dependent on the arrival rate through the delay cost 
term, that is, U v C wλ µ λ µ| )( )= − ( )( | . This dependence plays a pivotal role in the 
analyses in this section.

In the queueing literature, customers are largely assumed to be independent 
and rational in their decisions. Each customer decides to join the system only 
if her utility is non-negative.7 A customer’s decision obviously influences other 
customer decisions through the (expected) delay they experience and the resulting 
delay cost. At an aggregate level, the interactions between customers’ decisions 
result in an equilibrium pattern of behavior. Assuming that customers are hetero-
geneous in their service valuations, the equilibrium arrival rate is the solution to

 λ λ λ= ( )≥( ) = ( )( )( )Pr ,U w0 ΛF C  (8.2)

in which F x F x( )= − ( )1  and F ⋅( )  is the cumulative distribution function of the 
customer service valuation. As one may notice, there is not necessarily a closed-form 
expression for the arrival rate (demand). The solution to Equation (8.2) provides the 
service provider with the customer choice behavior as a function of the problem’s 
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primitive data and allows him to maximize his profitability through different mar-
keting or operational decisions.

When queue length is observable and the service time distribution is common 
knowledge, a customer arriving at a system with i  customers already in the system  

can calculate her expected delay in the system as 
i +1

µ
. In this case, according 

to Larsen (1998), the equilibrium arrival rate can be found as λ µ= − ( )( )1 0q ,  

in which q A
i

i0

0

1

λ λ( )= ( )

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
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∑  is the probability that the system is empty, and  
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c i

Ai
w

i=








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Λ
µ µ 1  for i ≥1 , and A0 1= . The literature on the observ-

able queues is rather limited compared to that of the unobservable queues; we there-
fore focus on the latter studies in the major part of this chapter.

8.3  FACTORS INFLUENCING CHOICE BEHAVIOR

8.3.1  FactorS directly iNFlueNciNg utility

8.3.1.1 Price
Using price as a tool to control the congestion level dates back to the seminal work 
by Naor (1969). He seems to be the first to consider customers as decision-makers in 
congested systems. He observed that the self-selecting customers ignored the nega-
tive externalities8 they imposed on others and overloaded the system, which led to 
deviations from what a social planner would prescribe. Naor (1969) proposed pric-
ing as a tool to regulate customer behavior and reach a socially optimal welfare. 
Subsequent studies have used somewhat similar modeling approaches and have 
assumed that the customers are both price and delay sensitive. The following linear 
utility function has been commonly used to capture customers’ sensitivity to price.

 U v p C w= − − ( )  (8.3)

where p  is the posted price (see, e.g., Edelson and Hilderbrand 1975; Mendelson 
and Whang 1990; Besbes and Maglaras 2009; Afeche and Pavlin 2016, for a similar 
approach). According to Equation (8.3), a customer’s utility from a service is the 
difference between her service valuation and the full price (sum of the posted price 
and delay cost) that she incurs to be served. Under the assumptions described in 
Section 8.2 and with the customer choice behavior modeled as in Equation (8.3), the 
revenue-maximizing service provider’s optimization problem can be formulated as 

max :
p

R p p p F
p

p w p( )= ( ) ( )
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8.3.1.2  Speed
As mentioned in Section 8.2, the expected delay is decreasing in µ . This implies that 
increasing the service speed (service rate) can have a positive impact on customer 
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choice behavior through decreasing the expected delay. However, the service speed 
can also influence the quality that is delivered to customers, particularly in situa-
tions where providing a service or product calls for a high level of assiduity. Hence, 
increasing the speed can also have a negative impact on customer choice behavior, 
as the quality may decline.

In many businesses, termed as customer-intensive services, striking a balance 
between speed and quality is crucial. Examples can be found in various service 
systems (health care services, consultancy services, high-end restaurants, beauty 
care, etc.) and manufacturing environments (see, e.g., Kostami and Rajagopalan 
2014 for an example of a car accessory producer whose value proposition centers on 
designing and producing customized products to fit a particular vehicle with a short 
waiting time). In the queueing literature with strategic customers, Anand, Paç, and 
Veeraraghavan (2011) seem to be the first to model such an interaction through the 
following utility function

 U V p C w= ( )− − ( )µ  (8.4)

(see Dai, Akan, and Tayur 2017 for a similar approach used for outpatient services). 
V µ( )  is a function that encapsulates the interaction between the service valuation 
and service speed. Anand, Paç, and Veeraraghavan (2011) use the following func-
tional form for V µ( ) ,

 V vµ α µ µ( )= − −( )( )+
0  (8.5)

where x x+ = ( )max ,0 , α ≥ 0  captures the customer intensity of the service pro-
vided, and µ0 is the benchmark service speed. Obviously, a higher value of α   
means that customers react more intensely to deviations from the benchmark speed 
and, therefore, it implies a stronger dependence of the service value on the service 
speed. The special case of α = 0  restores the model to its classic form, where the 
service value does not depend on the service speed.

There are other functional forms in the literature that are used to model depen-
dence of the service value on the service speed. For instance, Tong and Rajagopalan 
(2014) consider customers who are heterogeneous in their intensity and propose

 V( µ ) =
1 1 1

0α µ µ
−











+

 (8.6)

where α  is a random variable with a known and bounded distribution. Tong (2012) 
assumes that the customer valuation increases in the service time consumed, until 
they feel saturated, for example, in consumer services such as golf courses and ski 
rides. Accordingly, he proposes the following model to account for this observation:

 V for and n
n

µ
µ αµ

α( )= − > >
1 1

0 1, ,  (8.7)
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where the value of n  represents how fast a customer feels saturated.
There are also empirical results supporting the existence of a relationship 

between service duration and quality. Kc and Terwiesch (2009) show that increasing 
the service speed can result in an increase in the likelihood of mortality in surgeries. 
Similarly, Kc and Terwiesch (2012) report an increase in the probability of future re-
admissions when reducing the length of stay in an intensive care unit. Other empiri-
cal studies, for example, Gross et al. (1998), Lin et al. (2001), and Chen, Farwell, 
and Jha (2009), also demonstrate a link between higher customer satisfaction and an 
increase in service duration in health care services.

8.3.1.3  Reliability
While the queueing literature predominantly focuses on delivery time as the only 
delivery performance measure of the service provider, empirical evidence sup-
ports the fact that other aspects of the delivery performance, like delivery reliabil-
ity, can also influence customer choice behavior. Delivery reliability is defined as 
the rate of on-time deliveries, that is, deliveries before or on the promised delivery 
time. Based on the data from a retailer’s online shop, findings in Rao, Rabinovich, 
and Raju (2014) demonstrate a negative relationship between reliability of deliv-
eries and the rate of returns. Also, observations in Rao, Griffis, and Goldsby 
(2011) show that a failure to fulfill the order within the promised time, results in 
a decrease in order quantity and order value, as well as an increase in anxiety, in 
future purchases.

There is a tight link between delivery time and delivery reliability and ceteris 
paribus, a tighter delivery time commitment would be achievable at the price of a 
lower delivery reliability. In other terms, although a shorter delivery time can be 
favorable for the customers, it can worsen the delivery performance in the reliability 
dimension and can therefore cause them disutility. Customer sensitivity to different 
dimensions of delivery performance, that is, delivery time and delivery reliability, 
makes the trade-off between these dimensions a focal point in several industries. 
Examples can be found in online retailing (Rao, Griffis, and Goldsby 2011), fur-
niture manufacturing (Shang and Liu 2011), banking (Ho and Zheng 2004), and 
container shipping (Jalili Marand, Li, and Thorstenson 2020). This trade-off can be 
modeled using the following utility function:

 U V r p C w= ( )− − ( )  (8.8)

in which r  denotes the delivery reliability, and V r( )  captures the dependence of the 
service valuation on the delivery reliability. One common approach is to model the 
service valuation as a linear function of the delivery reliability as

 V r v r( )= + β  (8.9)

where β ≥ 0  reflects the customer’s sensitivity to the delivery reliability level (see, 
e.g., Ho and Zheng 2004; Jalili Marand, Li, and Thorstenson 2020; Shang and Liu 
2011, for a similar approach). Jalili Marand, Tang, and Li (2019) consider the follow-
ing specific functional form:
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in which r0  is the benchmark reliability in the industry, and β  measures customer 
sensitivity to deviations from this benchmark. The benchmark values in different 
industries are reported by, for example, third-party industrial analysis providers. For 
instance, the benchmarks for electronics, personal care, and pharmaceutical products 
have been reported to be 91%, 88 7. %, and 90 2. %, respectively (Shang and Liu 2011).

8.3.1.4  Location
In some applications, customers need to travel to get the desired service. Traveling 
brings about customer disutility both because of the cost they have to incur for travel-
ing and because of the time they need to spend commuting. This is the case in appli-
cations where the customers are geographically dispersed, but the service facilities 
are/need to be located at fixed locations. The sensitivity of customers to distance 
becomes important when the service provider has to decide on facility locations, 
knowing that location decisions will influence the load on the system through cus-
tomer choice behavior. Such cases are common in health care systems (see, e.g., Dan 
and Marcotte 2019; Zhang et al. 2010 for examples of walk-in clinic and mammog-
raphy network design problems, respectively).

In this case, customer choice behavior can be modeled using the following utility 
function:

 U v p C w G d= − − ( )− ( )  (8.11)

in which d  is a measure of the distance that a customer needs to travel to get the 
desired service, and G ⋅( )  is a non-decreasing cost function converting the distance 
disutility to monetary units (see, e.g., Andritsos and Aflaki 2015; Dan and Marcotte 
2019; Dobson and Stavrulaki 2007; Etebari 2019; Hassin, Nowik, and Shaki 2018; 
Tong 2011 for a similar approach). The simplest form of the distance cost function 
is a linear form as

 G d g d( )= + γ  (8.12)

where γ  denotes customer distance sensitivity (see, e.g., Pangburn and Stavrulaki 
2008 for an example). Note that distance may measure the actual spatial separation 
between the customer and the service provider, but it can also be used to reflect the 
difference between a customer’s ideal service and that provided by the service pro-
vider (see Hotelling 1990 for more details).

8.3.2  departure FroM the ratioNality aSSuMptioN

Naor (1969) and the subsequent studies in the queueing literature, which consider cus-
tomers to be decision-makers, predominantly assume they are rational; they are per-
fect utility-maximizers forming accurate expectations regarding the costs and benefits 



142 Influencing Customer Demand

of different alternatives. However, there is abundant empirical evidence supporting 
the fact that customers are either limited in their computational abilities or prone to 
some unobserved noisy bias (Davis 2018), such that they may end up with non-optimal 
decisions, even though they attempt to maximize their utilities. Such behaviors are 
often referred to as bounded rationality in the economic literature (see, e.g., Simon 
1957). Departing from the full rationality assumption has been one of the recent trends 
emerging in the queueing literature. In this section, we review some of the attempts 
made in modeling boundedly rational customers’ choice behavior in congested sys-
tems. Interested readers are referred to Ren and Huang (2018) for a review of different 
approaches for modeling customer bounded rationality in operations management.

8.3.2.1  Logit Choice Models
One of the factors influencing customer choice behavior is customers’ cognitive 
ability to calculate the expected utilities from different alternatives they are faced 
with and to compare them. Luce (1959) shows that as a result of inconsistency in 
comparative judgments, a decision-maker (here, a customer) who is given a set of 
alternatives from which to choose is more likely to choose the better alternatives 
over the worse ones. This probabilistic behavior can be modeled using a logit choice 
model. Considering the interactive behaviors of boundedly rational decision-makers 
in a game theoretic setting, McKelvey and Palfrey (1995) conceptualize the quantal 
response equilibrium assuming that each decision-maker follows the logit choice 
model and believes others also do so.

Huang, Allon, and Bassamboo (2013) seem to be the first to use such an approach 
to explicitly model boundedly rational customer choice behavior in a congested 
system. They consider a customer who needs to choose between two alternatives: 
buying the service from a service provider or balking. Due to the inconsistency in 
comparative judgments, her perceived utility from each alternative may differ from 
her actual utility. The difference, which reflects a bias in customer choice behavior, 
can emanate from the customers’ inability to accurately estimate the expected delay 
in the system and consequently to estimate their expected utility from buying the 
service. This difference can be modeled using a random variable as follows:

 U = +U ε  (8.13)

in which U  and U  are the perceived (expected) utility and the actual (expected) 
utility from buying the service,9 and ε  is a random variable with logistic distribution 

with mean zero and variance 
η π

η
2 2

3
0, > . U  can follow one of the forms intro-

duced in Section 8.3.1. At an aggregate level, the effective arrival rate to the system 
can be found from the equation
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in which U is implicitly dependent on λ through the delay cost function. Note that 
the scale parameter of the logistic distribution, η, is interpreted as a measure of cus-
tomer bounded rationality level in this case. As η  increases, the customers become 
more boundedly rational, and as it approaches zero, the customers’ choice behavior 
approaches the rational behavior. Alternatively, the random variable can be used to 
model heterogeneity of preferences among a population of customers, uncertainty in 
choice outcomes due to unobservable variables affecting a given customer’s choice, 
or variety-seeking and deliberately altering choice behavior of customers (see Talluri 
and Van Ryzin 2004, Chapter 7, for more details).

Using a linear price- and delay-dependent utility function, similar to Equation 
(8.3), within a logit choice model, Huang, Allon, and Bassamboo (2013) study 
social welfare and revenue maximizing pricing decisions of a monopolistic ser-
vice provider. They show that ignoring the customer bounded rationality can lead 
to substantial revenue and welfare losses, even when the bounded rationality level 
is low. The logit choice model has also been used with other functional forms 
of the utility. Examples can be found in Li, Guo, and Lian (2016) and Li et al. 
(2017) that use Equation (8.4), Jalili Marand, Li, and Thorstenson (2020) that 
use Equation (8.8), and Etebari (2019) and Dan and Marcotte (2019) that employ 
Equation (8.11).

The multinomial logit model is an extension of the logit model and is used when 
there are more than two alternatives from which customers can choose, for instance, 
when there are multiple service providers in the market providing substitute services 
and the customers can choose to buy the service from one of the service providers 
or balk without being served. In such cases, the interactions between service provid-
ers can be modeled as a game (see, e.g., Allon and Federgruen 2007; Ho and Zheng 
2004; Shang and Liu 2011 for a few examples), and each service provider’s demand 
is determined by

 λ
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 (8.15)

in which λi  is the arrival rate at service provider i , i N∈ …1, , , N  is the number of 
service providers competing in the market, and Ui  is the customer utility from the 
service provided by service provider i.10 In a competitive setting, So (2000) studies 
the interactions between an arbitrary number of service providers employing a log-
linear utility function

 U v p wi i i
c

i
cp w= − −ln  (8.16)

in which vi, pi, and wi  denote service valuation, price, and delay, respectively, 
at service provider i , and cp  is a measure of customer price sensitivity. Using the 
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utility function in Equation (8.16) within the logit modeling framework results in the 
following aggregate demand model:
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 (8.17)

which is known as the multiplicative competitive interaction model in the literature 
(see, e.g., Huang, Leng, and Parlar 2013 for more details).

8.3.2.2  Anecdotal Reasoning
Other customers’ experiences can also influence a given customer’s perception of 
service quality. In congested systems, the calculation of the expected utility may be 
difficult for a customer due to inherent uncertainties in the system or limited avail-
able information. For instance, when a customer’s interactions with a system (e.g., a 
restaurant or a clinic) are very infrequent, her knowledge of the system specifications 
(e.g., the service quality) would be scarce. In such cases, the customer may rely on 
anecdotes from other customers to form her expectations about the service quality 
and to make her buying/balking decision. Social media provide an easily accessible 
platform for exchanging such experiences.11 The anecdotal reasoning framework, 
proposed by Osborne and Rubinstein (1998), can be used to capture decision-mak-
ers’ anecdotal reasoning. According to this framework, a customer samples a service 
by asking prior users and then decides on her possible participation based on the 
sample average.

Using the anecdotal reasoning framework, Ren, Huang, and Arifoglu (2018) study 
a case in which customers are uncertain about service quality (reflected in the service 
valuation). In their study, a customer gathers k  samples upon her arrival, and these 
samples are assumed to be drawn independently from the service valuation distribu-
tion with mean v  and standard deviation σ . Each customer’s estimation of service 

valuation can therefore be calculated as v̂
v

k
i

k

i
= =∑ 1 . When the service valuation  

distribution is normally distributed, ˆ ~ ,v N v
k

σ2









. The parameter k  measures 

the customer bounded rationality level: As the number of anecdotes gathered for  
estimation (k), increases, the sample average deviates from the actual mean to a 
lower degree, since the sample variance decreases in k. In this case, the effective 
arrival rate to the system can be found by solving the following equation:
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σ

= ≥( )=
−
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kU
0  (8.18)



145Congestion in the System

in which Φ  is the complementary cumulative distribution function of the stan-
dard normal distribution. Note that U  is implicitly dependent on λ  through the 
waiting cost function. A  similar approach is used by Huang and Chen (2015) 
in a situation where customers use anecdotal reasoning when they do not know 
the service rate and thus lack the capability to accurately estimate the expected 
delay.

8.3.2.3  Loss Aversion and Reference Dependence
Empirical evidence supports the fact that a customer’s perceived utility from a ser-
vice is mainly a result of her expectations (see, e.g., de Oña and de Oña 2015; Kuo 
and Jou 2014; Lin, Lee, and Jen 2008). These expectations form reference points 
based on which the customer compares the service in question and makes her buy-
ing/balking decision. Such a behavior, referred to as a reference-dependent behavior, 
can be studied through the lens of prospect theory (Kahneman and Tversky 1979). 
According to prospect theory, a decision-maker, who finds herself in a risky situa-
tion, thinks of her utility in terms of gains and losses in comparison to the reference 
points rather than to absolute values, and she perceives losses more intensely than 
equal-sized gains (known as loss aversion).

Yang, Guo, and Wang (2018) seem to be the first to study loss averse reference-
dependent customer choice behavior in a congested system. They assume that a 
price- and time-sensitive customer’s utility is the sum of their intrinsic utility and 
gain-loss utility where the first part is similar to the classic queueing literature (e.g., 
Edelson and Hilderbrand 1975) and the second part accounts for the additional util-
ity she derives from comparing the actual outcome with the reference points. They 
let qe  denote the equilibrium joining probability of the customer. They define the 
reference points for the net monetary reward and for the delay as random variables v̂  
and ŵ , respectively, where v̂ v p= −  with probability qe  and v̂ = 0  with probabil-
ity 1−qe , and ŵ W=  with probability qe  and ŵ = 0  with probability 1−qe. W  is  
a random variable representing the delay in the system. Accordingly, they calcu-
late the customers’ joining and balking utilities and define g qe( )  as the difference 
between the utilities of joining and balking when other customers join with prob-
ability qe  as

 g q U U q q v p c w
q

e join balk e e w
e( )= − = − +( ) −( )− + −

−( )








2 1
1

2
α β

β 
 (8.19)

where α ≥1  and β ≥1  measure the degree of customer loss aversion related to net 
monetary reward and delay, respectively, and w  is the expected delay in the system. 
They show that if g 0 0( )≤ , then the balking with probability 1  is the pure strat-
egy, if g 1 0( )≥ , then the joining with probability 1  is the pure strategy; otherwise 
customers adopt a mixed strategy where qe ∈( )0 1,  solves g qe( )= 0.12 In the latter 
case, the equilibrium arrival rate can be found as a function of the service provider’s 
pricing decision. In a double-sided matching queue, Jiang et al. (2020) use a similar 
approach to model loss aversion in customer choice behavior.
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8.3.3  attitude to riSk

Customers’ attitudes toward risk is another factor influencing their preferences and 
thus their purchase decisions. The classic queueing literature predominantly assumes 
risk neutral customers. However, some studies deviate from this assumption. In 
queueing systems, customers’ risk aversion (risk seeking) is captured through struc-
tural assumptions regarding the delay cost function and/or utility function. From the 
delay cost perspective, Van Mieghem (2000) is the first to consider the delay cost as a 
general convex function increasing in delay. The convexity of this function indicates 
the customers’ risk aversion with respect to delay. This assumption is also in line 
with the theory of the psychological cost of waiting. Osuna (1985) posits that after 
waiting for a certain amount of time, a decision-maker’s anxiety and stress increase. 
The underlying reason is the feeling of waste and uncertainty about the remaining 
waiting time. Thus, the marginal psychological cost of waiting for an individual 
increases with the waiting time. As an example of an explicit nonlinear cost function, 

Kumar and Randhawa (2010) assume the cost function with the form of C w hwr( )=  
for some r > 0  and h ≥1 . Here, the parameter r  specifies the cost function curve; 
for r >1  it will be a convex function, whereas 0 1< <r  yields a concave function.

Although the customers in the mentioned studies are not risk neutral in terms of 
delay uncertainty, their utility is still risk neutral in relation to the resulted delay 
cost. The first study in which customers are assumed to be risk averse with respect 
to the net benefit of service dates back to Chen and Frank (2004). In this study, a 
general utility function is considered as follows:

 U f v p C w= − − ( )( )  (8.20)

in which f ⋅( )  is strictly increasing and concave. The authors assume homogeneous 
customers, that is, customers use the same utility function and their valuation of 
service, charged price, and cost function are identical. Extending Equation (8.20), 
Benioudakis, Burnetas, and Ioannou (2021) include delay compensation in the util-
ity function. The main idea is that the service provider quotes a lead time d , and 
whenever the total delay exceeds d , the service provider compensates the customer 
by paying back l  monetary value per unit of overrun. Therefore, we have the follow-
ing utility function:

 U f v p C w l w d= − − ( )+ −( )( )+� �  (8.21)

in which �w  is the realized delay. Afèche, Baron, and Kerner (2013) use the follow-
ing functional form for the utility:

 U f v P w C w e
v P w C w

= − ( )− ( )( ) = −
− − ( )− ( )( )� � � �

1
α

 (8.22)

in which α > 0  is the customer’s risk tolerance, C  is a linear function, and 
P w w� �( )= −α β , with α β, ≥ 0 , is the price function that depends on the realized 
delay. The pricing scheme decreases the risk of achieving a negative realized payoff 
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for customers since the service provider compensates for the delays by charging 
lower prices. The authors assume heterogeneous customers with different service 
valuations but identical utility and cost functions.

While previous studies assume customers to be risk averse with respect to the 
total net benefit of being served, Wang and Zhang (2018) consider both risk-averse 
and risk-seeking customers and compare the effects of their risk attitudes on the 
joining strategies. The authors use a mean-variance utility function, which is well 

established in finance. This function is represented as U X E X AVar X( )=   − ( )1

2
, 

 where the value of A  describes the subject’s risk attitude such that A > 0 , A = 0 , 
and A < 0  indicate risk aversion, risk neutrality, and risk seeking, respectively. The 
utility function considered in Wang and Zhang (2018) turns out to be as follows:

 U v c w Ac Var Ww w= − − ( )1

2
2  (8.23)

in which w  and Var W( )  are the expected delay and the variance of delay, 
respectively.

8.3.4  iNForMatioN

One of the important factors influencing customer choice behavior is the level of 
information available to customers at the time of making the joining/balking deci-
sion. A customer arriving at a restaurant, for instance, may see the number of seated 
and waiting customers but not know the actual service times or the quality of the 
service, or a caller may be informed about the expected delay by the call center but 
have no access to the number of callers ahead of her in the line. A service provider 
can use information availability to control the queue and improve the system per-
formance. Even though the impact of information on customer choice behavior and 
system performance has been addressed in the queueing literature, there is no uni-
fied well-established terminology in place. In this section, we address this subject 
from two perspectives: delay information and quality information.13

8.3.4.1  Delay Information
Guo and Zipkin (2007) consider three levels of delay information that a service 
provider can decide to reveal to customers who are heterogeneous in their delay 
sensitivities. In particular, they consider the following three cases: no informa-
tion,14 partial information,15 and full information.16 Assuming that customers are 
not sensitive to price, they set the system throughput and average customer utility 
as the performance measures of the service provider and the customers, respec-
tively. They explore the conditions under which revealing accurate delay informa-
tion can bilaterally benefit the customers and the service provider and find that 
the form of the delay cost rate distribution plays a crucial role. They particularly 
show that revealing more information always results in throughput improvement, 
given that customers are heterogeneous enough in their delay sensitivities. Among 
others, Guo and Zipkin (2008, 2009a, 2009b), Economou and Kanta (2008), and 
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Hu, Li, and Wang (2018) have extended Guo and Zipkin (2007) in various direc-
tions. Hu, Li, and Wang (2018), for instance, focus on the interaction between fully 
informed and uninformed customers and the resulting system performance and 
show that a larger proportion of informed customers may not necessarily contrib-
ute to throughput or social welfare.

While the mentioned studies all assume that customers are aware of the service 
rate or a distributional form of it, Cui and Veeraraghavan (2016) consider a blind 
queue in which customers have heterogeneous beliefs about the unknown service 
rate or have been systematically misinformed. They use a distribution-free approach 
and study the impact of service-rate information revelation on the performance of 
a queueing system. They conclude that the impact of the service-rate information 
on congestion and welfare is mixed. Particularly, they show that although a service 
provider’s revenue improves upon announcing its service rate under certain condi-
tions, the congestion level also increases, which implies an increased market cover-
age at the cost of worsened customer welfare. For a health care service, for instance, 
the implication could be that the revelation of service-rate information can enhance 
service accessibility and simultaneously diminish the utility of the visiting patients 
through the increase in the waiting time. Note that despite the impact that the delay-
information revelation can have on the performance of service systems, most of 
the queueing literature focuses on the no-information case, according to Guo and 
Zipkin’s (2007) terminology.

8.3.4.2  Quality Information
There are situations where the service provider cannot or has no incentive to 
communicate the service quality to customers in a dependable way. In such situ-
ations, customers who are not informed about the quality would infer it from 
other sources, for example, the number of customers waiting in the queue or from 
anecdotes from earlier customers (see anecdotal reasoning in Section 8.3.2.2). 
For instance, long lead times for an innovative product or a long waiting line in 
a restaurant can signal service/product quality for an uninformed customer. In 
some of the pioneering works, Debo, Rajan, and Veeraraghavan (2012) and Debo, 
Parlour, and Rajan (2012) propose modeling frameworks of inferring unknown 
quality from congestion and price in congested systems, respectively. In a lab-
oratory experiment, Kremer and Debo (2016) verify the qualitative results of 
Debo, Rajan, and Veeraraghavan (2012) and show that under certain conditions, 
uninformed customers’ purchase probability can locally increase in the waiting 
time. They also provide experimental evidence explaining the empty restaurant 
syndrome, where uninformed customers, despite lower delay costs, tend to avoid 
shorter waiting times (an empty restaurant) as they infer a lower quality from 
such a service (food quality). Other extensions can be found in, for example, Ren, 
Huang, and Arifoglu (2018), He, Chen, and Righter (2020), and Guo et al. (2020). 
Although the impact of quality information on the choice behavior of heteroge-
neous customers has recently drawn more attention in academic works, most of 
the classic queueing literature has mainly assumed that customers are informed 
about the service quality.
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8.4  CONCLUSIONS AND FUTURE RESEARCH OPPORTUNITIES

This chapter provides an overview of a range of approaches used to model customer 
choice behavior in congested systems (see Table  8.1 for a summary of the com-
mon functional forms of utility/demand surveyed in this chapter). We have aimed 
to stress the fact that the performance of a congested system at an aggregate level 

TABLE 8.1
Summary of the Common Functional Forms of Utility/Demand Used  
in the Queueing Literature
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largely depends on how delay, as the main service/product attribute, is perceived by 
the system users both in isolation and in interaction with other service/product attri-
butes. It is safe to conclude that a better understanding of customer choice behavior 
in congested systems cannot be achieved without making use of contributions to the 
field of the psychology of waiting. This also explains why the queueing literature, as 
reviewed in this chapter, mainly uses models of individual customer choice rather 
than models of aggregate demand.

The interplay between theoretical studies and empirical research creates enor-
mous research opportunities. On the one hand, given that the choice models covered 
in this chapter are widely applied in a range of studies using various assumptions 
regarding the customer and/or system-related parameters from a theoretical point of 
view (see Hassin 2016; Hassin and Haviv 2003 for two excellent reviews on different 
theoretical models developed in the queueing literature), there is obviously a need 
for intensified empirical endeavors to test the extent to which these purely theoreti-
cal results—often using hypothetical assumptions—would actually be applicable in 
practice. Moreover, we see an abundance of theoretical works within the queueing 
literature that have generalized results on customer behavior empirically shown to 
hold at the individual level and transferred these results to the aggregate behavior at 
the system level without sufficient justification.

On the other hand, the rapidly growing body of literature on the psychology of 
waiting by the increased availability of observational field and experimental data (see, 
e.g., Allon and Kremer 2018 for an excellent review of recent developments) calls for 
queue theoretical models that incorporate the advancements in the behavioral fields 
into the formal operations management literature. Such models would shed light on 
how different factors influencing customer choice behavior in congested systems are 
applicable as levers by operations managers to improve the system performance.
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NOTES
 1 For unobservable queues, it is sufficient to assume that the service discipline is strong and 

work conserving.
 2 In other contexts, the delay cost can be considered a surrogate for the loss of goodwill or 

can be associated with the actual cost of holding jobs in the system (e.g., work-in-process 
holding cost, particularly if the jobs require a large amount of space or specialized condi-
tion) or to pertain to the opportunity cost associated with waiting customers who cannot 
generate revenue (see Allon, Bassamboo, and Gurvich 2011 for examples).

 3 The functional form of the cost can reflect the customers’ attitude toward risk, as we dis-
cuss in Section 8.3.3.

 4 Alternatively, it can be considered to be the queueing time or delivery time quoted by the 
service provider.

 5 This is not an essential assumption. In fact, the literature on customer heterogeneity is rich. 
But they use similar utility functions to those we introduce in this chapter to capture differ-
ent customer segment choice behaviors.

 6 In Section 8.3.2, we address departures from the rationality assumption.
 7 In general, they will join if their utility is greater than or equal to a certain threshold value. 

Here, without loss of generality, the threshold value is normalized to zero.
 8 The delay that an arriving customer who joins the queue imposes on customers arriving later.
 9 The perceived utility from balking is modeled in a similar way, assuming that the actual 

utility from balking is normalized to zero.
 10 Note that the random noise term is Gumbel distributed in the multinomial logit model, and 

η  is the scale parameter of the corresponding distribution.
 11 Note that such anecdotes may not be an accurate representation of the situation that a cus-

tomer would actually encounter.
 12 Note that this model makes a strong connection between the reference points used to cal-

culate the utilities for buying or balking and the strategy of other customers. As a result, a 
customer who deviates from the common behavior risks a greater distance from the refer-
ence point and incurs a larger loss. Consequently, the queue is polarized such that long 
queues become even longer and short queues even shorter (a.k.a. herding behavior).

 13 The interested reader is referred to Hassin (2016), Chapter 3, for a comprehensive review.
 14 Similar to the study by Edelson and Hilderbrand (1975) in which customers only estimate 

the distribution of the waiting time and thereby their expected delay in the system based on 
long-term equilibrium behavior.

 15 Similar to the study by Naor (1969) in which the customers know the number in the queue 
but are uncertain about the actual service times of the waiting customers.

 16 In this case, the customers know the exact waiting times.
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9.1  INTRODUCTION: BACKGROUND AND DRIVING FORCES

Dynamic capabilities are distinct from ordinary capabilities because they focus on 
strategic management. Therefore, firms can further strengthen ordinary capabilities by 
aggregating them with dynamic capabilities, which will maintain and extend their com-
petitive advantage. The ordinary capabilities of a firm enable it to perform efficiently, 
but when dynamic capabilities are combined with an effective strategy, the firm can 
produce the right products to meet customer demands and target the right markets for 
competitive and technological opportunities in the future. Dynamic capabilities sup-
port the firm in developing speculations to validate and then realign resources/assets 
as required. Consequently, strong dynamic capabilities are crucial for the success and 
growth of a firm, especially when it positions itself in a high-tech market.

Moreover, innovation is considered a main factor that triggers not only pro-
ductivity and economic growth but also acts as a major source of employment 
(Fagerberg, Mowery, and Nelson 2005). The innovation paradigm (Yin, Ming, 
and Zhang 2020) has evolved over the years. It started with the closed innovation 
paradigm (Innovation 1.0) and moved to the collaborative or symbiosis innova-
tion paradigm (Innovation 2.0), to the open innovation paradigm (Innovation 3.0), 
and finally to the co-innovation paradigm (Innovation 4.0). The innovations at the 
level of firms have been found to create new jobs in advanced as well as developing 
countries (Harrison et al. 2014). Such innovations not only promote sustainable 
growth, they also improve productivity. Therefore, companies/firms/industries 
need to consider competence and knowledge simultaneously to gain a competitive 
advantage. One way can be through the launching of new products (Laursen and 
Salter 2006). Such quick launch of new products not only secures new turnover, 
it also provides appropriate business avenues for competitors and helps firms gain 
new market shares (O’Cass and Ngo 2011; Teece 2007). Therefore, the ability of a 
firm to introduce/generate new products is crucial for all stakeholders.

Keeping in view the mentioned factors, the firm’s dynamic capabilities can be 
exploited with different types of capabilities in a dynamic environment, and it is more 
significant for the firms in high-tech industries. The Fourth Industrial Revolution 
(termed as Industry 4.0) is integrating current manufacturing technologies with new 
generation information technologies (Haag and Anderl 2018). Global initiatives such 
as Made in China 2025, Industries 4.0 in Germany, and Advanced Manufacturing 
Partnership in the United States, are using intelligent manufacturing to gain com-
petitive advantages for the manufacturing industry of major countries (Zhou et al. 
2018; Zhong et al. 2017).

Consequently, the use of technology has changed not only the products but also 
its processes and services. This can affect other firms directly or indirectly, based 
on the integration of firms with other firms. It is mandatory for such firms to focus 
on innovation and modify the behaviors to continue to prosper. Consequently, this 
chapter focuses on three wide areas governing dynamic innovation capabilities: 
innovation in agile businesses, innovation in sensing and seizing capabilities, and 
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applications of dynamic capabilities with perspective of manufacturing. Each area is 
introduced in this chapter along with the relevant state-of-the-art of dynamic innova-
tion capabilities and supported by case studies.

9.2  INNOVATION IN AGILE BUSINESS SYSTEMS

9.2.1  deMaNd aS aN opportuNity

Demand is a harvesting activity and demand management is a vivacious process in 
which information about new needs, ideas, and projects are collected internally and 
externally. The internal information assists in making strategies aligned with port-
folios. For demand management, organizations should adopt a proactive approach. 
It should be the responsibility of top management. The demand-management pro-
cess can be effective and useful in identifying the real strategic commitment of 
the organization. It helps the organization in developing the correct portfolio. The 
strategy provides the directions and selection models that describe the best set of 
tasks aligned with strategic objectives and effectively meet the demand requirements 
(Gildea and Foster 2018).

Rapid advancements in information technologies, including Internet of Things, 
data analytics, and artificial intelligence, have transformed traditional manufactur-
ing into an intelligent one (Rialti et al. 2019). Intelligent manufacturing focuses on 
self-optimization and autonomy. It manages demand effectively by recommending 
models based on learning and cognitive capacities. It supports dynamic knowl-
edge-based skills and autonomous manufacturing by intelligent (1) perceiving,  
(2) simulating, (3) understanding, (4) predicting, (5) optimizing, and (6) control-
ling strategies. Moreover, it supports the capacities of (1) self-thinking, (2) self-
decision-making, (3) self-executing, and (4) self-improving (Zhou et al. 2019).

9.2.2  MakiNg the traNSitioN via agile

In the IT world, it is necessary to think about Agile. If any organization is not work-
ing on it, it is behind the curve. Demand management generally follows a waterfall 
approach in which leaders are responsible for such planning. It helps in the identifica-
tion and allocation of resources based on demands. Demand management, a critical 
facet of Agile, is a core feature of management. Agile management is comprised 
of processes for making plans and managing the current and forecasted demands 
(Gildea and Foster 2018). The Agile approach shifts the focus from individual proj-
ects funding to full scope of the products and value for the organization by fulfilling 
requirements and delivering to customers. Agile is a framework in which there are 
defined processes and methodologies.

The model for successful business is built on the effective management of 
demand. The Agile methodologies allow organizations to manage demand and 
accelerate deployment and development cycles because of Agile’s ability and flex-
ibility. Therefore, businesses all over the world are embracing Agile. In Agile imple-
mentations, it is difficult for quality-assurance managers to handle user stories and 
requests because such requirements can complicate matters due to their effects on 
lines of business and numerous geographies.
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9.2.3  agile attributeS

In the real world, demand keeps changing every single day, which is a challenge 
for organizations. When demand management is effective, managers can respond to 
such dynamic changes efficiently. Agile assists managers with capturing the demand 
as early as possible and in effective ways. It helps in ensuring the necessary amend-
ments to meet the demands at the right time, subsequently saving resources. Hence, 
Agile, in the demand-management process, leads to appropriate continual planning, 
forecasting, and resourcing. The main attributes of Agile methods are user orienta-
tion, iterative procedure, and high flexibility. Strong user orientation is one of the 
special features of the Agile method. It is accomplished with the provision of a func-
tional prototype and validations of the requirements from customers at systematic 
intervals. In this way, any amendment of deviation can be assimilated in the develop-
ment process without any delay. It also lessens the risk of developing such products 
that are not acceptable by the customer. Other attributes of Agile methods, including 
high flexibility and an iterative approach, are appropriate for the developments in 
prompt advancements (Shams et al. 2020). The attributes of agile methods are shown 
in Figure 9.1.

9.2.4  exploitatioN, exploratioN, aNd agile

Despite high pressure for innovation, it is difficult for organizations to establish 
strategic innovation management to meet customer demand requirements because 
there are limited resources in every organization. Innovation is an activity parallel 
to day-to-day business. Generally, when there is a good economic situation in orga-
nizations, it reinforces the commitment of resources and more concentration in day-
to-day business other than planned innovation tasks. The challenge exists mostly 
in the instantaneous management of the incremental and disruptive innovations. 
Here, there is a need for exploration and exploitation—exploring new possibilities 
and exploiting existing possibilities (Niewohner et al. 2019; Breznik, Lahovnik, and 
Dimovski 2019). The exploitation focuses on productivity, efficiency, and stability, 
while exploration targets flexibility and growth (Keller and Weibler 2015), as shown 
in Figure 9.2.

Particularly, exploration and exploitation include searching and finding new 
means and methods and rethinking existing approaches. In addition, exploration also 

User Orientation Iterative High Flexibility

Agile Methods

FIGURE 9.1 Attributes of Agile methods (adopted from Niewohner et al. 2019).
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includes processes agility. Both strategies have different risk factors. For example, 
in exploitation, issues in safety, stability, and standardization are considered the 
main risk factors, while exploration assumes to opt for higher risks via flexibility 
and adaptability. The Agile model supports the development of radical innovations 
(Keller and Weibler 2015). In such a scenario, organizations work on establishing 
independent innovation units along with their daily operations. There are no barriers 
to new innovations, and resources will also be independent (Niewohner et al. 2019).

9.2.5  Strategic agility iN aN iNterNatioNal buSiNeSS coNtext

When an organization wants to be agile in an international business context, there 
are few key operational areas on which to focus. The agility is not considered a 
stand-alone proficiency; rather, it results from a mass of competences that integrate 
speed, adaptability, sustainability, innovation, and organizational resilience. Hence, 
for an organization to become an agile multinational organization, the integration of 
agility in various key operational areas is required. These are (1) information tech-
nology, (2) supply chain, and (3) sustainable production. Although these are different 
streams, they complement each other and help organizations grow into more agile 
forms (Shams et al. 2020), as shown in Figure 9.3.

Strategic agility operates with IT capabilities to enhance agility. In supply chains, 
IT capabilities are required within the complete chain. Therefore, it can be stated 
that IT boosts the collective capabilities that are positively and indirectly related with 
strategic agility. It makes IT vital for achieving the strategic agility in a complete 

Exploitation

� Exploitation of daily 

operations

� Benefits of stability 

and standardization

� Focus: Efficiency

Exploration

� Conquering new 

topics

� Benefits of 

Adaptation and 

Flexibility

� Focus: Agility

Balancing both principles: Ambidextrous

(‘two-handed’) organization

Establishment of independent innovation units: 

Irrespective of daily operations

No barriers to thought and innovation 

Independent of resources

FIGURE 9.2 Balance between exploitation and exploration (Weibler/Keller 2015).
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supply chain. It is similar in the case of supply chain versions. In this context, there 
are three key strategic factors associated with agility, including IT agility, sustain-
able production, and supply chain agility (Alsaad, Yousif, and AlJedaiah 2018). For 
an organization to achieve agility and success, these factors play essential roles. IT 
agility is basically the superior IT skills and capabilities that can assist in improving 
organizational performance. If IT is widely used in multinational organizations, it 
becomes easier for managers to communicate across geographical and functional 
boundaries. It improves coordination and enhances performance by exploiting mar-
ket threats and exploring opportunities. IT competence augments organizational 
agility. It allows for operational adjustment agility and market capitalizing agil-
ity (Ravichandran 2018). For instance, big data analytics capabilities improve the 
decision-making process (Rialti et al. 2019). When it is combined with knowledge 
management, performance is allied with it (Ferraris et al. 2019) because IT compe-
tence can create a positive impact on organizational performance by flexibility and 
reactive processes and operations (Ravichandran 2018; Shams et al. 2020).

Supply chain agility is one of the fundamental drivers of strategy in multinational 
firms. The supply chain promptly responds to market demand and customer require-
ments, aiming to achieve agile operations because it is a competence that allows the 
organization to meet the unpredictable and constantly changing conditions. Hence, 

FIGURE 9.3 Framework for agile multinational firms (Shams et al. 2020).
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it affects the cost efficiency and customer effectiveness. The fundamental enablers 
of supply chain agility are: quality of supplier relationship, a high level of the shared 
information, and a high level of connectivity among the organizations in a supply 
chain (Alsaad, Yousif, and AlJedaiah 2018). In the relationship between integration 
and information, the important factor of customer or marketing sensitivity has a 
dynamic capability (Shams et al. 2020).

Sustainable production is significant in coupling with agility and agile produc-
tions. In the modern era, multinational firms are asked to convert their production 
process to sustainable operations because of market vitality and growing product 
complexity. Although it seems that sustainability and agility are two different terms, 
their integration in manufacturing and/or production leads organizations to superior 
reactivity to external stimuli and an improved position in the national and/or interna-
tional market. Hence, agility is the main performance measure of the agile manufac-
turing process. It creates an organization’s ability to not only have variability of the 
products but also act in a cost-effective manner within a short span of time. However, 
sustainability focuses on the minimization of business impacts on the environment. 
Therefore, the integration of these two factors results in several benefits, including 
time compression, cost effectiveness, value-added product variety, and existence in 
a competitive business environment (Shams et al. 2020).

An example is explained in the following text about the benefits of including agile 
attributes in businesses. A firm with 350 employees and 50 years of history was not 
responding to quick advancements to avail opportunities in the industry. The firm 
felt that they were not providing value to their customers. Therefore, they might 
have been losing members as well. In such a scenario, a team was developed to iden-
tify the key patterns in the firm’s approach to innovation. They developed definite 
amendments in the technology and processes to help the firm respond to changes 
more quickly and provide value to their customers. The team found that the firm was 
not concentrating on innovation and agility. the team focused on two building blocks 
of agility: One was to eliminate activities that were not contributing to the company’s 
goals and its ability to embrace amendments. Traditionally, change is managed very 
carefully to avoid any critical disruptions (Lasach 2019), but the team agreed that the 
firm did not need such caution.

In innovation, the team observed that there was no dearth of creativity and inspi-
ration in the firm. But there was a lack of taking initiative to change the processes 
and approaches. The firm was working with traditional approaches of development 
and testing. While the firm was proud of their 50 years of history, the team recog-
nized that the firm needs to focus on changes right now, particularly with respect to 
the industry in which they were operating. The firm needed to strategize, change its 
current approach, and stop activities that were not adding value (Helfat and Peteraf 
2009; Stoyanova 2018). So, the firm implemented software in which any employee 
from any department could suggest change and innovation within the company. 
Moreover, the firm revised its project evaluation process by adding external per-
spectives. A few years after the implementation, it was identified that data-driven 
decision-making processes incorporating innovation and agility brought remarkable 
outcomes, including effective and well-timed customer demand management and 
cost-effectiveness.
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9.3  INNOVATION IN SENSING, SEIZING, AND 
RECONFIGURING CAPABILITIES

9.3.1  cuStoMer deMaNd aNd Supply chaiN

A company’s consumer value-based philosophy has been more popular than ever 
before. It implies that firms can only outperform rivals if they can build a strategic 
edge that they can retain. A competitive advantage can be achieved by delivering 
greater benefits to consumers by presenting the same advantages at a reduced cost 
(cost advantage) as rivals, and by providing advantages that outweigh those of com-
peting offers. Such incentives are also known as competitive advantages because 
they decide the location of the organization in the industry. In market planning, the 
strategic advantage is formulated and made sustainable, which should be impossible 
for rivals to neutralize. First, the motive is the company’s capacity to separate itself 
from competitors in terms of goods and supply chain capacities (or customer service) 
and, second, to work at lower prices with less personnel and thus more flexibility. It 
encourages the company to create superior profitability and better income for itself 
with its consumers and owners. Superior output (or productivity) is thus the out-
come of cost-effectively producing and providing superior consumer value, which 
is achieved by organizing the business around understanding how cost-effectively 
consumer value is created (managing value creation), how cost-effectively customer 
value is distributed (managing value delivery). Therefore, organizations need not 
only address and organize these procedures within their own organization but also 
across corporate borders (Lasach 2019). In addition, companies need to consider not 
just what each consumer values but also the forces behind changing value expec-
tations over time, as value changes not just across consumers but also over time. 
The perception that companies have both a value production method (or demand 
chain) and a product distribution system (or supply chain) to be controlled and orga-
nized to optimize productivity and effectiveness is well known in the literature. 
A demand chain can be demarcated as a network of autonomous entities engaged in 
processes of demand to respond by value development to customer demand (Helfat 
and Peteraf 2009). Inside each company, all the demand processes and practices 
involved in creating consumer demand are part of the demand chain. The processes 
may vary amongst different types of organizations, but they usually include busi-
ness intelligence, branding, promotion and distribution, and new product develop-
ment (NPD) (Teece 2012). Demand chain management (DCM) seeks to control and 
organize certain market processes to recognize, produce, and increase consumer 
demand as cost-effectively as possible, within a single business and through the 
demand chain. Although DCM is, to a degree, cost-oriented (efficiency), by defin-
ing, developing, promoting, and selling attractive (advanced, personalized, and 
affordable) goods, the focus is on sales (effectiveness). A sales level that helps the 
individual business and the demand chain to succeed in the long term is the greatest 
measure of DCM quality (Chong and Zhou 2014). An innovative supply chain can 
be characterized as a network of independent entities engaged in supply processes 
to satisfy consumer demand by providing value. The supply chain comprises all the 
supply systems and operations involved with consumer demand fulfillment within 
each company. The procedures can vary between different types of organizations 
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but generally involve acquisition, production, and delivery. Supply chain manage-
ment (SCM) is directed at controlling and organizing these supply chains within 
a single organization and across the supply chain to satisfy consumer demand as 
cost-effectively as possible. While SCM focuses on sales (effectiveness) to a certain 
extent, the emphasis is on lowering costs (efficiency) by reducing the overall amount 
of money needed to deliver the appropriate quality of customer support. A  cost 
and service quality that helps the individual organization and the supply chain to 
succeed in the long term is the supreme indicator of SCM excellence. Regarding 
the network of companies concerned (besides the focal business, these networks 
may include manufacturers, transporters, distributors/retailers, and the consumers 
themselves), there is little substantial distinction between the demand and supply 
chain, however, with regard to the mechanisms considered. The market and sup-
ply chain can also be interpreted as separate viewpoints on the same network of 
companies in this context. The term production supply chain (or value chain) will 
be used where the demand and supply procedures are concurrently considered. The 
reach starts with the center of supply (or point of origin) and ends at the point of 
consumption, independent of the chain viewpoint. This so-called ultimate chain, 
however, is rarely regarded in reality; instead, more narrow views are typically used 
by businesses. To achieve superior consumer service as cost-effectively as possible, 
differentiated supply chain management (DSCM) attempts to integrate demand and 
supply processes within a single organization and throughout the supply chain of 
demand. The focus is both on growing sales (effectiveness) through the provision 
of attractive goods and customized supply chain strategies (customer service) and 
on reducing costs (efficiency) through cost-effective control of demand and supply 
processes. A differentiated supply chain (also called a multiple supply chain) calls 
for differentiated (or tailored) customer service (Hilletofth 2012). In comparison to 
a “one size fits all” supply chain, a diverse supply chain includes multiple innovative 
supply chain solutions (mixtures of various procurement, production, and delivery 
options), each tailored for a single commodity or business environment. DSCM’s 
aim is to achieve a strategic edge (increase profitability) by offering a lower cost for 
greater consumer satisfaction (Hilletofth 2012).

9.3.2  dyNaMic capabilitieS Model

Teece’s dynamic capabilities model offers tactics and strategies to build firms’ capa-
bilities as dynamic capabilities (Teece 2007, 2009, 2012). It surrounds sensing, seiz-
ing, and reconfiguring the dynamic capabilities via management innovation where 
sensing is the identification and evaluation of an opportunity, seizing is basically 
mobilizing the resources to address that opportunity and capturing value from it, 
and reconfiguring is continued renewal process (see Figure 9.4). All these activities 
are necessities for the firm to sustain itself because of technological advancements 
and continuous change in customer demand (Lasach 2019). In this context, one of 
the most important managerial functions is asset composition that comprised of its 
alignment, coalignment, realignment, and redeployment. Asset composition can be 
performed on a continuous or periodic basis. It is necessary to avoid or decrease 
internal conflict and increase value for the enterprise.
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Sensing capabilities recognize and deal with opportunities as well as threats. 
Seizing capabilities exploit the opportunities that were sensed and moreover fend 
off the threats (Breznik, Lahovnik, and Dimovski 2019; Teece 2012). Reconfiguring 
capabilities maintain competitiveness through enriching, combining, defending, 
and altering operational capabilities. Such types of capabilities introduce strategic 
change (Lasach 2019). Sensing the novel opportunities entails scanning and seeking 
processes associated with the business environment. Basically, sensing capability is 
considered market-focused learning. It states the firm’s market-hunting efforts. It is 
allied with those processes that allow a firm to foresee market developments as well 
as customer requirements. Seizing encapsulates how companies tackle the sensed 
opportunities with organizing appropriate activities and defining the most appropri-
ate business model to exploit the opportunities. It also signifies the benefits of invest-
ments that were realized in the sensed opportunities. Reconfiguring supports firms 
to constantly rearrange the operational capabilities with seized opportunities (Teece 
2009, 2012). It is embedded with internally focused learning (Zollo and Winter 
2002). The internal learning includes unlearning the existing operational capabilities 
and forming novel operational capabilities (Breznik, Lahovnik, and Dimovski 2019).

Nokia could not catch the revolution of the smartphone. The main reason is that the 
company was not well prepared and equipped for such sensing. Therefore, they missed 
the transformation of state-of-the-art technology. On the other hand, Apple not only 
sensed the customers’ requirements but was also on the cutting edge of technologi-
cal advancements. The company seized the opportunities and threats and built all the 
required capabilities step by step. It then transformed its tangible and intangible assets, 
renewed its core competencies, and developed new customer value propositions. For 
example, for work on the iPod, Apple developed capabilities in digital rights manage-
ment and handheld device design. The company learned to cut deals with recording 
companies and studies. The team focused on user-friendly technology with attractive 
form factors. Consequently, Apple engaged with the reconfiguration of activities and 
resources to match customer requirements and demand of the changing environment.

Sensing and seizing capabilities are comparatively basic functions, while reconfig-
uring is more intricate and might require a business model to be entirely revamped 
(Teece 2007). The main idea of this breakdown of dynamic capabilities is to explain 
that how dynamic capabilities are deployed, developed, and manifested (Cirjevskis 
2019; Bocken and Geradts 2020; Zollo and Winter 2002). In this context, dynamic 
capability is a “meta-capability” that surpasses ordinary firm capability. The differ-
ence between sensing, seizing, and reconfiguring is built on the idea that different 
management innovations have distinct attributes (Teece 2012). The attributes include 
frequency, causal ambiguity, and heterogeneity (Breznik, Lahovnik, and Dimovski 
2019). The frequency explains the management routine, how often it is executed in a 
defined period. Causal ambiguity defines the relationship among actions and perfor-
mance. Heterogeneity is associated with the range and types of activities essential for 

Sensing Seizing Reconfiguring

FIGURE 9.4 Teece’s vision (Teece 2012).
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success with management innovations (Stoyanova 2018). The contribution of manage-
ment innovations toward sensing, seizing, and reconfiguring depends on the varying 
degree of these three attributes. Sensing is considered by high heterogeneity, as it 
encompasses various kinds of tasks. Although management routines that drive the 
sense of opportunities and related threats are continuous, they have low causal ambi-
guity with respect to the action–performance nexus. The sensed opportunities and 
threats are seized occasionally, which indicates low frequency. The heterogeneity is 
measured in terms of the variety of activities involved in the management routines. 
It supports seizing; therefore, it remains comparatively high. There is higher causal 
ambiguity in seizing the sensed opportunities and threats in comparison with sensing. 
Reconfiguration can be done radically or continuously. Continuous reconfiguration 
suggests high frequency and high causal ambiguity among management routines and 
results and moderate heterogeneity of the execution tasks. A radical reconfiguration 
suggests low frequency, low causal ambiguity, and high heterogeneity.

For example, in a molding machine manufacturing company, to evaluate the service 
revenue and the profitability potential, a novel management routine was considered. 
The company introduced a variation to the cost accounting systems. It was identified 
that without tracking the profitability and service revenue, the company was never 
able to assign resources effectively for an extension of service business. Moreover, 
without testimony that the maintenance services were highly profitable, it was not 
possible to convince management of the need for the recruitment and training of more 
internal maintenance specialists. The manager stated that without changing parts of 
the company’s accounting system and presenting the service activity–based costing 
scheme, it was not possible to extend the service offerings. This system would support 
the company in recognizing the financial advantages of services, track the costs and 
profitability of those services, and evaluate the financial returns from the company’s 
investments. The composition of dynamic capability is explained in Table 9.1.

TABLE 9.1
Dynamic Capability Composed of Sensing, Seizing, and Reconfiguring 
Capabilities

The Composition of Dynamic Capability

Sensing capability Seizing capability Reconfiguring capability

Companies need to explore the When opportunities are sensed, While addressing new 
internal as well as external they must be addressed via novel opportunities, companies must 
environments to find processes, products, and services recombine and reconfigure the 
opportunities capabilities and resources 

because of environmental 
changes

Common activities/practices: Common activities/practices: Common activities/practices:
• Identification of new • Selection of the “right” new • Stimulation for open 

technologies technology or business model innovation
• Identification of new ideas • Building commitment and • Management of strategic fit
• Identification of new loyalty • Deployment of knowledge 

customers/markets management

Source: Breznik, Lahovnik, and Dimovski (2019).
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9.3.3  barrierS aNd driverS to SuStaiNable buSiNeSS Model iNNovatioN

Sustainable Business Model Innovation (SBMI) is considered vital in solving 
pressing societal issues and addressing customer demand. SBMI has the potential 
to address such challenges, especially demand requirements. To develop dynamic 
capabilities for business model innovation, it is necessary to give importance to a 
firm’s organizational design. Dynamic capabilities are key to SBMI, but to make 
them effective, the organizational design is an essential factor. There are different 
dynamics of organizational design that impede or strengthen dynamic capabilities. 
A comprehensive understanding of drivers and barriers at the different levels of the 
organization are shown in Figure 9.5. These levels are institutional, strategic, and 
operational and influence the dynamic capabilities requirement for SBMI (Bocken 
and Geradts 2020).

At the institutional level, barriers are rules, norms, and beliefs that guide the 
organizational behavior that leads to strategic importance regarding the functional 
strategy, short-term profitability, and manipulation of current business opera-
tions. Such strategic barriers transform into operational barriers, which encompass  
(1) functional excellence, (2) standardized innovation processes and procedures,  
(3) fixed resource planning and allocation, (4) incentive systems, and (5) financial 
performance metrics. There are obstacles on each level that affect a corporation’s 
ability to sense opportunities for SBMI, seize them, and transform their existing 
business models (Bocken and Geradts 2020).

Also, at the institutional level, there are drivers of balancing shareholder and 
stakeholder value, accepting ambiguity, and valuing business sustainability. These 
drivers help in lessening the negative impact of (1) focus on shareholder value,  
(2) uncertainty avoidance, and (3) short-termism, which are considered obstacles to 
SBMI. The institutional drivers inspire the strategic importance on (1) collaborative 
innovation, (2) a strategic focus on SBMI, and (3) patient investments. Consequently, 
these strategic drivers enable the sensing, seizing, and transforming of SBMI and 
offer a counterbalance to strategic obstacles. Subsequently, operational drivers also 
facilitate the practices for the execution of strategic actions favorable to dynamic 
capabilities for SBMI. Operational-level drivers include (1) people capability devel-
opment, (2) enabling innovation structure (Stoyanova 2018), (3) ring-fenced resources 
for SBMI, (4) incentive schemes for sustainability, and (5) performance metrics for 
sustainability (Bocken and Geradts 2020) (refer to Figure 9.5).

9.3.4  caSe Study—SaMSuNg’S acQuiSitioN oF harMaN

In 2016, Samsung declared the acquisition of American automotive technology 
manufacturer Harman International Industries, marking Samsung’s venture into the 
automotive industry. This acquisition included combining the companies’ business 
models and dynamic capabilities, which would eventually assist in developing new 
customer value propositions. In this way, Samsung could deliver their customers the 
“ultimate professional experience.” While exploring the reinvention of Samsung’s 
business model, two triggers of dynamic capabilities were identified (Cirjevskis 
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Dynamic Capabilities: Sensing, Seizing and Transforming

Sustainable Business Model Innovation

Dynamic Capabilities: Sensing, Seizing and Transforming

Institutional Barriers Strategic Barriers Operational Barriers
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FIGURE 9.5 Barriers and drivers to sensing, seizing, and transforming SBMI (Bocken 
and Geradts 2020).
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2019). The first one was Samsung’s weak transformation capabilities because 
Samsung was not very successful in reconfiguring or transforming its resources. For 
example, after the loss of $5 billion because of the spontaneously combusting Note 7 
device, Samsung tried something that would allow it to outshine its competitors and 
make the company a top smartphone manufacturer. Furthermore, Samsung, with 
the assistance of Harman’s well-recognized market status, could plug into the field 
of automotive connectivity much faster than Apple or other rivals. It could bring 
actual innovation to this trailing, especially in the sector of car technology. The sec-
ond trigger was the similarities and complementarities of Samsung’s dynamic capa-
bilities and the target companies. As Samsung’s and Harman’s technologies were 
communally complementary, they had a considerable market advantage. Similarities 
among the dynamic capabilities of Samsung and Harman include: successful sens-
ing of the evolving market demands with respect to cars; seizing opportunities with 
the development of advanced products, services, and platforms; and keeping the top 
positions in their markets and getting competitive advantages. Therefore, Samsung’s 
success in acquiring Harman was marked by the strong similarities between the two 
companies (Cirjevskis 2019).

9.3.4.1  Samsung’s Dynamic Capabilities to Develop Electric Cars  
and/or Its Components before the Acquisition of Harman

Samsung sensed the opportunity that the automotive market was in the development 
phase of software-based cars. Samsung seized the opportunity and formed a team 
for its automotive electronic business in 2015 to find opportunities in a project titled 
‘connected business cars’. Then, Samsung invested in a Chinese company focused 
on electric car sales. Samsung created a team to develop the products for autonomous 
driving vehicles.

9.3.4.2  Harman’s Dynamic Capabilities to Develop a Connected 
Car Solution before the Samsung Acquisition

Harman sensed that a connected car solution would be a great opportunity to gain 
operating profits by promoting additional features and services. Harman seized the 
opportunity by setting the standard in advancements in combination with an intuitive 
interface. Then, Harman transformed the resources and developed adaptive cruise 
control, collision avoidance, and warning systems.

Samsung’s dynamic capabilities allowed them to reconfigure or transform the 
building blocks of its business model. Thus, Samsung sensed the new customer 
segments, that is, smart vehicles that extend the sophisticated embedded electron-
ics and innovative key activities that should be built. Therefore, Samsung seized 
new vital resources (by acquiring Harman), a key partners’ network, and Harman’s 
customers. Consequently, Samsung reconfigured the market promotion channels and 
new customer segments. In this manner, Samsung scored the new customer value 
proposition with the provision of new subscriptions for their existing and new cus-
tomers. So, it can be concluded that dynamic capabilities were the real drivers of 
innovation in Samsung’s business model. These capabilities generated the new rev-
enue stream, reduced cost, delivered a new value proposition, and created a new 
sustained competitive advantage (Cirjevskis 2019). Subsequently, bridging the 
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TABLE 9.2
Reinvention of Samsung Business Model and Micro-Foundations of Dynamic 
Capabilities
Reinvention of Samsung’s business model Micro-foundations of Samsung’s dynamic 

capabilities

Sensing new customer segments Samsung identified new customer demand and 
formed new key activities in the connected car 
manufacturing industry. Moreover, it sensed new 
initiatives required to satisfy this demand.

Seizing new resources Samsung seized and assimilated valuable resources. 
They partnered with a firm that they acquired.

Transforming and reconfiguring new channels Samsung generated a new revenue stream by 
and customer relationships. The outcome is a transforming promotion channels to the connected 
new customer value proposition, cost car industry. The acquisition of Harman gave 
structure, and revenue stream Samsung a strong position in the developing 

market, especially in automotive electronics.

Source: Adopted from Cirjevskis (2019).

perspectives of Samsung and Harman, Samsung’s business model reinvented with 
the micro-foundations of dynamic capabilities, as shown in Table 9.2.

9.4  APPLICATIONS OF DYNAMIC INNOVATION CAPABILITIES 
WITH THE PERSPECTIVE OF MANUFACTURING

9.4.1  chaNgiNg the MaNuFacturiNg paradigM

Manufacturing today is not just associated with the construction of physical prod-
ucts. Some of the most important decisions in the manufacturing industry are 
directly related to the nature of products, the economics of production, and fluc-
tuations/changes in consumer demands. Around 70–80% of the cost incurred on 
a particular product is due to its manufacturability. It is imperative that a designer 
consider ease of manufacturing in the early design stages and provide a platform 
that is not only easy to follow in terms of manufacturing but also leads to reduced 
costs of logistics and assembly (Zaman et  al. 2017). The concept of concurrent 
engineering (CE) stemmed from the same notion, which integrates actors that 
make decisions upstream to cater for requirements that are external and made 
downstream within the product-development process (Loch and Terwiesch 2000). 
In addition, design trade-offs related to product performance, such as productiv-
ity, utilization, producibility, and support, are also catered for by CE providing an 
“optimization” process.

With such dynamic environments, it is important to focus on the “complemen-
tarity” between product and process innovation (Guisado-González, Wright, and 
Guisado-Tato 2017) and further explore opportunities associated with it. Since both 
product and process innovation are now recognized to drive innovation activity 
equally, the benefits of considering them simultaneously can be many (Damanpour 
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2010). Hullova, Trott, and Simms (2016) proposed a conceptual model that explains 
the extents of product and process innovation in terms of complementarity (see 
Figure 9.6). The map can be used by team leads/managers to assist them in choosing 
the most suited complementarity strategy for a particular project.

Moreover, as the industries today are trying to implement Industry 4.0, intel-
ligent manufacturing is taking place as the driver of dynamic innovation capa-
bilities by introducing autonomy and self-optimization (Zhou et al. 2019). Such 
capabilities induce new demands, like cognitive capacities and learning for vari-
ous industries and firms. In addition, smart manufacturing (Kusiak 2018) and 
cloud manufacturing (Adamson et al. 2017) have broadened the concept of intel-
ligent manufacturing and have assisted in its implementation via methods such as 
RFID-based production monitoring (Guo et al. 2015), production data collection 
and analysis (Ding and Jiang 2018), and digital twin-based cyber–physical fusion 
(Ding et al. 2019).

FIGURE 9.6 Product-process complementarity map to position a portfolio of projects. 
(Adopted from Hullova, Trott, and Simms 2016, p. 934.)
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9.4.2  SuStaiNable aNd SMart productS

Products that are both smart as well as sustainable belong to a new generation 
of smart products that can help in achieving both sustainability and circular 
economy. Features such as connectivity, intelligence, sensing, human interaction, 
and autonomy are opening new doors for innovative capabilities within highly 
dynamic environments (Tomiyama et  al. 2019). As possessing all of the men-
tioned capabilities is not easy, few firms can independently possess them in terms 
of innovation for sustainability. Multiple stakeholders need to come together to 
build an ecosystem around the products that can not only assist in gaining com-
petitive advantages but also help in establishing partnerships with other firms for 
value co-innovation and co-creation (Yin, Ming, and Zhang 2020). Yin, Ming, 
and Zhang (2020) proposed five future directions to assist organizations with 
achieving high complementarity at the product-process level and making their 
systems as intelligent as possible: co-sharing associated with resource sharing 
challenges, co-construction for challenges of the emergence of co-innovation 
platform, co-creation with respect to outcome-related challenges, co-evolution 
for sustainability challenges, and co-existence for challenges of the stability (see 
Figure 9.7).

9.4.3  caSe Study—coMpleMeNtarity iN product-proceSS  
iNNovatioN iN the uNited kiNgdoM Food aNd 
driNk iNduStry (hullova et al. 2019)

In every company’s portfolio of projects targeting novel product and process devel-
opments, different complementarity types exist. The case study explained in this 
section focuses on dynamic innovation at the product-process level by studying 
how firms within the UK’s food and drink industry should operate effectively to 
not only identify various types of complementarity between product and process 
innovation but also to manage new product and process development projects. 
Since complementarity type changes with every project in the portfolio, the proj-
ect can be affected by various contingencies, such as more focus on product and 
process innovation, the project’s level of innovativeness, and the existence of inter-
nal knowledge in product and/or process development (Hullova, Trott, and Simms 
2016). Therefore, project teams need to develop a set of dynamic capabilities to help 
them in managing/controlling the contingencies in each project and to cater for such 
diverse kinds of complementarities. The cost of the project can be increased when 
time and resources are not allocated effectively toward a project, thereby leading to 
not only ineffective deployment of the workforce but also increased time to market 
(Bellgran 1998).

The authors used random selection to choose case studies from the food and drink 
industry that match four extents of complementarities between product and process 
innovation (process amensalism, product sequential, process pooled, and reciprocal). 
The findings of the case study were divided into three parts: (1) capacity to identify 
complementarity type, (2) ability to implement a suitable integration mechanism, 
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FIGURE 9.8 Framework to manage the complementarity between product and process 
innovation in new product process development (NPPD) projects (Hullova et al. 2019).

and (3) potential to utilize the developed/acquired knowledge and expertise in new 
product-process development projects. Furthermore, the authors concluded that the 
existing internal knowledge related to product and process development was criti-
cal to increasing the complementarity. However, as the complexity and novelty of 
the projects increased, there was a need for the identification of suitable external 
collaborators that could provide the knowledge that was missing internally. In light 
of all the findings, a framework was also proposed to manage the complementarity 
between product and process innovation in new projects, as shown in Figure 9.8. 
For instance, the projects that were termed as complex and involved a greater risk 
required higher integration, that is, reciprocal complementarity, whereas projects 
where the team personnel used their years of experience to increase the efficiency of 
the production lines could be categorized as low extent of complementarity (process-
pooled) and are common in low-technology process industries, such as line stretch 
and bolt-ons.

9.4.4  caSe Study—kNowledge-driveN digital twiN 
MaNuFacturiNg cell (Zhou et al. 2019)

Manufacturing systems have evolved over the years, and their evolution can be 
divided into three stages based on degree of intelligence: traditional manufactur-
ing, smart manufacturing, and intelligent manufacturing. Intelligent manufacturing 
has developed powerful learning and cognitive capabilities by integrating AI and 
advanced manufacturing with knowledge-driven decision-making (Zaman et  al. 
2018) and knowledge-based intelligent process planning (Zhu et al. 2018). The case 
study in this section proposes a knowledge-driven digital twin manufacturing cell 
(KDTMC) that uses an intelligent simulating, perceiving, predicting, understand-
ing, optimizing, and controlling strategy to maximize product throughput and qual-
ity and reduce cost by maintaining flexibility. The KDTMC is equipped with the 
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FIGURE 9.9 Architecture of KTDMC (Zhou et al. 2019).

capacities of self-thinking, self-decision making, self-execution, and self-improving. 
The architecture of KTDMC is shown in Figure 9.9.

The KTDMC, was applied to the intelligent manufacturing platform of Xi’an 
Jiaotong University, China, and displayed intelligent process planning, production 
scheduling, production process analysis, and dynamic regulation. It served as the 
minimum implementation unit for intelligent manufacturing.

9.5  LIST OF INNOVATION-DEPENDENT DEMAND FUNCTIONS

A list of innovation-dependent hybrid demand functions is listed in Table  9.3. It 
includes multiple parameters that constitute dynamic innovative capabilities, such as 
demand rate, demand magnitude, potential market size, initial market size, price per 
unit, innovation effect.

9.6  CONCEPTUAL FRAMEWORK FOR DYNAMIC 
INNOVATION CAPABILITIES

Based on the overarching aim of the chapter and thorough understanding attained by 
studying the three main areas governing dynamic innovation capabilities—innovation  
in agile businesses, innovation in sensing and seizing capabilities, and applica-
tions of dynamic capabilities from the perspective of manufacturing—a conceptual 
framework is proposed, as shown in Figure 9.10. The framework contains two por-
tions: enterprise and the external environment. To attain performance outcomes, it 
is imperative that dynamic capabilities such as sensing, seizing, and reconfiguring 
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TABLE 9.3
List of Innovation-Dependent Demand Functions
Demand function Parameters, variables, and Reference

conditions
εδ η m

m t( )z z= mm t : Product (Jana, Graves, 
δm(zt): Demand rate and Grunow 
zt: Customers are insensitive to the 2018)

level of innovation
ηm: Demand magnitude
ξm: Growth rate

λt = −p N N t ( ) et size N  : Potential mark (Kumar, Alok, 
N(t): Cumulative number of adopters and Udayan 

p: Coefficient of innovation Chanda 2016)

λt  : demand at time t

f t( )= p t( )1− F t( ) ;; where N : Potential market size (Chanda and 
  N(t): Cumulative number of adopters at 

N t( ) Kumar 2011

F t( ) time t=
N p(t): Innovation effect at time t

d U t( )A t( ) M: Initial market size (Chanda and 
U t( )= −α βU t( )−

dt M U(t): Uninformed population at time t Kumar 2019)
A(t): Aware and favorable population at 

d U t( )A t( )
A t( )= α βU t( )+ −πA t( ) time t

dt M N : Potential market size at time t

N t( )= P t( )A t( ) N(t): Cumulative number of adopters at 
time t

dN ( )t P: Price per unit
λ( )t = = k PA t N t( )

dt
( )( )− k: Initial adoption rate

α: Innovation coefficient
β: Imitation coefficient
π: Fraction of the aware and unsatisfied 
population who left the market

where

FIGURE 9.10 Proposed conceptual framework.
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are combined with manufacturing innovation (at both the product level and process 
level) to gain a competitive advantage.

9.7  CONCLUSION AND FUTURE WORK

Dynamic capabilities enable firms to produce the right products and fulfill cus-
tomer demand and target the right markets. When integrated with innovation, they 
promote sustainable growth, improve productivity, encourage the launch of new 
products, facilitate new turnover, provide employment opportunities, and invite 
an influx of superior knowledge and competence within the firms. The chapter 
provided a thorough understanding of the three main areas governing dynamic 
innovation capabilities: innovation in agile businesses, innovation in sensing and 
seizing capabilities, and applications of dynamic capabilities from the perspective 
of manufacturing. Each area was further supported by relevant case studies. By 
reviewing the relevant state-of-the-art of dynamic innovation capabilities, it can be 
deduced that if the policies and actions within firms are knowledge-driven, more 
sustainable business models can be created and implemented that will result in 
smart choices and decisions. Such outcomes will not only make decision-making 
more intelligent with respect to the selection of products and services, demand 
fluctuations, and changing product mix but will also assist in better employment 
opportunities.

As part of future research, various demand functions can be studied that 
incorporate innovation, customer awareness, and cost and inventory parameters. 
Furthermore, research can be conducted on demand functions, including the effect 
of external factors, particularly competitors’ analysis and cultural effects, while 
adopting the innovated products considering technology transfer, adoption, and 
diffusion. In addition, studies can focus on the concept of digital twins, which not 
only complement product and process innovation but will also control dynamically 
changing demand parameters.
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10.1  INTRODUCTION

Today, the demand rate is more diversified over a time period due to the rapid pace 
of technological growth and variation in individual preferences (Kaviyani-Charati, 
Ghodsypour, and Hajiaghaei-Keshteli 2020; Li 2015). In various markets, such as high-
tech and fashion, customer requirements and expectations change instantly, so demand 
calculation and estimation are challenging (Kaviyani-Charati, Ghodsypour, and 
Hajiaghaei-Keshteli 2020; Yang, Qi, and Li 2015). Additionally, demand for seasonal 
and even conventional products fluctuates because of financial incentives, shortages, 
and so on (Prasad and Mukherjee 2016). Thus, a key aspect of a company’s success, 
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especially in this highly competitive market, is correct demand estimation and satisfac-
tion, which is a primary concern of supply chain managers. Inventory management is 
also strongly influenced by the demand that may lead to extra costs (Mishra and Singh 
2011). Consequently, fit demand function development is recognized as the main chal-
lenge for most researchers and industrial practitioners (Singh, Sethy, and Nayak 2019).

Generally, demand is identified as a major component of supply chains. To be 
more specific, the costs of inventory control and management, procurement, transporta-
tion, customer loss, etc. have stemmed from demand (Ghosh and Chakrabarty 2009; 
Geetha and Uthayakumar 2009; Panda, Senapati, and Basu 2009). Furthermore, as 
technology and accessibility are boosted, demand is profoundly becoming uncertain 
and difficult to predict (Prasad and Mukherjee 2016). Thus, this intricate situation has 
made consumption rates variable during a sale season, and a constant function can-
not be practical for real assumptions (Prasad and Mukherjee 2016; Pervin, Roy, and 
Weber 2018). Accordingly, better policies for procurement, fewer logistics costs, fur-
ther customer satisfaction, increasing profits, and so forth could be achieved through a 
suitable demand function (Kumar, Singh, and Sharma 2010; Singh, Sethy, and Nayak 
2019; Geetha and Uthayakumar 2009; Panda, Senapati, and Basu 2009).

The need for some products, such as crops, high-tech items, perishable prod-
ucts, and seasonal and fashionable goods, is deeply affected by time (Pervin, Roy, 
and Weber 2018; Uthayakumar and Tharani 2017; Singh et al. 2020). Besides, con-
sumers’ behaviors toward purchasing are considerably modified because of major 
advances in technology and Internet access that greatly affect demand (Li 2015; Hsu 
and Li 2006). As such, distinctive time-dependent demand functions are investi-
gated and proposed in the literature (Li 2015). The findings have revealed that these 
types of functions could help decision-makers reach better results for replenishment 
scheduling, costs and deteriorating rates’ reductions, and reducing bargains (Kumar, 
Singh, and Sharma 2010; Singh, Sethy, and Nayak 2019; Ghosh and Chakrabarty 
2009; Geetha and Uthayakumar 2009; Panda, Senapati, and Basu 2009). Further, 
demand can lead not only to customer dissatisfaction but also to increasing operat-
ing costs if the production and receiving of raw materials are not well scheduled, 
subsequently resulting in profit and customer loss (Geetha and Uthayakumar 2009; 
Hsu and Li 2006; Panda, Senapati, and Basu 2009; Pervin, Roy, and Weber 2018).

In this chapter, different demand functions are surveyed for various products 
explored in the previous works. A research trend is also presented with promising 
future research directions. Besides, the applications of the functions are differently 
shown in the industrial examples.

10.2  CONCEPTUAL FRAMEWORK

Demand has a vital role in supply chain management that is classified into two types, 
namely, independent and dependent demand. Independent demand usually stems 
from the end-users; however, the dependent demand is derived from the independent 
one (Prasad and Mukherjee 2016; Pervin, Roy, and Weber 2018).

Thus, highly uncertain circumstances have made it extremely complicated for 
researchers and practitioners to forecast demand with unerring accuracy. More spe-
cifically, demand for food, fashion, electrical goods, and other seasonal products are 
significantly affected by customers’ expectations and requirements and their behavior 
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modification within a time frame (Geetha and Uthayakumar 2009; Uthayakumar and 
Tharani 2017). To cope, demand-related functions are well studied in the literature, 
especially when the products or services deteriorate over time (Uthayakumar and 
Tharani 2017; Singh et al. 2020; Uthayakumar and Karuppasamy 2019). Accordingly, 
numerous functions are developed in supply chain–related research works wherein 
time-dependent demand functions are grouped into four principal categories.

In this section, four time-dependent demand functions are separately discussed 
to specify how demand is changed over time under different situations (Panda and 
Saha 2010), and then a brief overview of the description is provided in Figure 10.1.

 1. Linear time‑dependent demand

As discussed, the constant demand function is not applicable to most inventory  
items. Therefore, demand is steadily either increased or decreased with time (Tripathi 
2012; Pervin, Roy, and Weber 2018). Also, the function includes two main sections, con-
stant and time-dependent parameters, with an upward or downward trend in demand 
per unit time (Sana and Chaudhuri 2003; Pervin, Roy, and Weber 2018). In other words, 
demand is uniformly modified with time, resulting from constant trade credit, cash dis-
counts, inflation, etc. within a given period (Mishra and Sahab Singh 2011).

 2. Exponential time‑dependent demand

In this matter, more flexible situations are considered in the time-dependent func-
tion, which makes it fit for some inventory items. The more time that has passed, the 
more demand rate increases. For example, when a new product is first launched, its 
demand is explosively increased during a season after receiving customers’ attention 
(Ghosh and Chakrabarty 2009; Geetha and Uthayakumar 2009). As such, its trend is 
exponentially boosted with time; however, the inverse effect can be seen in the same 
old item due to customers’ changing expectations or requirements. Other situations 

Simple but helpful and 
useful

• Linear

Quite useful under 
special circumstances but 

unrealistic

• Exponential

Fairly fit to more markets 
and conditions but still 

infeasible for many cases

• Quadratic

Partially complete and 
helpful for various cases

• Ramp-Type 

FIGURE 10.1 The brief description of the given functions.
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that can lead to such an event also arise over time, for instance, providing special 
offers, advertising, or new fashion (Prasad and Mukherjee 2016).

 3. Quadratic time‑dependent demand

Sometimes the demand rate is distinctively increased or decreased; nevertheless, 
the rate follows a new trend. The rate is neither linear nor exponential as the accel-
erated and retarded increases are taken into consideration. A more realistic effect 
on demand rate is examined with time progress, wherein the demand has an initial 
value with initial change and acceleration rates. As discussed, customers can receive 
different offers, for example, permissible delay in payments, quantity discounts, and 
price discounts, leading to a higher demand rate. However, they will not be provided 
throughout a sale season, so the previous assumption fails to be applicable and useful 
for this matter. In addition, the financial incentives may be different over the period 
in which the demand rate will be differently affected.

 4. Ramp‑type time‑dependent demand

In this situation, the demand rate is first increased until a certain time and then its pace 
slows. As time passes, the rate remains steady until it finally experiences a downward 
trend in general. However, this behavior of demand toward time is modified under 
different situations culminating with various demand functions in this area.

10.3  TIME-DEPENDENT DEMAND FUNCTIONS

As explained, numerous functions are developed in supply chain–related research 
works. Before progressing time-dependent demand, a noticeable amount of goods 
had ended up with either bargains or obsolescence (Panda and Saha 2010; Friedman 
1982). In this section, different types of demand functions and their applications, 
related industries, and products are discussed.

Concerning time-dependent demand functions, four different types of functions 
are found, namely, linear, quadratic, exponential, and ramp-type (Panda and Saha 
2010). They could be constructively enhancing the system’s costs and productivity 
as the market demand has been affected with time (Li 2015; Prasad and Mukherjee 
2016; Panda, Senapati, and Basu 2009).

Therefore, a well-suitable demand function will increase profits and subsequently 
decrease inventory obsolescence and costs when a market is highly competitive and 
unforeseeable (Ghosh and Chakrabarty 2009; Panda, Senapati, and Basu 2009). 
Hence, most researchers and practitioners are faced with the problem of choosing a 
well-suitable demand function to foster their responsiveness and earnings (Friedman 
1982; Ghosh and Chakrabarty 2009; Panda and Saha 2010).

Simply, the demand rate in some works is linearly changed (Tripathi 2012; Pervin, 
Roy, and Weber 2018). By contrast, it is a highly controversial subject wherein some 
researchers believe demand can also be exponentially increased or decreased due 
to the given reasons (Friedman 1982; Ghosh and Chakrabarty 2009; Geetha and 
Uthayakumar 2009). In some cases, however, exponential growth is not applicable, 
assuming demand is steadily increased by different growth rates within a time, 
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which is called quadratic in the literature (Khanra, Mandal, and Sarkar 2013; Singh 
et al. 2020). Nonetheless, the rate of demand growth or decline may be specifically 
accelerated, so in this situation, the ramp-type demand function is proposed (Panda, 
Senapati, and Basu 2009; Panda and Saha 2010).

Now, we briefly discuss the previous functions and then provide formulations 
in a centralized table. Considering linearity, academics have extremely debated a 
wide variety of models with a uniform increase or decrease in the time-dependent 
demand (Sana and Chaudhuri 2003; Pervin, Roy, and Weber 2018; Prasad and 
Mukherjee 2016). As such, variation in demand rate is assumed to be uniform with 
time. The demand function also includes two sections, namely, constant value and 
value depending on time. Figure 10.2 illustrates the trend of the linear demand rate 
whereby increasing and decreasing demand rate is linearly seen.

However, the main drawback of this time-dependent demand is to change uni-
formly per unit time. Because, the situation seldom arises in reality. In some mar-
kets, demand for novel products rises sharply while the novelty of other products 
wears off. So, the demand function is exponentially formulated from mathemati-
cal perspectives, and market demand for other similar products will fall drastically 
because of either launching a new item or changing customers’ requirements (Geetha 
and Uthayakumar 2009). The major reason for developing such a function is that new 
products or crops can attract more customers; consequently, its demand will experi-
ence explosive growth and then stabilize at a saturation point (Friedman 1982). In 
another case, the demand for hotels and airlines are steeply boosted in holiday sea-
sons. In this matter, demand quickly rises and falls over a time period; thus, the lin-
ear function cannot address this problem well and is formulated by the exponential 
demand rate (Prasad and Mukherjee 2016; Geetha and Uthayakumar 2009), which 
is illustrated in Figure 10.3.

Despite that, the demand rate of many items has increased during their life cycle 
and then fallen after introducing some new attractive products (Singh, Sethy, and 
Nayak 2019; Geetha and Uthayakumar 2009). Accordingly, an adverse impact on 
the rate owing to the negative customer impression and item deterioration has been 

D 

T 

FIGURE 10.2 The behavior of demand regarding time.
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found over the time frame. Item deterioration is generally defined as a value reduction 
or depreciation of an item during a given time period. Neither linear nor exponen-
tial functions can be appropriate since the rate is steadily increasing or accelerating 
within the time frame. As the previous functions are infeasible for such a situation, 
the quadratic demand function is proposed (Singh et al. 2020; Khanra, Mandal, and 
Sarkar 2013).

A quadratic function contains three different parts, namely, constant, increasing, 
and accelerating rates of demand, which made the formulation more practical under 
the situation (Khanra, Mandal, and Sarkar 2013). However, in reality, the demand 
rate has followed an extremely complicated pattern with time. Hence, those func-
tions may lose their efficiency in some cases. Specifically, some items are stocked 
in warehouses before a sale season or at the beginning of the season. At this step, 
the demand rate is usually low, and its growth is not noticeable. After a certain time, 
the market demand is automatically increased since the need for such an item is 
increasingly undermined due to a decrease in the supply. Consequently, the demand 
rate and salvage value gradually increase with progress (Singh, Sethy, and Nayak 
2019; Panda, Senapati, and Basu 2009; Sana and Chaudhuri 2003). Then, the rate 
has remained constant after its peak level. The ramp-type trend in quadratic time-
dependent demand is depicted in Figure 10.4.

Another demand function involving shelf life and the decrease in product quality 
is presented. In this specific market, the product demand experiences a downward 
trend during its lifetime. Also in perishable items, the remaining time to the expi-
ration date will directly affect the demand; thus, a specific function is introduced 
for retailing sectors to address the problem (Afshar-Nadjafi, Mashatzadeghan, and 
Khamseh 2016; Tripathi 2012). Perishable products should be sold to consumers 
before spoiling, so their features and function are different in terms of shelf life, 
demand volume and consumption, and perishability rate.

D

T

FIGURE 10.3 The behavior of demand regarding time.
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Besides, Internet shopping is markedly distinct in terms of higher-order frequency 
and smaller-order quantity, making it intangible and costly (Hsu and Li 2006). For 
example, in online food shopping, peak demand may occur at lunchtime during a 
day. As such, serving consumers via uniform shipping cycles without any variations 
in cumulative quantities ordered over each shipping cycle may cause higher logistics 
costs and profit loss (Hsu and Li 2006). In conclusion, a quick overview of the time-
dependent demand functions is provided in Table 10.1.

10.3.1  beNeFitS aNd drawbackS

Different time-dependent demand functions are used to lower bargains, transporta-
tion costs, and inventory loss, and improve customer satisfaction and usage of natural 
resources. Here, the advantages and disadvantages of all given functions are briefly 
provided to gain a better understanding of their features.

The linear function is the simplest and most useful method to interpret demand 
quickly; consequently, it is an easy way to manage demand and inventory, resulting 
in cost reduction. However, the function cannot be applicable for various situations 
as the reducing or increasing rate is uniform in that sense.

In this competitive market, special offers, customer expectations and require-
ments, launching new products, deterioration, and so on during a sale season can 
cause different trends in demand rate wherein the linear function cannot be use-
ful. Thus, exponential functions for such a situation are proposed in which special 
offers such as price discounts and launching novel products have heavily affected 
the demand rate. This function has taken exponential growth and reduction into 
account. Notwithstanding, the function is not only applicable to most markets but 
also increasing inventory costs and leading to inefficient strategies. Additionally, the 
rate can be neither increasing nor decreasing over the life cycle of a product. So, the 

D

T1 2

FIGURE 10.4 The behavior of demand regarding time.
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flaw in the function is addressed through the quadratic functions wherein both trends 
are taken into consideration.

As given, although this function is more fit for more markets, it also considers 
accelerated growth or fall in demand. Therefore, when the demand rate is experienc-
ing either constant or mixed status, the mentioned functions will lose their efficiency. 
As such, the ramp-type time-dependent demand functions are employed to both 
optimize inventory and satisfy demand. In this function, all situations of a product’s 
demand rate in its life cycle are examined and considered.

This advanced function is also comprised of linear, constant, exponential, and 
quadratic trends, but by contrast, it is more complicated and difficult to interpret. As 
mentioned, this function cannot be used for a condition whereby previous increasing 
or decreasing trends are just witnessed in the demand (such as linear, exponential, 
and quadratic). Accordingly, this function is more realistic; however, it will be time-
consuming and inefficient for such situations.

10.4  INDUSTRIAL EXAMPLES

The mentioned models have been used in many different industries, such as manu-
facturing, food, retailing, and healthcare. In this section, two case studies are pro-
vided to support the time-dependent demand and to show how demand function 
changes over time.

Time-dependent demand can be seen in different inventory models. Minimizing 
the inventory carrying cost is the key objective of inventory management models. As 
such, determining the optimal time and stock of inventory replenishment to satisfy 
upcoming demands are of critical importance. The main goal in inventory manage-
ment is to minimize the total cost associated with determining when and how many 
to order in the system.

Deterioration is one of the most important factors in the study of the inventory 
system. As previously mentioned, deterioration is referred to as harm, dissipa-
tion, waste, pilferage, outdated nature, and loss of the products (Uthayakumar and 
Karuppasamy 2019). Most of the items deteriorate over time. In some products, such 
as glassware, hardware, steel, and toys, the deterioration rate is very small. However, 
some products having finite shelf lives, such as medicine, blood, fish, vegetables, and 
food grains, deteriorate quickly over time.

Consequently, deterioration effects must be taken into consideration in inventory 
management while finding the optimal inventory policy for the specific product, 
and the storage system should be considered at the same time. In supply chain man-
agement, customer demand is crucial due to the total revenue resulting from that 
demand rate.

Notably, time-dependent demand can be applied in seasonal products and items, 
as demand typically depends on time (Sana and Chaudhuri 2003; Singh, Sethy, and 
Nayak 2019; Panda and Saha 2010). Notwithstanding, the stopping time of produc-
tion is a key aspect in decision-making due to the perishability of seasonal products. 
Thus, if the production is time-dependent demand, then production stopping time 
and the production rate would be properly implemented. This type of demand also 
indicates whether the inventory is depleted at the end of the season as well as how the 
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inventory depletion rate is affected by it. The healthcare industry is another appli-
cation of a time-dependent inventory model that is of importance. The list of pos-
sible microbial ailments, chronic health diseases, and viral infections has remained 
remarkably consistent during the past few years. Accordingly, the demand for drugs, 
medicines, tablets, and other clinical products is increasing over time (Uthayakumar 
and Karuppasamy 2019).

Pharmaceutical inventory items are considered one of the most central resources of 
the healthcare industries. Pharmaceutical items are more commonly considered as medi-
cine or drugs. As mentioned, researchers considered demand as constant in the classical 
inventory models. In emergencies, hospitals and other healthcare institutions need a lot 
of medicine, tablets, injectables, capsules, syrups, etc. Thus, the pharmaceutical demand 
rate cannot be constant, it varies with time (Uthayakumar and Karuppasamy 2019). The 
healthcare system also faces pharmaceutical shortage problems owing to defective items. 
In other words, the healthcare systems face a loss of goodwill or loss of profit.

The main issue comes from the fact that medicines and drugs cannot be used 
beyond the expiration date (Uthayakumar and Karuppasamy 2019). In pharmaceuti-
cal inventory, deterioration is a key aspect that needs to be considered. Drug expira-
tion is one of the main concerns in public hospital/clinic pharmacies, as this occupies 
a huge amount of the budget to buy drugs. It should be noted that the number of 
medicines that expire in pharmacies can be an indication of how the medicines are 
used, and subsequently, it can contribute to the disease prevalence. As medicines and 
drugs contribute to patient care and patient life, the deterioration of pharmaceuticals 
should be addressed effectively.

10.5  MATHEMATICAL MODELS

Two instances of mathematical models used to formulate related practical studies in 
the literature are presented as follows.

10.5.1  FirSt Model

A mathematical modeling for a distributor’s delivery strategy problem is proposed, 
considering carbon emissions, demand–supply interactions, and time-dependent 
demand of retailers (Li 2015). The proposed mathematical model aims to obtain 
the optimal number and time window of service cycles. The detailed description is 
shown as follows:

Terminology and Notations

i The number of delivery ser-
vice cycles

�Wk The weight capacity of 
vehicle type k

s The specific delivery service 
cycle

ti
0 The start time of the service 

cycle i

k The specific vehicle type ti
m The end time of the service 

cycle i
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p Product π The total profit of the 
distributor

Ti The time window of the ser-
vice cycle i , T t ti i i

m= ( )0,

Li k, The delivery cost of vehicle 
type k  of service cycle i

bp The distributor’s acquisition 
cost of product p

C T T, 1( ) The total cost per year

Decision Variable

,δi k If vehicle type k  is assigned to service cycle i , then δi k, =1  ; otherwise, 
δi k, = 0

Model Development
In this study, Li (2015) assumed that the retailer could get price discounts from the 
distributor through the delays in receiving the products that were ordered. Therefore, 
two scenarios including with and without a price discount are investigated. The dis-
tributor’s total profit without a price discount can be formulated as follows:

max ( ( ) ) ,π = − −

= ∀ =
∑ ∑ ∑
i

S

p

p p i
p

i

S

i kb b Q L

1 1

� (10.1)

(10.2)

(10.3)

(10.4)

(10.5)

(10.6)

(10.7)

(10.8)

( ) ,,δi k k

t t

t

p

t
p

pW Q W i

i

i
m

� − ≥ ∀

= ∀
∑ ∑

0

0

i

S

i
m

it t T

=
∑ − =

1

0( )

t t i Si
m

i+ = = … −( )1
0 1 2 3 1, , , , .

t ts
m = 1

0

t ii
m > ∀0 ,

t ii
0 0> ∀,

The distributor’s total profit with a price discount is as follows:

max ( ( ) ) ,π θ= −( )− −

= ∀ =
∑ ∑ ∑
i

S

p

p p i
p

i

S

i kb Q L

1 1

1b�

Solution Approach
An exact method is applied to find optimal solutions. To do so, the proposed model is 
applied to a logistics case study in Taiwan to find optimal delivery strategies for the 
distributor, considering the carbon-pricing mechanism.
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10.5.2  SecoNd Model

Shukla, Shukla, and Yadava (2013) proposed an inventory model for deteriorating 
items considering shortages, which is partially backlogged with the aim of total cost 
minimization. In other words, the shortages are allowed wherein a part of the unsat-
isfied demand will be postponed being met later. In their study, the demand is con-
sidered an exponential time-dependent demand rate.

Terminology and Notations

T Cycle time T1 The time at which I t( )= 0

I(t) The inventory level at the 
time t

A Set of cost

0e tα Demand rate of items C T T, 1( ) The total cost per year
θ The constant deterioration 

rate
cs The shortage cost per unit 

of time
Ti The time window of 

the service cycle i , 
= 0 mT ti i ,ti

cd The cost of each deteriorated ch The inventory holding cost 
item per unit of time

( )
Li k, The delivery cost of vehicle 

type k  of service cycle i

Model Development
The inventory level varies over time, owing to both demand and deterioration of 
the material. The total cost including deterioration, shortage, and holding cost is as 
follows:

min ,C T T
T

c e
e eh

1
01

1
1

1
1

1 1( ) =
+( )

−( )− −( )










α θ θ α

α
θ α

T
T T











+
+( )

−( )− −( )














+( )c e ed 0
1

1
1

11 1

α θ α
α θ αT T


+ −( ) +









c
T As 0

1
2

2
2T

 
(10.9)

Solution Approach
To find an optimal solution in exponential terms, the truncated Taylor’s series is applied. 
We get Eq. (10.10) by using a truncated Taylor’s series expansion in Eq. (10.9).

C T T
c c c T

T

c T
c T

T
h d s s

s1
0 1

2
0

0 12 2

2
,( ) =

+ +( )
+ − +

















θ A
(10.10)

By taking the first and second partial derivatives of Eq. (10.10) concerning 
T  and T1 , the optimal solution is achieved. Finally, by solving simultaneously 
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δ

δ

C TT

T
1

1

0
,( )

=  and 
δ

δ

C T

T

T1 0
,( )

= , the minimum optimal solution of T T= *  and  

T T1 1= *  is achieved as follows:

0 1 0c c c T c Th d s s+ +( ) − =θ (10.11)

(10.12)
0 1

2
0

2 4 0c c c T c T Ah d s s+ +( ) − + =θ

10.6  RESEARCH TRENDS

In this section, previous studies related to time-dependent demand are classified 
and surveyed. Investigation of recent trends in the work will open the door for fur-
ther research on this area, leading to novelties and significant contributions to the 
subject area.

The constant demand is initially considered in the supply chain; however, the 
assumption fails to be fit for this competitive market. In reality, demand can be 
changed with space, inflation, income, customer expectation and requirements, etc. 
For example, sales of seasonal items like fashionable clothes, domestic goods, elec-
tronic products, and food substantially grow when attracting more consumers. Thus, 
sales for other products can considerably decline due to a marked shift in consumer 
preferences and also the launching of cutting-edge items (Geetha and Uthayakumar 
2009; Uthayakumar and Tharani 2017; Singh et  al. 2020; Uthayakumar and 
Karuppasamy 2019). In this situation, the demand rate will be modified and refor-
mulated through time-varying functions (Panda and Saha 2010).

Therefore, different types of inventory models considering the time-varying 
demand have been given attention. Regarding that, a time-dependent demand was 
initially proposed by Silver and Meal (1969). First, the time-dependent demand is 
developed using a linear equation. Then, Bose, Goswami, and Chaudhuri (1995) pre-
sented a deterministic inventory model for an item with a linear pattern in demand. 
In another paper, Donaldson (1977) analyzed an analytical solution for the inven-
tory replenishment problem considering linear time-dependent demand over the 
finite-time horizon. This kind of continuous linear function of demand was applied 
in other papers (Sana, Chaudhuri, and Mahavidyalaya 2004; Kumar, Singh, and 
Sharma 2010; Malik, Singh, and Gupta 2008; Shaikh et al. 2019).

Nevertheless, the formulation has been gradually evolved into a more fit func-
tion, namely, an exponential one. Thus, several models have been optimized using 
the exponential time-dependent demand function. As stated, demand for newly 
launched products may increase quickly as they come to markets (Friedman 
1982; Ghosh and Chakrabarty 2009; Geetha and Uthayakumar 2009; Hariga and 
Benkherouf 1994).

Inversely, demand fluctuation in the real situation cannot be exponential, as its 
change is extraordinarily high and exceptional (Khanra, Mandal, and Sarkar 2013; 
Singh et  al. 2020). To overcome that, Khanra and Chaudhuri (2003) examined 
its weaknesses wherein they proved that exponential demand function cannot be 
practical under different circumstances. As such, a quadratic function considering 
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accelerated growth in the demand rate is presented, so the demand rate is gradu-
ally changed compared to the exponential demand function (Khanra, Mandal, and 
Sarkar 2013; Singh et al. 2020). Notwithstanding, the accelerated decline or growth 
in demand cannot be continued forever (Panda, Senapati, and Basu 2009; Sana and 
Chaudhuri 2003; Panda and Saha 2010). Thereafter, a realistic approach is to formu-
late it as three components of ramp-type time-dependent function.

The ramp-type demand function is more practical in analyzing situations for newly 
launched high-tech products (Singh, Sethy, and Nayak 2019; Sana and Chaudhuri 
2003). This model can be found in Mandal and Pal (1998), Wu and Ouyang (2000), 
Manna and Chaudhuri (2006), and Singh, Sethy, and Nayak (2019). Hill (1995) 
firstly proposed a ramp-type time-dependent function where the demand has two 
different types of demand patterns in two successive periods during the period. For 
outlining the promising research directions, a brief overview of the research trend in 
time-dependent demand functions is given in Table 10.2.

10.6.1  Future reSearch directioNS

There is a growing body of literature that recognizes the importance of time-depen-
dent demand and its applications. In the literature, the relative significance of deterio-
ration rate, shortages, and backlogging have been subject to considerable discussion. 
However, the research on the subject has been mostly restricted to deterministic 
circumstances, so most effective rates are considered a constant value. Accordingly, 
further research on this area could be devoted to uncertain deterioration rates and 
demand, as this feature will provide more reliable and practical implications for 
policymakers to enhance their business. Also, recent research has highlighted the 
need for a time-dependent deterioration rate, while a limited number of research 
has been conducted in this subject area. So, this matter would be another promising 
future research direction. Last, various trade credits, for instance, partial and two-
level trade credit, have not been fully understood and investigated in the literature, 
which can make them an interesting research area to illuminate useful knowledge 
and managerial implications for decision-makers.

10.7  CONCLUSION

Nowadays, as the market is highly competitive and unforeseeable, a well-suitable 
demand function will increase profits and subsequently decrease inventory obsoles-
cence and costs. Therefore, most researchers and practitioners are faced with prob-
lems of choosing a fit demand function to foster their responsiveness and earnings. 
Demand rates change with time when it comes to the market. Besides the constant 
demand, some other demand functions that can formulate the actual behavior of 
demand more precisely are introduced. This chapter focuses on time-dependent 
demand and various proposed demand functions. Concerning time-dependent func-
tions, four different types of demand are found based on the literature, namely, lin-
ear, quadratic, exponential, and ramp-type. Moreover, the research trend is provided 
to get a brief overview of time-dependent demand, and future research directions 
are outlined.



198 Influencing Customer Demand

TA
B

LE
 1

0.
2

Th
e 

Q
ui

ck
 O

ve
rv

ie
w

 o
f t

he
 L

it
er

at
ur

e 
R

ev
ie

w
 in

 T
im

e-
D

ep
en

de
nt

 D
em

an
d 

Fu
nc

ti
on

s
h

er
 in

 

oa
c

So
lu

ti
on

 a
pp

r

O
pt

im
iz

at
io

n 
so

lv
th

e 
M

at
la

b

N
ew

to
n–

R
ap

hs
on

 
ap

pr
oa

ch

H
eu

ri
st

ic
 a

pp
ro

ac
he

s

H
eu

ri
st

ic
 a

pp
ro

ac
h

is
ua

l C
+

+

fe
re

nt
ia

tin
g 

V D
if pr

oc
ed

ur
e

du
ri

ng
 th

e 
pr

od
uc

ts
’ 

lif
et

im
e

E
xp

on
en

tia
l d

em
an

d 
ra

te

E
xp

on
en

tia
l g

ro
w

th

Q
ua

dr
at

ic
 d

em
an

d 
ra

te

D
is

cr
et

e 
tim

e-
de

pe
nd

en
t 

de
m

an
d

E
xp

on
en

tia
l r

am
p-

ty
pe

L
in

ea
r 

de
m

an
d

E
xp

on
en

tia
l a

nd
 

co
ns

ta
nt

 d
em

an
d 

ra
te

Q
ua

dr
at

ic
 d

em
an

d 
ra

te

L
in

ea
r 

de
m

an
d 

ra
te

L
in

ea
r 

de
m

an
d

M
in

im
iz

in
g 

in
ve

nt
or

y 

sc
he

du
le

an
d 

st
or

ag
e 

co
st

s

en
to

ry
 

O
pt

im
iz

in
g 

re
pl

en
is

hm
en

t v
M

in
im

iz
in

g 
in

co
st

s

M
in

im
iz

in
g 

gr
ee

n 
an

d 
lo

gi
st

ic
s 

co
st

s

M
ax

im
iz

in
g 

pr
ofi

t

M
in

im
iz

in
g 

co
st

s

M
in

im
iz

in
g 

co
st

s

M
in

im
iz

in
g 

co
st

s

M
ax

im
iz

in
g 

pr
ofi

t

M
in

im
iz

in
g 

co
st

s

xp
ir

at
io

n 
da

te

D
et

er
io

ra
tin

g 
ite

m
s

D
et

er
io

ra
tin

g 
pr

od
uc

ts

C
om

pu
te

r 
an

d 
-b

as
ed

ri
gi

d 
e

co
m

pu
te

r

ar
io

us
 p

ro
du

ct
s

V Pe
ri

sh
ab

le
 it

em
s

D
et

er
io

ra
tin

g 
pr

od
uc

ts

N
on

-i
ns

ta
nt

an
eo

us
 

de
te

ri
or

at
in

g 
ite

m
s

Se
as

on
al

 a
nd

 
te

ch
no

lo
gi

ca
l p

ro
du

ct
s

D
et

er
io

ra
tin

g 
ite

m
s

D
et

er
io

ra
tio

n 
ite

m
s

St
or

ag
e 

an
d 

re
ta

ili
ng

ut
io

n 

ac
tu

ri
ng

ve
nt

or
y 

re
pl

en
is

hm
en

t 
In m

an
ag

em
en

t

ac
tu

ri
ng

R
et

ai
lin

g 
or

 

ac
tu

ri
ng

m
an

uf

D
is

tr
ib

m
an

ag
em

en
t

ac
tu

ri
ng

M
an

uf

R
et

ai
lin

g 
in

du
st

ri
es

R
et

ai
lin

g

R
et

ai
lin

g 
in

du
st

ri
es

M
an

uf

M
an

uf

eb
er

 2
01

8

gh
an

, a
nd

 

G
ho

sh
 a

nd
 C

ha
kr

ab
ar

ty
 2

00
9

a 
an

d 
B

en
kh

er
ou

f 
19

94

Su
dh

an
su

 a
nd

 C
ha

ud
hu

ri
 

W

K
ha

m
se

h 
20

16

y,
 a

nd
 

M
as

ha
tz

ad
e

H
ar

ig

20
03

L
i 2

01
5

an
da

 a
nd

 S
ah

a 
20

10
P Pe

rv
in

, R
o

G
ee

th
a 

an
d 

U
th

ay
ak

um
ar

 
20

09

K
ha

nr
a,

 M
an

da
l, 

an
d 

Sa
rk

ar
 

20
13

um
ar

, S
in

gh
, a

nd
 S

ha
rm

a 
K 20

10

M
al

ik
, S

in
gh

, a
nd

 G
up

ta
 

20
08

D
em

an
d 

fu
nc

ti
on

D
es

ce
nd

in
g 

de
m

an
d 

ra
te

 

e 
fu

nc
ti

on
O

bj
ec

ti
v

M
in

im
iz

in
g 

co
st

s

es
Pr

od
uc

t 
fe

at
ur

Pe
ri

sh
ab

le
 it

em
s 

w
ith

 a
 

el
SC

 le
v

R
et

ai
lin

g

en
ce

s

-N
ad

ja
fi,

 

R
ef

er

A
fs

ha
r



Demand Sensitivity to Time 199

h
oa

c
So

lu
ti

on
 a

pp
r

D
em

an
d 

fu
nc

ti
on

e 
fu

nc
ti

on
O

bj
ec

ti
v

es
Pr

od
uc

t 
fe

at
ur

el
SC

 le
v

en
ce

s
R

ef
er

M
an

na
 a

nd
 C

ha
ud

hu
ri

 2
00

6
M

an
uf

ac
tu

ri
ng

 s
ys

te
m

s
D

et
er

io
ra

tin
g 

ite
m

s
M

in
im

iz
in

g 
in

ve
nt

or
y 

co
st

s
R

am
p-

ty
pe

 d
em

an
d

M
is

hr
a 

an
d 

Si
ng

h 
20

11
R

et
ai

lin
g 

an
d 

m
an

uf
ac

tu
ri

ng
D

et
er

io
ra

tin
g 

ite
m

s
M

in
im

iz
in

g 
to

ta
l 

in
ve

nt
or

y 
co

st
s

L
in

ea
r 

de
m

an
d

Si
ng

h 
et

 a
l. 

20
20

R
et

ai
lin

g 
an

d 
m

an
uf

ac
tu

ri
ng

D
et

er
io

ra
tin

g 
ite

m
s

M
in

im
iz

in
g 

lo
gi

st
ic

s 
co

st
s

Q
ua

dr
at

ic
 d

em
an

d

Si
ng

h,
 S

et
hy

, a
nd

 N
ay

ak
 

20
19

R
et

ai
lin

g 
in

du
st

ri
es

H
ig

h-
te

ch
 p

ro
du

ct
s

B
oo

st
in

g 
pr

ofi
ts

R
am

p-
ty

pe
 d

em
an

d

U
th

ay
ak

um
ar

 a
nd

 
K

ar
up

pa
sa

m
y 

20
19

R
et

ai
lin

g 
m

an
ag

em
en

t
Ph

ar
m

ac
eu

tic
al

 it
em

s
M

in
im

iz
in

g 
co

st
s

E
xp

on
en

tia
l d

em
an

d

W
u 

an
d 

O
uy

an
g 

20
00

M
an

uf
ac

tu
ri

ng
 o

r 
re

ta
ili

ng
 s

ys
te

m
s

D
et

er
io

ra
tin

g 
ite

m
s

M
in

im
iz

in
g 

co
st

s
R

am
p-

ty
pe

 d
em

an
d

Sa
na

 a
nd

 C
ha

ud
hu

ri
 2

00
3

Pr
od

uc
tio

n 
sy

st
em

s
D

et
er

io
ra

tin
g 

ite
m

s
M

ax
im

iz
in

g 
pr

ofi
t

R
am

p-
ty

pe
 d

em
an

d
N

ew
to

n–
R

ap
hs

on
 

m
et

ho
d

Sh
ai

kh
 e

t a
l. 

20
19

R
et

ai
lin

g 
sy

st
em

s
D

et
er

io
ra

tin
g 

ite
m

s
B

oo
st

in
g 

pr
ofi

ts
L

in
ea

r 
de

m
an

d
M

at
la

b 
so

ft
w

ar
e

Pa
nd

a,
 S

en
ap

at
i, 

an
d 

B
as

u 
20

09
M

an
uf

ac
tu

ri
ng

 a
nd

 
re

ta
ili

ng
 in

du
st

ri
es

D
et

er
io

ra
tio

n 
ite

m
s

M
in

im
iz

in
g 

co
st

s 
an

d 
m

ax
im

iz
in

g 
pr

ofi
t

Q
ua

dr
at

ic
 r

am
p-

ty
pe

 
de

m
an

d
N

ew
to

n–
R

ap
hs

on
 

m
et

ho
d

T
iw

ar
i, 

W
ee

, a
nd

 S
ar

ka
r 

20
17

R
et

ai
lin

g
D

et
er

io
ra

tin
g 

ite
m

s
M

ax
im

iz
in

g 
pr

ofi
t

R
am

p-
ty

pe
 d

em
an

d
H

eu
ri

st
ic

 a
pp

ro
ac

h

T
ri

pa
th

i 2
01

2
R

et
ai

lin
g 

in
du

st
ri

es
D

et
er

io
ra

tin
g 

ite
m

s
M

in
im

iz
in

g 
co

st
s

L
in

ea
r 

de
m

an
d

Ta
yl

or
’s

 s
er

ie
s

U
th

ay
ak

um
ar

 a
nd

 T
ha

ra
ni

 
20

17
Pr

od
uc

tio
n 

m
an

ag
em

en
t

D
et

er
io

ra
tin

g 
ite

m
s

M
in

im
iz

in
g 

co
st

s
E

xp
on

en
tia

l d
em

an
d

It
er

at
iv

e 
so

lu
tio

n 
m

et
ho

d



200 Influencing Customer Demand

REFERENCES

Afshar-Nadjafi, B., H. Mashatzadeghan, and A. Khamseh. 2016. Time-dependent demand 
and utility-sensitive sale price in a retailing system. Journal of Retailing and Consumer 
Services 32: 171–174.

Bose, S., A. Goswami, and K. S. Chaudhuri. 1995. An EOQ model for deteriorating items with 
linear time-dependent demand rate and shortages under inflation and time discounting. 
Journal of the Operational Research Society 46, no. 6: 771–782.

Donaldson, W. A. 1977. Inventory replenishment policy for a linear trend in demand—an 
analytical solution. Journal of the Operational Research Society 28, no. 3: 663–670.

Friedman, M. 1982. Inventory lot-size models with general time-dependent demand and carrying 
cost functions. INFOR: Information Systems and Operational Research 20, no. 2: 157–167.

Geetha, K. V., and R. Uthayakumar. 2009. Optimal inventory control policy for items with 
time-dependent demand. American Journal of Mathematical and Management Sciences 
29, no. 3–4: 457–476.

Ghosh, S., and T. Chakrabarty. 2009. An order-level inventory model under two level storage 
system with time-dependent demand. Opsearch 46, no. 3: 335.

Hariga, M. A., and L. Benkherouf. 1994. Optimal and heuristic inventory replenishment mod-
els for deteriorating items with exponential time-varying demand. European Journal of 
Operational Research 79, no. 1: 123–137.

Hill, R. M. 1995. Inventory models for increasing demand followed by level demand. Journal 
of the Operational Research Society 46, no. 10: 1250–1259.

Hsu, C.-I., and H.-C. Li. 2006. Optimal delivery service strategy for Internet shopping with 
time-dependent consumer demand. Transportation Research Part E: Logistics and 
Transportation Review 42, no. 6: 473–497.

Kaviyani-Charati, M., S. H. Ghodsypour, and M. Hajiaghaei-Keshteli. 2020. Impact of adopt-
ing quick response and agility on supply chain competition with strategic customer 
behavior. Scientia Iranica.

Khanra, S., and K. S. Chaudhuri. 2003. A note on an order-level inventory model for a dete-
riorating item with time-dependent quadratic demand. Computers and Operations 
Research 30, no. 12: 1901–1916.

Khanra, S., B. Mandal, and B. Sarkar. 2013. An inventory model with time dependent demand 
and shortages under trade credit policy. Economic Modelling 35: 349–355.

Kumar, V., S. R. Singh, and S. Sharma. 2010. Profit maximization production inventory 
models with time dependent demand and partial backlogging. International Journal of 
Operational Research Optimization 1, no. 2: 367–375.

Li, H.-C. 2015. Optimal delivery strategies considering carbon emissions, time-dependent 
demands and demand—supply interactions. European Journal of Operational Research 
241, no. 3: 739–748.

Malik, A. K., S. R. Singh, and C. B. Gupta. 2008. An inventory model for deteriorating items 
under FIFO dispatching policy with two warehouse and time dependent demand. Ganita 
Sandesh 22, no. 1: 47–62.

Mandal, B., and A. K. Pal. 1998. Order level inventory system with ramp type demand rate for 
deteriorating items. Journal of Interdisciplinary Mathematics 1, no. 1: 49–66.

Manna, S. K., and K. S. Chaudhuri. 2006. An EOQ model with ramp type demand rate, time 
dependent deterioration rate, unit production cost and shortages. European Journal of 
Operational Research 171, no. 2: 557–566.

Mishra, V. K., and L. Sahab Singh. 2011. Deteriorating inventory model for time dependent 
demand and holding cost with partial backlogging. International Journal of Management 
Science and Engineering Management 6, no. 4: 267–271.



201Demand Sensitivity to Time

Panda, S., and S. Saha. 2010. Optimal production rate and production stopping time for perish-
able seasonal products with ramp-type time-dependent demand. International Journal 
of Mathematics in Operational Research 2, no. 6: 657–673.

Panda, S., S. Senapati, and M. Basu. 2009. A single cycle perishable inventory model with 
time dependent quadratic ramp-type demand and partial backlogging. International 
Journal of Operational Research 5, no. 1: 110–129.

Pervin, M., S. K. Roy, and G.-W. Weber. 2018. Analysis of inventory control model with short-
age under time-dependent demand and time-varying holding cost including stochastic 
deterioration. Annals of Operations Research 260, no. 1–2: 437–460.

Prasad, K., and B. Mukherjee. 2016. Optimal inventory model under stock and time depen-
dent demand for time varying deterioration rate with shortages. Annals of Operations 
Research 243, no. 1–2: 323–334.

Sana, S., and K. S. Chaudhuri. 2003. An EOQ model with time-dependent demand, inflation 
and money value for a ware-house enterpriser. Advanced Modeling and Optimization 5, 
no. 2: 135–146.

Sana, S., K. S. Chaudhuri, and B. Mahavidyalaya. 2004. On a volume flexible production 
policy for a deteriorating item with time-dependent demand and shortages. Advanced 
Modeling and Optimization 6, no. 1: 57–74.

Shaikh, A. A., G. C. Panda, S. Sahu, and A. K. Das. 2019. Economic order quantity model 
for deteriorating item with preservation technology in time dependent demand with 
partial backlogging and trade credit. International Journal of Logistics Systems and 
Management 32, no. 1: 1–24.

Shukla, H., V. Shukla, and S. Yadava. 2013. EOQ model for deteriorating items with exponen-
tial demand rate and shortages. Uncertain Supply Chain Management 1, no. 2: 67–76.

Silver, E. A., and H. C. Meal. 1969. A simple modification of the EOQ for the case of a varying 
demand rate. Production and Inventory Management 10, no. 4: 52–65.

Singh, T., M. M. Muduly, N. Asmita, C. Mallick, and H. Pattanayak. 2020. A  note on an 
economic order quantity model with time-dependent demand, three-parameter Weibull 
distribution deterioration and permissible delay in payment. Journal of Statistics and 
Management Systems: 1–20.

Singh, T., N. N. Sethy, and A. K. Nayak. 2019. An ordering policy with generalized deteriora-
tion, ramp-type demand under complete backlogging. In Logistics, Supply Chain and 
Financial Predictive Analytics, 43–55. Singapore: Springer.

Tiwari, S., H.-M. Wee, and S. Sarkar. 2017. Lot-sizing policies for defective and deteriorating 
items with time-dependent demand and trade credit. European Journal of Industrial 
Engineering 11, no. 5: 683–703.

Tripathi, R. P. 2012. EOQ model for deteriorating items with linear time dependent demand 
rate under permissible delay in payments. International Journal of Operations Research 
9, no. 1: 1–11.

Uthayakumar, R., and S. K. Karuppasamy. 2019. An EOQ model for deteriorating items with 
different types of time-varying demand in healthcare industries. Journal of Analysis 27, 
no. 1: 3–18.

Uthayakumar, R., and S. Tharani. 2017. An economic production model for deteriorating 
items and time dependent demand with rework and multiple production setups. Journal 
of Industrial Engineering International 13, no. 4: 499–512.

Wu, K.-S., and L. Y. Ouyang. 2000. A replenishment policy for deteriorating items with ramp 
type demand rate. Proceedings of the National Science Council Republic of China Part 
A:  Physical Science and Engineering 24, no. 4: 279–286.

Yang, D., Qi, E., and Y. Li. 2015. Quick response and supply chain structure with strategic 
consumers. Omega 52: 1–14.



http://taylorandfrancis.com


203

11 Inflation-Dependent 
Demand

Abdollah Arasteh
Babol Noshirvani University of Technology

CONTENTS

11.1 Introduction ..................................................................................................203
11.2 Conceptual Framework .................................................................................204

11.2.1 Review of Models of Inflation of Ordinary Items ............................205
11.3 List of Demand Functions ............................................................................206
11.4 Supply Chain Echelons Where the Functions Are More Applicable ...........206
11.5 Industries and Examples ...............................................................................209
11.6 Example of Optimization Models ................................................................ 210
11.7 Research Trends ............................................................................................ 213
11.8 A Review: General Discussion and Conclusion ........................................... 213
References .............................................................................................................. 216

11.1  INTRODUCTION

Inventory is a commodity that is stored for some time. In short, it includes goods, 
materials, and parts that are used in the production, sale, and management of an 
industry. The most complete and comprehensive definition that can be provided in 
terms of inventory includes items of tangible assets belonging to an enterprise, which 
is maintained or produced for sale in the ordinary course of business.

Inflation is seen as increasing the price of a unit of produced goods in the lack of 
effective control. Inflation is usually associated with a real or potential increase in 
the general level of price. Until the 1970s, models of inventory control assumed that 
the cost was fixed during the planning period. Since the early 1990s, inflationary 
inventory models have been developed under more dynamic and complex conditions. 
Among the items considered so far in inflation inventory models are: (1) demand rate 
is fixed and well known, (2) demand is the linear function of time, (3) demand is the 
function of initial inventory, and (4) demand is price-dependent.

The purpose of this chapter is to study the effect of inflation on demand from 
an operations management perspective. Therefore, in this section, we first refer 
to different strategies for responding to demand in supply chains in general. In 
manufacturing companies, goods are stored in warehouses and other places after 
production, which complicates the supply chain. If companies use a make-to-
order manufacturing strategy, there will be no need to stock manufactured prod-
ucts, but at the same time, there will still be a need to stock raw materials and 
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components. Therefore, supply chains are definitely dependent on the nature and 
status of companies. The following strategies are commonly used in supply chain 
demand management:

 1. Integrated make to stock: Focuses on real-time customer demand to effec-
tively store inventory.

 2. Continuous storage: Based on refilling depleted inventory by working 
closely with suppliers or intermediaries.

 3. Make to order (MTO): Based on the order to assemble the product immedi-
ately after receiving the order.

 4. Engineering to order (ETO): Emphasizes product design after the customer 
declares the need.

 5. Assembly to order: The core of the assembly is the same for most products 
and only changes to other final assembly components are possible.

 6. Channel assembly: With a slight change in the MTO model, the parts of 
each product are collected and assembled as they move in the distribution 
channel.

Regardless of the different strategies available to meet demand in supply chains, 
the impact of inflation on demand in each case is significant. The relationship between 
inflation and demand is complex and, in some cases, unpredictable. In general, we have 
two types of demand for types of goods (and services): consumer demand and non-
consumer (investment) demand. Consumer demand involves the demand of individu-
als or organizations that need to buy goods for their own consumption. Non-consumer 
demand includes individuals or organizations that are either looking for investment or 
business. Investors buy goods for the purpose of long-term investment and generally 
stockpile them after purchase. The goal of this group is to gain returns and maintain 
purchasing power against inflation in the long run. Rising inflation in the community 
or significant and unusually high inflation expectations in the near future will encour-
age the purchase of goods by this group. Another group that buys goods in a non-
consumer group is traders. The trader buys a variety of assets with the aim of making 
a profit from price fluctuations and with a short-term goal and does not seek ancillary 
returns from the asset, such as renting property or dividends (unlike the investor).

11.2  CONCEPTUAL FRAMEWORK

Inventory can be characterized as the storage of a product that will be used to ful-
fill any future need. The product may be raw material, the pieces imported, etc. In 
this section, a schematic overview of the inventory structure is considered. Classic 
models of economic order quantity (EOQ) and economic production quantity (EPQ) 
are widely used in inventory control. Demand plays the role of driving force in the 
whole inventory system. In studying inventory, demand is a key factor that should 
be considered.

Wee and Law (2001) proposed an inventory model for perishable items in which 
time value for money is present and demand is price dependent. Papachristos and 
Skouri (2003) studied the model in which demand is a function of the selling price, 
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and the back-order rate is a function of time. Both considered the corruption rate 
of Weibull distribution with two parameters. Balkhi and Benkherouf (2004), Pal, 
Bhunia, and Mukherjee (2006), and Hsu, Wee, and Teng (2007) combined various 
factors and examined the effect of combining these factors on demand. In their mod-
els, the optimal inventory level theorem has been considered. Saxena et al. (2020) 
developed an inventory model in which demand was influenced by time and inflation.

11.2.1  review oF ModelS oF iNFlatioN oF ordiNary iteMS

Inflation can be divided into two categories based on its origin.
Demand pull inflation occurs when the increase in the level of demand relative 

to the supply possibilities is unbalanced. Increased demand can come from the real 
sector of the economy, its monetary sector, or a combination of the two. Although 
increasing private-sector demand can also be effective, because households and 
businesses can only increase aggregate demand by withdrawing savings or borrow-
ing, this increase in demand is unlikely to be significant. But governments can have 
important inflationary pressures to cover their expenses, such as the power to collect 
taxes or issue banknotes, and to obtain loans and credits from the domestic private 
sector, banks, or abroad. Among these methods, tax collection has the least impact 
and banknote issuance has the most impact. But explaining the mechanism of these 
effects is beyond the scope of this article.

Cost push inflation occurs when the holders of the factors of production demand a 
larger share of total output, which is either due to the increase in wage-cost pressure 
or to the profit pressure. Some anti-capitalist economists see profit pressure as a fac-
tor in rising prices and, in fact, see wage increases as a defensive move by unions. On 
the other hand, the proponents of capitalism say that profit is a small part of the price, 
and therefore the pressure to increase profits is not an important factor in increasing 
prices, but the rapid increase in wages versus the growth of labor productivity is the 
most important factor in raising prices.

In this section, we will look at the models proposed in the research literature in 
the field of combining traditional inventory models, such as EOQ and EPQ with 
inflation. Sarker and Pan (1994) studied the incomplete production process with 
variable demand compared to the time and considering inflation for the economic 
production model. Ben-Daya and Zamin (2002) presented an integrated inventory 
model considering the inflation rate while demand is probabilistic and delivery time 
is controllable. Hou and Lin (2006) examined the EOQ model for perishable items 
at price-dependent selling rates and inventories, taking into account the time value 
of money. Thangam and Uthayakumar (2010) introduced the inventory model of 
perishable items with inflation-related demand and overdue orders. Valliathal and 
Uthayakumar (2010) investigated the issue of production for perishable and improv-
ing items at the expense of nonlinear shortages under inflation and time discounts. 
Maity and Maiti (2008) proposed an inflation-related demand rate and storage 
under inflation and the time value of money. Taheri Tolgari, Mirzazadeh, and Jolai 
(2012) examined the inventory model for defective items in inflation conditions and 
assumption of review errors. Gilding (2014) presented inflation in the planning of the 
optimum inventory for a limited horizon.



206 Influencing Customer Demand

Muniappan, Uthayakumar, and Ganesh (2015) developed an economically 
optimal ordering model for perishable items, taking into account inflation and 
the time value of money and time-dependent volatility rates and time-delayed 
payment delays. In their research, the shortage is allowed and is considered as 
a decline, and a fixed credit period is provided by the supplier to the retailer. 
Pareek and Dhaka (2015) presented a fuzzy inventory control model by determin-
ing the optimal ordering amount for perishable items using the cash flow discount 
method when the supply credits are related to the order quantity. Yang, Lee, and 
Zhang (2013) presented a model inventory with perishable products with demand 
dependent on inventory level and inflation and credit payment policy. The length 
of time allowed for the delay in payment by the supplier to the retailer depends 
on the amount of the retailer’s order. Motallebi and Zandieh (2017) presented the 
order to locate the customer’s point of influence and determine the optimal point 
of the order.

11.3  LIST OF DEMAND FUNCTIONS

Regarding inflation-related demand, it should be noted that the existing models in 
this area can be divided into four general categories.

 1. Inventory models that consider inflation and time value of money with a 
steady demand rate (static models)

 2. Inventory models of different time criteria (dynamic models)
 3. Inventory models that consider the impact of inflation and time value of 

money with differing demand rates for time
 4. Inventory models with allowable delays in payment

Table 11.1 summarizes examples of mathematical models in each category and the 
characteristics of each.

11.4  SUPPLY CHAIN ECHELONS WHERE THE 
FUNCTIONS ARE MORE APPLICABLE

Today, with the growing sophistication of production methods and the need to create 
a range of products and services, one company alone is no longer be able to manu-
facture goods or offer adequate services without the help and collaboration of other 
organizations.

Therefore, it is necessary to pay attention to the supply chain as the main 
structure of the principle of competitiveness in today’s world. A supply chain is 
a network of materials, information, and services that are processed in relation to 
supply, transmission, and demand characteristics. The concept of supply chain, 
from one perspective, derives from how organizations participate in a particular 
chain that are interconnected, and its components are shown in Figure 11.1 as the 
SCM house model.

One of the most important components and elements of supply chain management 
is coordination. Coordination of information, materials, and financial flows as the 
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second main component of supply chain management (after integration) has three 
parts as follows:

 1. Use of information and communication technology
 2. Process orientation
 3. Advanced planning

Regarding the effect of inflation on different types of communications in the supply 
chain, it should be said that inflation affects both B2B and B2C communications. This 
is because, in inflationary conditions, the company has to buy its goods and raw materi-
als at a higher price than the supply companies and also eventually sell the goods to the 
consumer at a higher price. Therefore, coordination and how to create it in supply chains 
in the face of inflation is an important issue that must be considered. Finally, the cost 
price of the product should not be too affected by inflation, and the manufacturer should 
not manage cost price in a way that exceeds the customer’s capacity because it will 
directly affect sales and sometimes even the durability and survival of the company.

Inflation induces a rise in selling price and a reduction in consumer demand, 
which result from seasonal product management and occur over the long produc-
tion lead period. As an important method for hedging against uncertainties, option 
contracts, including call, put, and bidirectional option contracts, have been proven to 
favor two participants of a one‐supplier and one‐retailer supply chain under inflation.

Several factors impact the profitability of a supply chain. The advantages of the 
hedge network are influenced by the effect of these factors on the volume of revenue. 
Inflation rate is known to be a factor that affects the earnings of producers. Raw 
materials, labor rates, shipping, servicing, and many other products are subject to 
adjustments. Multi-level inventory structures can be divided into serial, assembly, 
delivery, and general networks. The approach to inventory control has a significant 
effect on the average amount of inventories in the supply chain. In Table 11.2, we 
classified several models that were formulated by a significant number of researchers.

FIGURE 11.1 House of SCM (adapted from Stadtler and Kilger 2002).
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TABLE 11.2
Classification of Multi-Echelon Inventory Models
Criteria Classification

Demand Stochastic, deterministic, static, emergency deliveries

Inventory Continuous review policy, periodic review policy, centralized replenishment decisions, 
decentralized replenishment decisions

Product Single, multiple

# of echelons 2–3, >3

11.5  INDUSTRIES AND EXAMPLES

In today’s global economy, fierce competition between companies has led them to 
operate in conditions of uncertainty, resulting in high risks. Risks have negative 
effects on the supply chain of companies and can lead to reduced profitability and 
competitive advantage.

Industries that have been in the realm of inflation-dependent demand, that is, 
some form of supply side demand in their supply chain, have been affected by exist-
ing inflation, starting with oil and gas and mining companies, then water and elec-
tricity, biotechnology, and pharmacy, and now has spread to nearly all industries, 
particularly communications and high-tech industries.

Few industries and supply chains can be found that are not affected by inflation-
dependent demand. In the past, pharmaceutical supply chains were used as a mecha-
nism for supplying drugs to consumers. Recently, pharmaceutical companies are 
searching for new ways to generate extra value. The key challenges the pharmaceuti-
cal supply chain industry face are the need to align potential ability with projected 
demand at the planned level and maintaining responsiveness at the operating stage. 
The interdependencies between these components make it necessary to implement 
sophisticated supply chain optimization techniques. Next are some examples of how 
inflation has affected different industries.

Automotive industry: As an example, General Motors (GM) adjusted the produc-
tion run of its new series of cars to the inflation of the automotive industry. In this way, 
GM retained more raw materials, and multiple global retailers encountered surpluses 
for similar materials with contractual obligations that went beyond what is necessary.

Computer industry: In the computer industry, HP-Compaq used inflation and 
its impact on demand to predict printer sales in foreign countries. Extraordinarily 
special printers were then configured, assembled, and shipped to these countries. 
However, knowing that demand was changing rapidly and forecast figures are sel-
dom correct, pre-configured printers often suffer from the cost of maintaining more 
material inventory or the cost of technology obsolescence.

Oil and gas industry: In the oil and gas industry, companies spend millions of 
dollars on modernizing their refineries and installing new technology to counteract 
the effects of inflation on demand to change the composition of their emissions from 
heating oil, diesel, and other petrochemicals into products.
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11.6  EXAMPLE OF OPTIMIZATION MODELS

Integrated inventory model considering the time value of money and inflation
In this chapter, we develop an integrated inventory model for durable goods in a 

two-level supply chain. The symbols used are:

n Number of shipments
m Raw material consumption coefficient
z Difference between time value of money and inflation
D Annual demand rate
R Seller’s annual production rate (R D≥ )
S Cost of setting up a vendor
A Buyer ordering fee
O The cost of ordering raw materials from the seller
r Annual holding rate
CR The cost of purchasing each unit of raw material
Cv Cost per unit of the seller’s final product
Cb Cost of purchasing each unit of the final product that the buyer pays to the 

seller (Cb> Cv> CR)
π  Annual cost per buyer shortage unit
F Fixed shipping cost
v Variable shipping costs
b The amount of buyer shortage per shipment
B The amount of buyer shortage per cycle (B = nb)

Development of mathematical models
The raw material cost function for the seller, whose inventory system behavior is 

shown in Figure 11.2, includes the costs of ordering, purchasing, and maintaining 
these materials. At the beginning of each raw material purchase cycle, in which k 
will be equal to the production cycle, the seller spends O currency for the order and 
C Q C kmnqR R R=  currency for the material purchase.

According to Figure 11.2, the current value of the cost of storing raw materials 
during a cycle (buying raw materials) is as follows:

rc e mnq mRt e dt mnqe dtR
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Since the planning period is unlimited, the average value of the current annual 
cost of raw materials or the current value of raw materials cost during the planning 
period is obtained from the following sum.
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The final product cost function for the seller
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FIGURE 11.2 Inventory behavior: (a) buyer, (b) seller, and (c) net inventory.
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Buyer cost function
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Therefore, the current value of the buyer’s costs will be:

BC q b n BC q b n e znq D( , , ) ( , , ) / [ ]/= − −
1 1  (11.5)

Integrated cost function
In integrated and coordinated chains, members make decisions that are opti-

mized for the entire supply chain and minimize the integrated cost of the chain, 
JTC(q,b,n,k). Although this decision may not be optimized for some members and 
may increase their costs, this increase will be compensated by dividing the total 
costs between the supply chain members and encouraging members to continue to 
cooperate.

JTC q b n k RMC k MFC BC q b n( , , , ) ( ) ( , , )= + +  (11.6)

Solution algorithm
Metaheuristic algorithms can be used to solve nonlinear target functions with 

more than three decision variables that precise algorithms cannot be successful in 
solving for various reasons, such as the existence of integer variables and the com-
plexity of the target function (Talbi 2009). In this section, two metaheuristic algo-
rithms, that is, genetic and simulated annealing, are used. Also, these problems are 
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solved by the optimization functions of MATLAB software to be compared with the 
answers of metaheuristic algorithms.

11.7  RESEARCH TRENDS

In the 1970s, inflation was considered an impact on inventory systems. Research 
shows that if the inflation rate is less than 4%, it can be ignored. If it exceeds 4%, 
however, it is necessary to include it in the decision, which will lead to an increase 
in the purchase amount. Demand is one of the parameters of the inventory system 
that may be discrete or continuous, fixed or variable. These are examples of differ-
ent states of the demand parameter in an inventory system. Similarly, other common 
parameters in an inventory system, such as order costs, maintenance and shortage, 
commodity price, commodity life cycle, commodity corruption, supply time, receipt 
rate, number of warehouses, interest rate, and inflation rate can also be different. 
Each specific combination of these hypotheses may define a problem differently 
from the previous ones.

It is important to note that in the vast majority of research conducted in this area, 
the products in question have been perishable. Table 11.3 summarizes the research 
conducted in this area.

According to Table  11.2, studies show that unlike perishable goods, not much 
research has been done on obsolete goods; for this reason, it is interesting to study 
the issues that have been raised in the field of perishable goods and their implementa-
tion in the field of obsolete goods. One of the most important, and at the same time 
most practical, issues is considering inflation and its role in demand.

However, this section of the book attempts to cover some of the research gaps 
in the literature on integrated inventory models. But there is still a big gap between 
mathematical and theoretical models and the practical world. In this regard, the 
possibility of research in this field is wide, in which several suggestions for future 
research are presented. The development of co-economic accumulation deter-
mination issues in which demand depends on other parameters, such as quality, 
inventory level, time, inflation, and environmental factors, is proposed. Other 
dependency functions also seem useful and necessary. For example, in the infla-
tion-related demand literature, different types of demand–inflation relationships 
are defined under different functions, some of which were mentioned in this chap-
ter as an example.

11.8  A REVIEW: GENERAL DISCUSSION AND CONCLUSION

One of the most important issues in the world economy today is the phenomenon of 
inflation, which has wide economic, social, and political consequences. In general, it 
can be said that according to Dossche’s theory, recognizing the dynamics of inflation 
is important in two ways (Dossche 2009). First, the existence of price-adjustment 
costs imposes additional costs on companies and changes the distribution of rela-
tive prices and demand. Second, it affects the real value of nominal assets, such as 
money.
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In an economy, changes in the distribution of relative prices and the real value 
of assets affect the allocation of community resources between consumption and 
investment. Inflation, on the one hand, imposes welfare costs by reducing the 
value of financial assets and has a kind of reducing effect on demand; on the other 
hand, by creating uncertainty in the decision of institutions to invest and creat-
ing other costs, it causes losses to production. Therefore, the implementation of 
optimal policies to deal with inflation requires an understanding of the dynamics 
of inflation. One of the most important and complex aspects of this dynamic is 
understanding the interaction between inflation and demand, which was the sub-
ject of this chapter of the book.

One of the basic characteristics of inventory-control systems and consequently 
developed models are various assumptions that exist in this field. Each of these 
parameters affect decision-making; depending on the industry under study and 
the conditions at the time of decision-making, the society may have different 
situations.

For example, demand is one of the parameters of the inventory system that may 
be continuous or discrete, fixed or variable, deterministic or probabilistic, dependent 
on other factors or independent of other factors, such as time, order amount, price of 
goods, commodity corruption, etc. The type of this dependence could take differ-
ent forms such as linear, exponential, etc. These cases are an example of different 
states of demand parameters in an inventory system. Other common parameters in 
an inventory system include order costs, holding and shortage, commodity price, the 
period of life, corruption of goods, time of supply, commodity receipt rate, number 
of warehouses, interest rate, inflation rate, etc.

In the 1970s, due to the change in economic conditions, inflation was considered 
an effective factor in inventory systems. The results of different studies show that if 
the inflation rate is less than 4%, it can be overlooked. But in situations where this 
rate goes above 4%, considering it is necessary for decision-making, it leads to an 
increase in the purchase amount.

In this chapter, a sample model of inflation-dependent demand and, finally, the 
inventory system were investigated. The model tried to show a view of the effect 
of this important phenomenon on the inventory system. The results show that pay-
ing attention to the inflation phenomenon can be effective in applying the inventory 
model to real conditions.
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12.1 INTRODUCTION

In today’s competitive markets, considering the relationship between products can 
significantly affect firms’ profits. Complementary and substitute products are the 
two main groups of products that play a crucial role in firms’ strategies and cus-
tomers’ decisions. Understanding the effect and influence of each type of goods on 
demand function based on consumers’ needs and wants is an obligation for each 
firm. In the following, these two types of goods are introduced.

12.1.1 SubStitute productS

Companies or businesses are always facing some kind of competition. In most cases, 
substitute products are the primary source of this competition. In a market where 
there are fewer substitute products, it is possible to earn more profits. A substitute 
product is one that serves an equal purpose to another existing product in the mar-
ket. Getting more of one substitute product lets the customer buy less of the other 
product. Thus, for any company, identifying substitute products that can perform the 
same function as its original product is an important issue.
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Substitute products suggest some choices to consumers. Consumers’ utility will 
increase if they make decisions by considering equally good alternatives. But, from 
a company’s perspective, substitute products create competition. In other words, sub-
stitute products determine the intensity of competition and profitability. Sometimes, 
businesses are even put out of the race because substitute products considerably beat 
their offerings (Leo 1982).

Consumption of one product decreases or replaces the demand for the other sub-
stitutes; in other words, an increase in the price of one product will persuade custom-
ers to switch to other substitutes. Thus, the demand for substitute products displays a 
positive correlation with the product’s price (Schwalbe and Zimmer 2009). For exam-
ple, tea and coffee are substitutes for each other, and electricity is a substitute for 
solar energy. If the price of tea goes up, the demand for coffee goes up, too. It should 
be noted that this will only apply if we assume that the price of coffee remains stable.

12.1.2 coMpleMeNtary productS

Complementary products are those products that are not used independently but 
always used together to satisfy a specific need. Two products that complement each 
other reveal negative cross-elasticity. In other words, changing the price of a com-
plementary product has an inverse relation with the demand for a given commod-
ity. Thus, if the demand for a product increases, the demand for its complementary 
products will also increase and vice versa (Kumar and Sharma 1998). For example, 
if the price of pens increases, people will decide to use ballpoints. Consequently, the 
demand for ink will decrease significantly.

Complementary product pricing is a method used for stimulating the demand for 
other products. Complementary goods can increase profitability if the company uses 
them in the right way. As with all pricing methods, the company starts by learning 
how their customers make decisions. For complements, the company should be care-
ful about which products or features customers consider when making their choices 
(Stiving 2011).

12.2 CONCEPTUAL FRAMEWORK

For analyzing demand rate and behavior based on price and inventory, it is neces-
sary to study switching costs and various methods, such as bundling or package 
sales, besides looking at substitute and complementary types. Company managers 
will make more accurate decisions when they are informed regarding the mentioned 
topics. Their decisions concerning company product inventory level and price are 
more authentic to provide consumers the required demand level.

12.2.1 SwitchiNg coSt oF SubStitute productS

The loss or extra cost that customers will afford if they decide to change a product 
to satisfy the same want is called switching cost. In many markets, there is a cost 
for consumers to change their supplier and switch to a competing firm. Consumers 
switching cost provides an opportunity for firms to exert market power over their 
permanent customers. This means the firm’s future profit is highly dependent on its 
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market share. In the case of low-priced products, such as stationery devices, there is 
a higher risk of consumers switching from a specific product to its substitute, except 
they have faith in a particular brand, which is called brand loyalty. Therefore, each 
company faces a trade-off between charging low prices and high prices for their 
products. Low prices provide the opportunity to attract new customers who would 
make repeated purchases, while high prices would lead firms to harvesting profits, 
which could run down the existing stock of market share (Klemperer 1995).

A variety of substitute products in the market decreases switching cost. The more 
substitute products are abundantly available in all corners of the market, the more 
consumers will switch their product (Klemperer 1995).

12.2.2 coMpleMeNtary product buNdliNg

Bundling is the idea of selling more than one item per package. Bundled packages 
usually include items that complement each other. In today’s severe market atmo-
sphere, companies must think through various matters, such as customer demand, 
product-specific costs, inventory level, and customers’ multiple options. In addition, 
bundling decisions have substantial implications for monopoly power and market-
ing strategies. On the other hand, bundling can minimize customers’ costs. These 
reduced costs depend on the number, value, and variation degree of items included 
in the package (Stremersch and Tellis 2002).

Complementary product bundling can suggest economies of scale.1 Therefore, 
bundle choices and sizes are important for both customers and manufacturers. 
Furthermore, because of the negative cross-elasticity of demand for complemen-
tary products, the demand for one complementary good creates demand for the 
other. Companies can increase their marketing power by offering product packages, 
and retailers would be able to find efficient and viable prices. For example, if the 
main product is priced at a relatively low level compared to competitors, consumers 
would also consider the complementary product with a high probability (Yan and 
Bandyopadhyay 2011).

12.3 PRACTICAL EXAMPLE

The following case illustrates the price index numbers of complementary goods. 
In addition, it shows that practices and calculations in the realm of pricing without 
considering complementarity would cause incorrect results.

In this example, they estimate the price index that is obtained by considering the 
complementary relationship between inpatient days and physicians’ operations. As 
a complement, price index differs substantially from the result of strategies without 
considering complementarity. First, the example shed light on why complementar-
ity needs to be considered and how the implementation of complementarity in some 
cases can be a precise and simple solution to estimate quality changes. It was then 
concluded that the possible impacts of considering the complementarity of commod-
ities on the pricing and inventory or volume are important for any kind of service. 
As a result, it is beneficial to perform experimental estimates in other fields, as the 
influence of complementary products is a necessary point for research in the pricing 
issue (Tuinen, Boo, and Rijn 1997).
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Other instances close to this case are lumen hours of light (the combination of 
electricity, bulbs, etc.), vehicle kilometers (the variety of vehicles, fuel, repair ser-
vices, road tax, insurance premiums, etc.), and medical treatment (combinations of 
bundles of medical services like inpatient care, operations by physicians, etc.). In 
other mentioned cases, the complexity for other techniques is higher due to the pos-
sible need for more data (Tuinen, Boo, and Rijn 1997).

12.4 DEMAND FUNCTIONS

Customer demand is influenced by many factors. Price and inventory level are two 
examples of these factors. The inventory of complementary goods seems to be more 
important because both goods are essential and should be bought together. Moreover, 
substitute products create competition. In addition, the cost of the substitute product 
should be less than the initial item. The circumstance may differ in the turnaround 
circumstance when the alternative’s cost is more noteworthy than the first cost. The 
circumstance gets more complicated when the item falls apart in nature.

The linear model has been used widely in research (Choi 1996). This may be 
because not only is it easier and more understandable to solve problems and inter-
pret them in this way, but it also helps to show the demand equations based on other 
equations, such as exponential functions, which make the calculations more compli-
cated and require difficult justification. Table 12.1 categorizes the linear functions in 
which Di: demand for product i, Pi :  the price for product i, ai: the demand base, and 
Ii : the stock level  of product i.

The parameters are all non-negative in the first type of demand functions: β11  
and β22 are larger than β12  and β21; that is, the cross-price sensitivities are less than 
the self-price sensitivities. This shows that the demand for an item should be more 
dependent on fluctuations of its own price than on fluctuations in the price of its 
complement (Wei, Zhao, and Li 2013).

In the second type of demand function, to ensure that the total demand D D1 2+  
is decreasing in P1 and P2, we shall assume that: b1 1 2 0+ − >δ δ  and b2 2 1 0+ − >δ δ  
(Tang and Yin 2007).

12.5 EXAMPLES OF OPTIMIZATION MODELS

Here are some models that have been used in the literature.

12.5.1 SubStitutable productS Model

Krommyda, Skouri, and Konstantaras (2015) developed a stock-dependent demand 
model in which the products have a substitutable relationship.

The following notations are used to develop the model:

hi The inventory holding cost for product i
p'i The price of product i
ci The unit purchase cost of product i, with ci < p'i
pi The profit from selling a unit of product i (pi = p'i  - ci)



225Substitute and Complementary Goods

TA
B

LE
 1

2.
1

Li
ne

ar
 D

em
an

d 
M

od
el

s
A

ss
um

pt
io

ns
 a

nd
 n

ot
at

io
n

en
ce

R
ef

er
Eq

ua
ti

on
R

el
at

io
n

Ty
pe

 o
f f

un
ct

io
n

C
om

pl
em

en
ta

ry

Su
bs

tit
ut

e

C
om

pl
em

en
ta

ry

Su
bs

tit
ut

e

C
om

pl
em

en
ta

ry

Pr
ic

e-
de

pe
nd

en
t

St
oc

k-
de

pe
nd

en
t

B
un

dl
in

g

D
P

P
a

P
P

12
1

2
11

1
12

2
,

(
)=

−
−

β
β

D
P

P
a

P
P

22
1

2
22

2
21

1
,

(
)=

−
−

β
β

(W
ei

, Z
ha

o,
 a

nd
 L

i 
20

13
)

β i
i: t

he
 s

el
f-

pr
ic

e 
se

ns
iti

vi
tie

s 
of

 a
 p

ro
du

c
ow

n 
pr

ic
e

β i
j

: t
he

 c
ro

ss
-p

ri
ce

 s
en

si
tiv

iti
es

i≠
j

D
a

b
P

P
P

1
1

1
1

1
2

1
=

−
+

−
(

)
δ

D
a

b
P

P
P

2
2

2
2

2
1

2
=

−
+

−
(

)
δ

(T
an

g 
an

d 
Y

in
 2

00
7)

a i
>

0

δ i
: t

he
 n

ot
io

n 
of

 p
ro

du
ct

 s
ub

st
itu

ta
bi

lit
y

a i
: t

he
 p

ri
m

ar
y 

de
m

an
d 

fo
r 

pr
od

uc
t i

D
a

b
I

t
b

I
t

1
1

1
1

3
2

=
+

()
+

()

D
a

b
I

t
b

I
t

2
2

2
2

3
1

=
+

()
+

()

(H
em

m
at

i e
t a

l. 
20

18
)

b 1
, 

b 2
: s

en
si

tiv
ity

 o
f 

ea
ch

 p
ro

du
ct

’s
 d

em
a

w
n 

st
oc

k 

t’s
 d

em
an

d 
to

 it
s 

nd
 to

 it
s 

o

st
oc

k 
le

ve
l o

f 
its

 

+
2P

le
ve

l
b 3

: s
en

si
tiv

ity
 o

f 
pr

od
uc

t’s
 d

em
an

d 
to

 th
e 

co
m

pl
em

en
ta

ry
 p

ro
du

ct
a i

 >
0 

an
d 

0<
b i

<
1

D
t

a
b

I
t

b
I

t
1

1
1

1
2

2
()

=
+

()
−

()

D
t

a
b

I
t

b
I

t
2

2
1

1
2

2
()

=
−

()
+

()

(K
ro

m
m

yd
a,

 S
ko

ur
i, 

an
d 

K
on

st
an

ta
ra

s 
20

15
)

0≤
 t 

≤
T,

 a
>

0 
an

d 
0<

b<
1

D
a

bP
P

P
P

3
3

1
2

3
=

−
+

+
−

λ(
)

(Y
an

 a
nd

 
B

an
dy

op
ad

hy
ay

 
20

11
)

λ:
 th

e 
bu

nd
lin

g 
di

sc
ou

nt
 p

ri
ce

 s
en

si
tiv

ity
P 3

:t
he

bu
nd

lin
g

pr
ic

e  
0<

λ
 ≤

b 
an

d 
P

P
3

1
<



226 Influencing Customer Demand

Ai The ordering cost of product i
A The joint ordering cost for both products (A<A1+A2)
T The length of the replenishment cycle (a decision variable)
t1 The time that the stock level of the first item reaches zero (a decision variable)
Qi The order quantity of product i
x The fraction of demand of the product that has stocked-out that will be 

substituted by the other product during stock-out, 0 < x ≤1
U The maximum stock capacity for both products
q The stock level of product 2 at time T (a decision variable)

The demand functions are:

 D t a b I t b I t1 1 1 1 2 2( ) = + ( )− ( )   (12.1)

 D t a b I t b I t2 2 1 1 2 2( ) = − ( )+ ( )   (12.2)

where: 0 ≤ t ≤ T a > 0 and 0 < b <1.

The total profit per unit of time is:
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where:

Q I Q I q1 1 2 20 0= ( ) = ( )−, .

As a result, due to the existing limitations, the function will be maximized
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Unlike inventory and ordering cost, revenue has a direct relation with profit. By 
analyzing the feasible region of the previous equation, while Q only accepts a 
positive value, it can be solved by the derivative method (Krommyda, Skouri, and 
Konstantaras 2015).

12.5.2 buNdliNg

Taleizadeh et al. (2020) developed the following bundling model for complementary 
products:
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λ Bundling discount price sensitivity
pi Selling prices of product i under a pure-selling strategy, i=1,2
T Common order cycle of products
TB Common order cycle under the bundle policy
pB Bundle price of products, (pB<p1+p2)
Ai Fixed ordering cost of product i
a The demand base
b Self-price sensitivity
hi Holding cost of product i per unit time
hB Holding cost of a bundle per unit time
ci Unit purchasing cost of product i

 D p p p a bp p p pB B B B( ) ( )1 2 1 2= − + + −λ   (12.5)

The total profit of the retailer is:

πB B B B B B
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+1 2 1 2

1 2 1 2

2
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where p1 and p2 are the selling prices of products 1 and 2 under the pure selling strategy.
Taking the first derivatives of Eq. (12.6) with respect to TB  and substituting 

D pB B( ), using Eq. (12.5) yields:
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On the other hand, taking the first derivatives of Eq. (12.6) with respect to pB  and 
setting it equal to zero yields:
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The optimal bundle price, according to Eq. (12.8) is:
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12.6 RESEARCH TRENDS

Analyzing the demand rate requires studying the pricing policy and inventory level 
of each product of a company. Based on inventory and price, the products will be cat-
egorized into two main groups: complementary and substitute. Table 12.2 illustrates 
a summary of related research in this field. In Table 12.2, the reviewed papers and 
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TABLE 12.2
Research Trends of the Selling Price of Complementary Products and 
Substitutes2

Reference Complementary Substitute SC structure Objective Solution 
function approach

(Taleizadeh et al. * * One market, Profit Classical 
2019) single retailer maximization optimization 

method

(Taleizadeh et al. * One market, Price Hessian matrix
2020) single retailer maximization

(Edalatpour and * * One supplier, Profit Derivative 
Mirzapour one retailer maximization method
Al-e-Hashem 
2019)

(Lee 2017) * Two Inventory cost 
manufacturers, minimization
one common 
retailer

(Wei, Zhao, and * One Price Game theory
Li 2013) monopolistic maximization

retailer, two 
duopolistic 
manufacturers

(Yue, * Two suppliers, Profit Bertrand type 
Mukhopadhyay, one market maximization approach
and Zhu 2006)

(Giri, Mondal, * * Three Profit Game theory
and Maiti 2016) manufacturers, maximization

one retailer

(Chen, Fang, and * One Profit Nash and 
Wen 2013) manufacturer, maximization Stackelberg 

an independent games
retailer, and an 
Internet channel

(Hemmati, * Single vendor, Profit Heuristic
Fatemi Ghomi, single buyer maximization
and Sajadieh 
2018)

(Jiang and Hao * Two Profit Game theory
2014) manufacturers, maximization

uncertain 
markets

(Zhao et al. * Two Profit Game theory
2012) manufacturers, maximization

common 
retailer
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Reference Complementary Substitute SC structure Objective Solution 
function approach

(Yan et al. 2014) * Single Profit Derivative 
manufacturer, maximization method
single market

(Ren et al. 2020) * Two Price Game theory
manufacturers, maximization
one retailer

(Zhou et al. * One Price Game theory
2018) manufacturer, maximization

one retailer

(Zhao, Wei, and * Two Profit Game theory
Li 2014) manufacturers, maximization

one retailer

(Mukhopadhyay, * Duopolistic Profit Stackelberg
Yue, and Zhu market, two maximization
2011) firms

Hobara (2006) * * Japan’s free Utility Dynamic 
market maximization programming

works have concentrated on the operations management approach to confronting this 
chapter’s problem. Yet, most related issues are modeled with linear demand function, 
which is not rational in the real world. As there is a significant expectation, the non-
linear demand function is considered more often.

It is expected that companies and businesses rely on these studies more than 
before and use them in their real data. Implementing such models can be mutu-
ally beneficial for both consumers and firms. The substitution and complemen-
tarity effects cause a reduction in the firm’s cost and enhancement in the quality 
of products. In this regard, translating this knowledge into practice has always 
been a common future challenge. Therefore, considering more realistic data and 
assumptions would be an excellent strategy to follow. For example, examining 
seasonal substitution and the pricing of complementary products and inventory 
control will illustrate this knowledge. Another example to consider is perishable 
products. If the exploration neglects the time parameter, the results will not be 
reliable.

It is acknowledged that there are still many outstanding issues, including the 
assessment of the change in the quality or utility of the given product or the influence 
of the appropriate pricing strategies on a wrong initial inventory decision. Further 
research is required to illuminate these areas.

NOTES
1 Economy of scale: a proportionate saving in costs gained by an increased level of production.
2 Most of the problems in this table are modeled with linear demand function, except the 

last one.
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13.1  INTRODUCTION

A network includes objects (nodes) and edges between nodes defining the connec-
tions between them. Social networks are a group of complex networks that create new 
problems and challenges in many fields, such as mathematics, biology, information 
science, sociology, and quantitative geography (Fortunato 2010). With the growth of 
social media like YouTube, Twitter, and Facebook, the nature of communication has 
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been changed significantly from unidirectional to bidirectional, not only between 
firms and consumers but also among consumers. Generic Americans spend approxi-
mately 20% of their time on social media networks. From restaurant orders to elec-
tronics to travel to breakfast cereals, word of mouth and social media have become 
key sources of brand recommendations, loyalty, and new customer attainment 
(Hoffman and Fodor 2010).

Three types of search costs considering the incomplete information can be 
addressed (Stiglitz 1989). First, search costs of product information, especially the 
location of shops and prices, are the most commonly discussed search costs. When 
there is not enough information about the prices of goods in shops, or when the con-
sumer does not know about the location of the (next) seller, or when getting the next 
store is too costly, it may lead to inefficient search or purchase. Next are search-
ing costs for quality information, in particular for experiences, the quality of which 
becomes known when consumers have experienced them. As a result, consumers 
cannot derive the quality solely from the product or its services. Finally, identify-
ing a product that fits consumers when products are incomplete substitutes may 
also have search costs for consumers. Most online market literature has discussed 
price and store search costs and shows how search and shopping engines affect con-
sumer behavior and reduce consumer search costs (Brynjolfsson 2000, Bakos 1997). 
Actually, online markets occur between people who have never seen each other, 
thus sellers or buyers are especially “vulnerable to opportunistic behavior” (Ehavior 
and Pavlou 2002). Also, the uncertainty of quality could be higher for purchasers in 
online transactions compared to the traditional markets in which they may know the 
quality of product by “kicking the tires” (Chen, Wu, and Yoon 2004). One of the most 
important capabilities of the Internet is “bi-directionality,” which results in sharing 
consumers’ experiences and opinions easily compared to word of mouth in traditional 
transactions (Dellarocas 2003). Online word of mouth can reduce the uncertainty of 
a purchase quality and can be important information for customers (Chen, Wu, and 
Yoon 2004). One of the main questions is how online feedback mechanisms can 
increase confidence between different parts of online transactions and how variety 
ratings on marketers can make an impact on the number of bids, the probability of a 
sale, and prices. Nowadays, firms use “recommendation systems” and “customer pro-
filing techniques” to reduce fit search costs to help consumers identify their desired 
products. As an example, Amazon.com uses a recommendation system so that it has 
a list of CD or book recommendations for customers by considering the information 
collected from other consumers (Dhar and Chang 2009).

Mass media is another source of information that plays an important role in people’s 
lifestyles. Mass media refers to a diverse array of media technologies that reach a large 
audience via mass communication. The technologies through which this communica-
tion takes place include a variety of outlets. Mass media influences consumers’ deci-
sions through advertising and publicity (Tu et al. 2019, Ward 2001). Chapter 6 addresses 
the influence of advertising on demand; therefore, the aim of this chapter is to consider 
the impact of investments in technology on implicit communities and recommendation 
systems, especially to investigate the effectiveness of the factors of social networks, 
such as feedback and recommendation mechanisms, on consumer demand.

The organization of the chapter is summarized as follows: The next section pres-
ents the conceptual framework of the proposed factors. Then, the list of demand 

http://Amazon.com


235Mass and Social Media

functions and their applications are presented. The relevant research trend is then 
reviewed, and finally, conclusions and suggestions for further research are given.

13.2  CONCEPTUAL FRAMEWORK OF THE PROPOSED FACTORS

In this section, the concepts related to the factors influencing the demand in social 
networks are given.

 1. Consumer ratings: Consumers mostly pay attention to other consumers’ 
reviews and experiences before buying products whose quality is uncertain. 
The feedback of the other consumers can be considered a quality index, 
which can reduce the uncertainty of product quality and can give them 
more confidence in buying the product (Chen, Wu, and Yoon 2004). As a 
result, when the uncertainty of the quality is reduced, it is observed that 
customers buy products with higher ratings.

 2. Number of reviews: When the number of comments is high, it can be indic-
ative of momentum of the product since consumers are mostly interested in 
exchanging reviews on products that are popular. More aspiring conversa-
tion may lead to more sales and customer interest, thus it is expected that a 
higher number of comments will result in higher sales and demand (Chen, 
Wu, and Yoon 2004).

 3. Recommendation: The abundance of information is one of the most out-
standing features of the Internet. Compared to traditional markets, in which 
consumers have to buy their products without enough information due to 
the difficulty of accessing information (i.e., information search cost is high), 
there are no such constraints in online transactions. Similarly, it is expected 
that recommendation systems can help consumers if they incur a high 
search cost for a desired product, and recommendations reflect the products 
that customers need (Chen, Wu, and Yoon 2004).

 4. Activity: “Number of social network links (generated by comments/answers 
to users’ posts)” (Chen, Wu, and Yoon 2004).

 5. Group betweenness centrality: “Expresses the heterogeneity in between-
ness centrality scores, which are a proxy of the brokerage power of users: 
they show how frequently a user is in-between the network paths that inter-
connect her/his peers” (Kadushin 2004).

 6. Group degree centrality: “Measures how much variation there is in degree 
centrality scores of users, i.e. in their number of direct connections (the 
number of different people they interact with)” (Kadushin 2004).

 7. Rotating leadership: “Sum of users’ oscillations in betweenness centrality. 
A community where interaction is more ‘democratic’—as members occupy 
less static positions—has more oscillations, which is usually beneficial to 
its participation and growth” (Newman 2004).

 8. Sentiment: “Measures the positivity or negativity of the language used, 
with values in the range [0,1]. Neutral posts have a score of 0.5; higher 
scores indicate a more positive language” (Newman 2004).

 9. Complexity: “Measures the complexity of the language used, with more 
complex posts having a higher score” (Newman 2004).
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 10. Average response time: “Average time taken by users to answer comments 
or questions (measured in hours)” (Newman 2004).

 11. New users: “Counts the number of new users” (Newman 2004).
 12. Google Trend: “Google Trend search volume index, for the search queries” 

(Newman 2004).
 13. Word of mouth: Here, the focus is on the effect of word of mouth (WOM) 

on sales in a special category “A.” Firms try to manage WOM between 
their customers. These firms talk to people about their products and try to 
increase the number of conversations. Therefore, firm-created WOM is a 
combination of traditional advertising and customer word of mouth so that 
the traditional advertising is “firm initiated” and “firm implemented,” while 
the consumer word of mouth is “customer initiated” and “customer imple-
mented” (Godes and Mayzlin 2009).

 14. User-generated content and marketer-generated content: The impact of 
user-generated content (UGC) and marketer-generated content (MGC) on 
the valence of a product or brand in direct or undirected communications is 
an important issue. The valence obtained by UGC can be perceived as the 
customers’ evaluations of a product or brand. Negative (or positive) valence 
of UGC can impede (or drive) customer purchases (Goh, Heng, and Lin 
2013). The influence of MGC can be obtained from persuasive advertising, 
which includes messages that focus on and highlight a product’s positivity 
to raise evaluations and promote good feelings among customers to encour-
age them to buy (Goh, Heng, and Lin 2013).

 15. Communication intensity: Online social communications allow users to be 
aware of each other, and the awareness may increase with upgrading inter-
actions. Different communication effects may come from different levels of 
consciousness (Goh, Heng, and Lin 2013).

 16. Reviewer quality: Customers in online reviewing do not limit themselves to 
numeral scores, and they also pay attention to reviewer reliability. Online 
reviews may not be credible and trustworthy for customers. The customer 
writes reviews considering the quality of the product from the perspective 
of the user. The scores are mostly based on the customer’s experience than 
on the characteristics of the product.

 17. Reviewer exposure: Exposure and quality reputation are different. Here, 
exposure points to “media exposure of a reviewer in the online community.” 
Exposure can be defined as “how many times a reviewer writes reviews” 
(Goh, Heng, and Lin 2013). Customers may attend more to higher expo-
sure reviewers, in addition to higher quality, and they may not consider the 
reviews created by lower-exposure ones.

 18. The role of product coverage and the age of an item: For products that 
have lower product coverage (with a smaller number of reviews), qual-
ity information is limited. Therefore, reviewers play an important role in 
informing customers about the quality of products and reducing uncer-
tainty of these products. Each new reviewer may give additional informa-
tion on quality to a new consumer. The effects of reviews on a product 
will be greater when there are fewer predefined reviewers. Therefore, 
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product coverage is the total number of customers reviewing a product 
(Hu, Liu, and Zhang 2008).

 19. The difference between persuasive and informative advertising: The differ-
ence among “actual social learning channels,” which have an effect on infor-
mation about an unknown product, and “social persuasion channels,” which 
can change the utility function of consumers, is considered here. In strong 
social learning, actual information about the production is shared, whereas in 
weak social learning, friends’ product choices and their valuation for a new 
product are considered (Mobius, Niehaus, and Rosenblat 2005).

 20. PageRank: PageRank measures the centrality of the product network posi-
tion. The position of a product in the “copurchase network” is related to the 
network’s impact on demand considering PageRank, a measure of central-
ity. “PageRank determines the ranking of the importance of web pages on 
the basis of the web created by the hyperlinks between the pages” by defin-
ing the following factors: first, “PageRank of the other product”; second, 
“The number of links originated from the other products” (Oestreicher-
singer and Sundararajan 2012).

13.3  LIST OF FUNCTIONS AND THEIR 
ADVANTAGES AND DISADVANTAGES

In this section, a list of functions based on social network factors affecting demand 
is given.

13.3.1  the iMpact oF oNliNe recoMMeNdatioNS  
aNd coNSuMer Feedback oN SaleS baSed oN  
data gathered FroM aMaZoN.coM

The following function is fitted considering the impacts of recommendations and 
consumer reviews. Table 13.1 summarizes the relevant terminologies:

Log form is used in this function as follows (Chen, Wu, and Yoon 2004):

 ln( )rank X C Ri i i i i= + + +β γ λ ε  (13.1)

Xi  can be denoted as X price
savings

list price
publish year categoryi i

i

i
i i= [ln( ), , ,

 
 ]] . The  

impacts of mentioned variables are captured with β . Moreover, given that the level 
of demand for books is not the same, this function includes the subject of the book 
to consider the possible effect of book subject on demand (Categoryi). The impacts 
of customer reviews on sales is captured with γ . The impact of recommendations on 
sales is indicated by λ. Here, lower ranks show higher sales; therefore, a “negative 
estimate indicates a positive relationship with sales and a positive estimate implies a 
negative relationship with sales” (Chen, Wu, and Yoon 2004).

People mostly exchange ideas that are “hot”; thus, more discussions may drive 
sales. This equation indicates that when sales data is not accessible, consumers may 
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TABLE 13.1
Summary of Equation (13.1) Symbols
Symbol Description

ranki Sales rank of book i in Amazon.com

A set of control variables of book i

Price that is actually paid (i.e., list price savings)

The reviews of customers comprising the number of reviews for book i and the average 
score of customer reviews for book i

The number of recommendations of book i

The random error

Xi

pricei

Ci

Ri

εi

get reviews as a possible tool for sales. One of the problems with this discussion is 
that even though customer feedback information is available online, obtaining true 
sales and dealing data in online transactions is very hard. Also, customer ratings of 
books are not relevant to purchases because books are differentiated products that 
customers may choose without considering other consumers’ ideas. Moreover, since 
most of books get high ratings, customers may not pay attention or consider them 
informative. In other words, customers may not take these ratings into account if 
they think the ratings are manipulated by others (Chen, Wu, and Yoon 2004).

13.3.2  the eFFect oF word oF Mouth oN SaleS: oNliNe book reviewS

The sales rank of a book is a function of a “fixed effect” ( )υi , a “book-site fixed 

effect” ( )µi
A . Table 13.2 summarizes the relevant terminologies:

Therefore, the function is as follows (Chevalier and Mayzlin 2006):

 ln( ) ln( ) ln( )rank P P X Si
A

i
A

i
A

i
A A

i
B A A

i
A= + + + + + +µ υ α γ εΓ Π  (13.2)

 ln( ) ln( ) ln( )rank P P X Si
B

i
B

i
B

i
B A

i
B B B

i
B= + + + + + +µ υ α γ εΓ Π  (13.3)

“A” and “B” refer to Amazon.com and bn.com, respectively. There is a dummy 
variable that shows “usually ships in 24 hours,” a dummy variable that shows “usu-
ally ships in 2–3 days,” and other cases (Chevalier and Mayzlin 2006).

Then, if it is considered that µ µi
A

i
B= , Equation (13.4) is considered, and if 

µ µi
A

i
B≠ , Equation (13.5) is considered (Chevalier and Mayzlin 2006):

 ln( ) ln( ) ln( ) ln( )rank rank P P X Si
A

i
B A

i
A B

i
B

i− = + + + +β β εΓ Π  (13.4)

∆ ∆ ∆ ∆ Γ ∆ Π[ln( ) ln( )] ln( ) ln( )rank rank P P X Si
A

i
B A

i
A B

i
B

i− = + + + +β β ε  (13.5)

The advantage of Equation (13.4) is that we can apply more data since many reviews 
of books do not change during the time period. Moreover, estimating the coefficient 

http://Amazon.com
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TABLE 13.2
Summary of Symbols of Equations (13.2) and (13.3)
Symbol Description

υi Fixed effect, such as quality of the book, popularity of the author, and offline promotion

Book-site fixed effect: the fit between the book and the preferences of the customers of 
the site

Price

The vector of review variables of both sites (the impact of Amazon.com reviews on 
customers of bn.com and vice versa are considered)

A vector of dummy variables denoting the shipping times appointed by each website for 
each book

µi
A

P

X

S

of price is allowed since there is not much difference in price over time. However, 
in Equation (13.5), a smaller sample should be used, and estimating all the interest 
coefficients is not allowed. However, it has the benefit of eliminating the “book-site-
specific fixed” effect (Chevalier and Mayzlin 2006).

13.3.3  the iMpact oF uSer-geNerated coNteNt oN MuSic SaleS

The following function indicates the relationship between varieties factors and sales. 
In this equation, the usefulness of content comprising data from social network sites 
and blogs in determining sales in the music industry is considered (Dhar and Chang 
2009). Table 13.3 summarizes the relevant terminologies:

ln ln log, ,( ) = + ( )+ (+Sales B Chatter NoMainstream vii t n i tα β β1 2 Re eews

AvgConsumerRatingi ChgFriends

i t

i t i t

,

, ,ln%

)

+ ( )+ ( )

+

β β

β
3 4

5(( )+ ( )+Chatter Friends MajorIndieLabeli t i t i t* , , ,β ε6

 (13.6)

In this equation, n and= 1 2 3, ,  means that sales are considered 1, 2, and 3 weeks in 
the future (Dhar and Chang 2009).

The distribution of blog chatter is considered log-normal, with “most albums 
receiving little attention but a few receiving a lot” (Dhar and Chang 2009). The 
level of album buzz is measured by the volume of received reviews, and quality 
is measured with the average positivity of the ratings. The review ratings are cal-
culated by determining the number of review blogs that are considered numerical 
(for example, a 4-star scale). ChgFriends is considered as Myspace and shows 
social network intensity. There are four major groups in the music art; therefore, 
albums obtained by these four labels are more likely to have popular artists. For 
this reason, a dummy variable is defined for “major label effect,” where 1 indi-
cates a major label release and 0 indicates an independent label release (Dhar and 
Chang 2009).

http://Amazon.com
http://bn.com


240 Influencing Customer Demand

TABLE 13.3
Summary of Equation (13.6) Symbols
Symbol Description

i The counter of album

t Date

ε An error term

BlogChatter The total number of blog posts

ChgFriends The number of friends an artist has on a social network

13.3.4  the iMpact oF Social NetworkS oN oNliNe 
travel ForuMS aNd touriSM deMaNd

Determining the demand of tourism is an important issue for both policymakers and 
companies acting in the tourism industry. Fronzetti, Guardabascio, and Innarella 
(2019) considered social network to consider the content generated by users inter-
acting on the TripAdvisor travel forum. The following function is proposed by 
Fronzetti, Guardabascio, and Innarella (2019). Table 13.4 summarizes the relevant 
terminologies:

y y Ft i t h i j
t

p

t h t= + ′ +− −
=

−∑φ ξ η
1

       = 1,...,t T  (13.7)

εt  is a “serially uncorrelated error term” with E so yt t t t t i( ) = ( ) = ( ) < ∞ ( )−ε ε σ ε εε0 2 2 4, , ,   that E E E

E so yt t t t t i( ) = ( ) = ( ) < ∞ ( )−ε ε σ ε εε0 2 2 4, , ,   that E E E . The h-step-ahead forecast is defined as follows:

 ˆ ˆ ˆ ˆy y Ft h
FAAR

i T p j
t

p

T+ + −
=

= + ′∑φ ξ1
1

 (13.8)

The factors are listed as follows:

• Percentage male: The proportion of male users who posted in the forum
• Average age: The average age of users who posted in the forum
• User levels: Each user activity on TripAdvisor is rewarded by a specific 

number of points. For example, 100 points for writing a review, 30 points 
for uploading a photo, and 20 points for writing a forum posts.

• User photos: The sum of the total number of photos uploaded on TripAdvisor 
by the users who were received in a city forum

• Activity: The number of social network links in a forum
• Group betweenness centrality: An indicator of how a user is in between the 

social network paths that interconnect users’ peers
• Group degree centrality: The number of users they interact with
• Rotating leadership: The sum of users’ oscillations in betweenness centrality
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TABLE 13.4
Summary of Equation (13.7) Symbols
Symbol Description

ead to forecast

e autoregressive part of the model of order p

1)

yt The target series

h The number of steps ah

φi The ith coefficient of th

Ft A vector of factors (R×

ξ A coefficient vector

• Sentiment: The positivity or negativity of a language in the range [0,1]
• Complexity: The complexity of the language
• Average response time: Average time it takes users to answer comments or 

questions
• New users: The number of new users added to a forum
• Google Trend flights: The Google Trend search volume index for search 

queries made by the name of a city followed by the word “flights”
• Google Trend holidays: The Google Trend search volume index for search 

queries made by the name of a city followed (or preceded) by the word 
“holidays”

13.3.5  FirM-created word-oF-Mouth coMMuNicatioN: 
evideNce FroM a Field teSt

The following function studies the effect of word of mouth (WOM) communica-
tions on sales (Godes and Mayzlin 2009) Table  13.5 summarizes the relevant 
terminologies:

 S WOMit
A

j
r

ij t
r

r R
i

i
t it
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
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 (13.9)

Here, r R friend relative acqua ance stranger other∈ = { }, , int , ,{friend, relative, acquaintance, stranger, other}, and the focus is on 
the effect of WOM on sales of category A. µi  terms include all systematic market-
level factors, such as store location, competition, and market size. Focusing on these 
two factors, most of the seasonal and local shocks are considered.

13.3.6  Social Media braNd coMMuNity aNd coNSuMer 
behavior: QuaNtiFyiNg the relative iMpact oF 
uSer- aNd Marketer-geNerated coNteNt

The evaluation of a brand or product can be affected by the marketer and consumers. 
The following equations indicate the impact of user-generated content (UGC) and 
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marketer-generated content (MGC) on the valence of a product or brand in direct or 
undirected communications (Goh, Heng, and Lin 2013). Table 13.6 summarizes the 
relevant terminologies:

 UDVA
J

UDVA UIntensity Mit
it

ijtm ijtm ijt
m

Mijt

= ( × )








=
∑1

1

=
∑
j

Jit

1
 (13.10)

Dividing the weighted UDVAijtm  by Mijt  determines the “average valence of directed 
UGC from each customer j.” For undirected communications, the following equation 
is defined (Goh, Heng, and Lin 2013):

 UUVA UUVA Nit itn
n

N

it

it

=
=

∑
1

 (13.11)

 MDVA MDVA MIntensity Rit its itr
r

R

it

it

= ( × )
=
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1

 (13.12)

 MUVA MUVA Sit its
s

S

it

it

=
=

∑
1

 (13.13)

13.3.7  the role oF reviewer characteriSticS aNd teMporal eFFectS

This research considers the effects of online reviews on sales and both qualita-
tive and quantitative features of online reviews, such as product coverage, temporal 
effects, reviewer quality, and reviewer exposure. Customers read online comments 
and reviews and pay attention to other “contextual information,” such as reviewer 

TABLE 13.5
Summary of Equation (13.9) Symbols
Symbol Description

Sit
A Category A sales in market i in tth week

The set of potential relationships between the sender and receiver of WOM 
information

The number of reports in week t-1 in market i in condition j (i.e., customers or 
noncustomers) to consumers with whom they have communication, which can be 
denoted by r

Customer condition

Noncustomer condition

Fixed effects of the week

Fixed effects of the market

WOMij t
A
( − )1

WOMij t
r
( − )1

C

N

τ t

µi



243Mass and Social Media

TABLE 13.6
Summary of Symbols of Equations (13.10)–(13.13)
Symbol Description

UDVAijtm The valence of mth UGC, which customer i has observed from consumer j 
considering directed communication in period t

The number of previous directed communications between customers i and j prior 
to mth directed communication in period t

The total number of UGC, which customer j has created for the customer i in 
period t by directed connection

The total number of customers who have created directed communications for 
customer i in period t

The average valence of directed UGC for customer i

The average v.alence of total Nit  of UGC in period t, which customer i has 
observed from undirected messages and communications

The valence of the nth UGC in period t, which customer i has observed by 
undirected communication

The average valence of directed MGC in period t, which the marketer has 
communicated to customer i for directed messages and communications

The valence of the rth directed MGC in period t, which the marketer has 
communicated to customer i

The number of directed communications prior to rth directed communications 
between customer i and the marketer in period t

The total number of directed MGC in period t, which the marketer has 
communicated to customer i

 The valence of the sth MGC in period t, which customer i has observed by 
undirected communication

 The total MGC in period t, which customer i has observed by undirected messages

The average valence of MGC in period t, which customer i has observed by 
undirected message communication

UIntensityijtm

Mijt

Jit

UDVAit

UUVAit

UUVAitn

MDVAit

MDVAitr

MIntensityitr

Rit

MUVAits

Sit

MUVAit

exposure and reviewer reputation, in addition to the review scores. The market 
is more acceptable of reviews written by “reviewers with better reputation and 
higher exposure.” The following function determines the impress of reviewer and 
product in sales (Hu, Liu, and Zhang 2008). Table 13.7 summarizes the relevant 
terminologies:
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�
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5

6 7

*

* _ * _
 (13.15)

Signal is considered by the mentioned values: +1 indicates “favorable news by 
a high quality reviewer, 0 is a review by a low-quality reviewer,” and −1 indicates 
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“unfavorable news by a high quality reviewer.” Signal shows a “qualitative property 
of the signal,” which is sent to the Amazon.com market. Exposure equals 1 if “a 
review is written by a reviewer with more than the median number of exposures” 
and is otherwise 0. A  dummy variable called “coverage” is defined and is equal 
to 1 if an item is followed by more than the median number of reviews, and 0 oth-
erwise. Interactions between variables are considered, too: Signal Exposure× , and 
Signal Coverage× . Fixed effects considering item-level characteristics are indicated 
by product category dummies (Hu, Liu, and Zhang 2008).

13.3.8  SelF-SelectioN aNd iNForMatioN role oF  
oNliNe product reviewS

Here, the effectiveness of idiosyncratic preferences of early buyers on long-term 
customer buying behavior and “social welfare” constructed by review systems is 
discussed for online reviews of books on Amazon.com. The following function con-
siders the structure of product ratings during the time (Li and Hitt 2008). Table 13.8 
summarizes the relevant terminologies:
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To consider the influence of customer ratings on book sales, the factors related to 
demand are given (Li and Hitt 2008).

13.3.9  the iMpact oF Social Media oN coNSuMer deMaNd: 
the caSe oF the carboNated SoFt driNk Market

Choosing a particular brand from among competing brands and products using 
social media exposure and characteristics of products is discussed here. For these 

TABLE 13.7
Summary of Equation (13.15) Symbols
Symbol Description

Signal The level of quality of the reviewer and the types of reviewer (favorable or unfavorable)

Exposure The influence of the reviewers’ exposure on Amazon.com

Coverage The level of reviewer coverage

http://Amazon.com
http://Amazon.com
http://Amazon.com
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TABLE 13.8
Summary of Equation (13.16) Symbols
Symbol Description

AvgRatingit The average review for book in time t

The time duration between when the average review was posted and the  
date the book was released

An idiosyncratic characteristic of each book that is kept constant during  
the time

The book price suggested by Amazon

The number of reviews posted on Amazon.com

The outside competitive price

Book promotion

) Shipping availability

T

ui

pi

Numof Reviewi

pi
C

promotioni

(CategoryDummiesi

TABLE 13.9
Summary of Equation (13.18) Symbols
Symbol Description

Uijm The utility of consumer j to purchase brand or product j in market m

The unit price of brand j in market m

A vector of observed characteristics of brand j

Unobserved product characteristics

The social network exposure that considers the total communications and conversations 
about brand j

All communications about prices of brand j on social networks

A vector considering total communications about characteristic factors

pjm

x j

ξ jm

SM jm
brand

SM jm
price

SM jm
char

reasons, the utility of the customer to buy a certain brand or product in a special 
market is considered (Liu and Lopez 2013). Table  13.9 summarizes the relevant 
terminologies:

 

U p x SM SM

p SM x

ijm i jm i j i jm
brand

i jm
price

jm i m
Char

j

= + + +

× + ×

α β γ φ

φ

1

2 ++ +ξ εjm ijm  (13.18)

For example, in this research, this function is considered for the carbon-
ated soft drink (CSD) market and takes x sugar caffeine sodiumj j j j= ( ), ,  
as the observed nutritional characteristics of the CSD brand and 
SM SM SM SM SMjm

char
jm
nutrition

m
sugar

m
caffeine

m
sodium= = ( ), ,  (Liu and Lopez 2013).

http://Amazon.com
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13.3.10  Social learNiNg aNd coNSuMer deMaNd

Here, the difference between persuasive and informative advertising is considered 
by finding the differences among “actual social learning channels,” which have an 
effect on consumer information about an unknown product, and “social persuasion 
channels,” which can change the utility function of consumers (Mobius, Niehaus, 
and Rosenblat 2005). Table 13.10 summarizes the relevant terminologies:

Consider the vector of the possible features of a product m m m mk K= ( )1,..., ,..., ,  
each of which can be 0 or 1 for implemented or implemented, respectively. υi  
depends on consumer appreciation of the features. The total value is considered as 
follows (Mobius, Niehaus, and Rosenblat 2005):

 υ β υi i ij jb m d= ′ + ( ).  (13.19)

This equation considers social influence. The first expression indicates the indi-
vidual preferences of customer i. The second expression determines a customer’s 
utility based on the valuation of customer j, who owns the product former consider-
ing the social distance dij . Every customer knows his/her preferences, but only the 
product users know the set of feature m. However, there are two ways for customer i 
to learn about the feature’s value.

 1. Strong social learning: The probability that customers i and j communicate 
with each other is c dij( ) . The probability that customer i learns about the 
full set of features (m) is indicated by p b mi j� � �. ,� . This probability depends 
on the preferences of both customer i and customer j since the “communica-
tion is endogenous” (Mobius, Niehaus, and Rosenblat 2005).

 2. Weak social learning: In some cases, customers i and j communicate with 
each other and customer i does not learn about the product’s feature, while 
customer i does learn customer j’s value υ j jb m= ′. . The probability of this 
occurrence is q b mi i j( ′ ). ,υ , which is endogenous. It is assumed that cus-
tomer i knows the degree of preferences that are correlated with the prefer-
ences of customer j: h dij( ) . The “actual degree of correlation” is indicated 
by ρij , and the following function is determined (Mobius, Niehaus, and 
Rosenblat 2005):

 E b m h di j ij ij j� � � � � �. � � �  (13.20)

TABLE 13.10
Summary of Equation (13.19) Symbols
Symbol Description

υi The valuation υi  of the product, which consumer i gives

bi k, A value that customer i gives to feature mk
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TABLE 13.11
Summary of Equation (13.21) Symbols
Symbol Description

yi
The demand for product i

M The set of all complementary products in the recommendation network

)

t have a link to product i

product i

m M= The number of products in M ( >m n

s in( ) The set of neighbors of product i tha

s ic( ) A set of complementary products to 

σn i( ) The size of s in( )

y An n×1  vector denoting demand

13.3.11  the viSible haNd oF Social NetworkS iN electroNic MarketS

By increasing electronic interactions, several visible and electronic networks have 
emerged, which has led to the connecting of businesses, products, and customers. The 
emergence of these networks affects many choices and demands in electronic markets. 
The demand can be measured considering two groups: first, the set of neighbors of the 
product that have a link to the product. It indicates products of which one of the co-pur-
chase hyperlinks originates. Second is a set of complementary products. These products 
are often co-purchased with the product, whether there is a hyperlink between them or not. 
Considering these networks, the following function is defined for demand (Oestreicher-
singer and Sundararajan 2008). Table 13.11 summarizes the relevant terminologies:

y y y
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If N is the set of products in the whole recommendation network, n N=  can be 
denoted as the number of products in the whole recommendation network N M⊂ .  
ŷ indicates the m×1 vector ( )ŷi , which is the vector y by adding rows at the bottom 
for products that are not in the recommendation network and are in the set of comple-
mentary products in the recommendation network. Gn  is the n n×  interaction matrix 
for set sn , which is determined by G i jc( ) =, 1  if j s ic∈ ( ); otherwise G i jc( ) =, 0  in 
which s i s in c( ) ⊂ ( ). X indicates the product characteristic matrix n K× , in which K 
is the number of characteristics. xij  indicates the value of characteristic j for product i.

13.3.12  recoMMeNdatioN NetworkS aNd the loNg 
tail oF electroNic coMMerce

The PageRank of a product measures the centrality of the product’s network posi-
tion. The position of a product in the co-purchase network is related to the network 
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TABLE 13.12
Summary of Symbols of Equations (13.23) and (13.24)
Symbol Description

α β, ,  and  η The nonnegative variables

A variable between [0,1]

The retail price per unit

The online retailer service

The market demand change in a specific customer group

i i i

θi
p

si

∆αi

impact on the demand of the book considering PageRank, a measure of centrality. 
“PageRank determines the ranking of the importance of web pages on the basis of 
the web created by the hyperlinks between the pages” by defining the following 
function (Oestreicher-Singer and Sundararajan 2012):

 PageRank i
n

PageRank j

OutDegree j
j G i

( ) =
( − )

+
( )
( )

∈ ( )
∑1 α

α  (13.22)

In this equation, j G i∈ ( )  if there is a connection from node j to node i, which means 
product j is in the “network neighbor of product i.” Out degree ( j) is the number of 
connections from product j (Oestreicher-Singer and Sundararajan 2012).

13.3.13  SelliNg luxury FaShioN oNliNe with Social  
iNFlueNceS coNSideratioNS

In the luxury market, customers are divided into two groups of fashion leader and 
fashion follower. These two groups affect each other and make social influences in 
the retailing industry and market. The retailer sells fashion products to these two 
groups. Luxury fashion followers can see the Facebook, Twitter, and blog accounts 
of luxury fashion leaders, and luxury fashion leaders can see followers’ comments 
on their social network sites to learn about the followers’ demands. The demand 
for leaders is denoted by DL, and the one for followers is shown with DF  and 
D D DL F= + . In the following function, if DL  increases, then DF  increases, and 
if DF  increases, then DL decreases. The demand of the luxury fashion follower and 
luxury fashion leader are as follows (Shen, Qian, and Choi 2016). Table 13.12 sum-
marizes the relevant terminologies:

 D p s DF F F F F F F L= + − + +α α β η θ∆  (13.23)

 D p s DL L L L L L L F= + − + −α α β η θ∆  (13.24)

∆αi  may be changed by sudden events, and it can be positive or negative (Shen, 
Qian, and Choi 2016).
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TABLE 13.13
Prior Studies and Reviews
Study Method Data Factors

Chen, Wu, and Yoon Regression Amazon Books 2003 Consumer ratings vs. sales, 
(2004) Number of reviews vs. sales, 

Recommendations vs. sales

Chevalier and Mayzlin Regression Books 2003–2004 Patterns of behavior of the 
(2006) reviewer, customer reviews

Hu, Liu, and Zhang Regression Books, DVDs videos Reviewer quality, reviewer 
(2008) exposure, product coverage 

and age of an item

Oestreicher-Singer and Regression 250,000 books sold on The set of neighbors of a 
Sundararajan (2008) Amazon.com product, the size of it, the set of 

complementary products, the 
product characteristic matrix

(Continued )

13.4  RESEARCH TRENDS AND FUTURE RESEARCH DIRECTIONS

It is worth mentioning that, for some products, such as books, no relationship has 
been found between customer ratings and sales. There can be many reasons for this. 
Given that books are differentiated products, customer tastes can be different, and 
they may take and like a book irrespective of how much others liked or disliked it. 
Moreover, as most of the books have high ratings, customers may not pay attention to 
these ratings. If customers find that these ratings may have been manipulated by oth-
ers, they may even discount these ratings altogether. However, some research finds 
a positive relationship between sales and average ratings in general. The impact of 
retailer recommendations can be one of the reasons for research differences, which 
are not considered in some of them. Further research may be needed to match the 
findings. The prior studies and reviews are mentioned in Table 13.13.

The number of reviews has a positive effect on sales. Since consumers are more 
inclined to share their opinions on hot topics, the number of reviews a product has 
may cause product momentum in the market so that more aspiring conversations 
may cause more sales. However, higher reviews may be the result of higher sales. 
This indicates that when sales data are not attainable, the number of reviews or 
discussions can be used as a proxy for sales. This can have an important effect on 
future studies because usually the consumer information is available online, whereas 
transaction data are hard to obtain.

This chapter investigates the influence of social networks and media on demand. 
Future studies can be extended by a broader or deeper level of data in former research, 
such as customer comments, viewpoints of some “anchor readers,” or using data from 
different contexts. For example, looking at products that are vertically differentiated1 
can have a higher influence on sales considering the reduction of quality uncertainty for 
them. Open issues considering causality also exist; for example, studying whether higher 
reviews cause more sales, which causes more reviews, or if they amplify each other.

http://Amazon.com
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Study Method Data Factors

Vasant Dhar and Elaine Regression 108 albums of music on Blog chatter, mainstream media, 
A. Chang Amazon.com average number of reviews and 

average rating, social 
networking intensity: 
MySpace, major label vs. 
independent label releases

Fronzetti, Guardabacio, Regression TripAdvisor travel forum: User photos, user level, 
and Innarella (2019) 7 major European percentage male, average age, 

capital cities activity, group betweenness 
centrality, group degree 
centrality, rotating leadership, 
sentiment, complexity, average 
response ime, new users, 
Google Trend flights, Google 
Trend holidays

Godes and Mayzlin Regression Variety sites, such as Word of mouth (WOM)
(2009) Smoking Gun Slate, 

Slashdot, PostSecret, 
Google News, Friendster

Goh, Heng, and Lin PSM UGC and MGC data from Marketer-generated content
(2013) an apparel retailer’s 

brand community on 
Facebook

Li and Hitt (2008) Regression Online book reviews AvgRating, the time duration, 
posted on Amazon.com the idiosyncratic characteristic, 

number of reviews, outside 
competitive price, book 
promotion and shipping 
availability

Liu and Lopez (2013) GMM Carbonated soft drink Unit price of a brand, the vector 
market of observed characteristics, the 

unobserved product 
characteristics, social network 
exposure, all communications 
about prices, vector considering 
total communications about 
characteristic factors

Mobius, Niehaus, and Regression Undergraduates at a large The value a customer gives each 
Rosenblat (2005) private university on feature, strong social learning: 

Facebook the probability that customer i 
and j communicate with each 
other, the probability that 
customer i learns the full set of 
features, weak social learning: 

TABLE 13.13
Prior Studies and Reviews

http://Amazon.com
http://Amazon.com
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Study Method Data Factors

the probability of this 
occurrence, the degree of 
preferences that correlate 
with the preferences of 
customer j, actual degree of 
correlation

Oestreicher and Regression Books in over 200 PageRank of the other product, 
Sundararajan (2012) distinct categories on the number of links originated 

Amazon.com from the other product

Shen, Qian, and Choi Game Luxury fashion retailing Luxury fashion retailing 
(2016) industry industry

NOTE
1 “When people agree on which good is better than which, within the same category, we 

say these products are vertically differentiated. For example, people generally agree that a 
Mercedes car is better than a Yugo car.”
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14.1  INTRODUCTION: THE IMPORTANCE 
OF DEMAND INFORMATION

Economics- and marketing-oriented research recognize that demand management 
can be interpreted as a firm’s ability to identify customer demand and balance it 
with the firm’s capabilities (Croxton et al. 2002; Rexhausen, Pibernik, and Kaiser 
2012). In today’s modern business workplace, demand management is not a discon-
nected back-office task. It is an indispensable element of a process that aims to link 
corporate strategic planning to daily operational plans by which the firm can bal-
ance demand with supply (Grimson and Pyke 2007). This process that integrates 
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information across the supply chain (i.e., from the upstream to the downstream) is 
known as the sales and operations planning (S&OP) function.

By simplifying the supply chain into supply and demand activities, the S&OP 
function acquires input data from both the supply side and the demand side, which 
enables streamlined and coordinated operations or production and sales planning. 
Grimson and Pyke (2007) suggest that the S&OP department needs a cross-func-
tional team in which there are representatives from the supply side (e.g., sourcing, 
production, and logistics) and the demand side (e.g., sales, marketing, and customer 
relationship management). In today’s highly competitive global marketplace, firms 
need a well-aligned S&OP function to maintain their market value and increase their 
market share. The effectiveness of the S&OP function depends on whether firms can 
influence customer purchasing behavior.

According to Zhang and Zhang (2018), the market is a mixture of strategic and 
non-strategic customers, and therefore, the overall purchasing behavior is complex. 
More specifically, it is argued that a purchase does not happen instantly; instead, it 
occurs through a cycle with five steps, namely, (1) being stimulated, (2) search for rel-
evant information, (3) evaluation of products, (4) making a purchasing decision, and 
(5) having post-purchase feelings, each of which can influence customer purchasing 
decisions (Lilien, Kotler, and Moorthy 1992). In sum, it is safe to say that determin-
ing customer demand based on customer purchasing behavior is not a straightforward 
task. As a result, the body of knowledge on how customer demand can be formulated 
and how it can be incorporated into operations decisions is ever-increasing in both 
marketing and operations domains. Commonly, researchers and practitioners model 
customer demand based on some influential operational and marketing factors.

In the simplest configuration, a supply chain can be considered a series of inter-
connected business entities in which the suppliers are located at the most upstream 
and the customers are located at the most downstream of the chain (Gligor 2014). 
The customers can be end consumers (e.g., in business‐to‐consumer settings) or non–
end consumers (e.g., in business‐to‐business settings). The demand created by the 
non–end consumers is usually called derived demand. For the sake of consistency, 
henceforth, the term “customer demand” is used to refer to both demand types, unless 
a specific type of demand needs to be emphasized. It should be noted that in every 
supply chain, only one entity in the chain receives the end consumer demand, and the 
rest of the entities in the chain receive the derived demand (Mentzer and Moon 2004).

The point along the supply chain where the end consumer demand information 
penetrates the supply chain is called  the customer order decoupling point  (CODP). 
Depending on where the CODP is located along the supply chain, four main production 
strategies, namely, engineer-to-order (ETO), make-to-order (MTO), assemble-to-order 
(ATO), and make-to-stock (MTS), are distinguished (Atan et al. 2017). In these produc-
tion strategies, activities located upstream of the CODP are managed using forecast-
driven approaches (i.e., high uncertainty), and activities that are situated downstream of 
the CODP are managed using customer order–driven approaches (i.e., low uncertainty). 
Each of these four production strategies represents a specific trade-off between the cost-
effectiveness of the operations and responsiveness toward customers. The accuracy of 
customer-demand information is critical in evaluating this trade-off.

In other words, overestimating and underestimating customer demand result in either 
an excess or shortage of supply, respectively. The excess of supply results in building up 



255Past and Future of Demand Forecasting Models

inventory, which in turn imposes inventory holding costs, such as opportunity cost of 
capital tied up in inventory, costs of storage and material handling, labor, and insurance 
costs. Besides, excess supply can lead to inventory obsolescence costs in companies 
with short life cycle products (e.g., high-tech companies with technological products).

On the other hand, a shortage of supply results in drawing down inventory and can 
result in late deliveries and customer dissatisfaction. In this situation, the customer 
might wait for the product and the demand is backlogged, or the customer might buy 
the product from a competitor and the demand becomes a lost sale (Ahmadi 2019). 
Even though, in reality, 85% of supply shortage cases result in lost-sale demand, 
because of the tractability of the analyses, researchers have analyzed operations 
decisions under the backlogged demand cases extensively (Bijvank and Vis, 2011, as 
cited in Ahmadi, Mahootchi, and Ponnambalam 2018).

The remainder of this chapter is organized as follows. We first introduce and dis-
cuss the most well-known quantitative forecasting techniques for independent- and 
dependent-demand models. Then, we discuss the forecast accuracy metrics and the 
accuracy of the historical data. Next, we explore the role of artificial intelligence 
(AI) in enhancing forecast accuracy. Finally, the chapter is concluded and sugges-
tions for future research are provided.

14.2  QUANTITATIVE DEMAND FORECASTING MODELS

Demand estimation is a central task in retail operations and revenue management. 
For simplicity, many demand models in practice assume independent demand for 
each product. Scholars in operations and marketing science literature have developed 
various techniques for forecasting customer demand. Most demand forecasts rely on 
time-series models of historical data. However, the accuracy of the historical data as 
well as the performance of the forecasting technique may result in demand forecasts 
negatively or positively biased (i.e., underestimation or overestimation). The biased 
demand estimations might harm the performance of all the supply chain partners. In 
what follows, we review the most well-known forecasting techniques for independent-
demand models (i.e., time-series) and dependent-demand models (i.e., causal models).

14.2.1  tiMe-SerieS deMaNd ModelS

Nowadays, business firms record their transactions with each customer and store 
those in customer transaction databases. A time series refers to a series of historical 
data points labeled in time order. Let Dt  represent the observed demand in period 
t, then forecasts are made with no additional information on future demand based 

on the time series D D D Dt t t t

��
…= − −{ , , , }1 2 . According to Kremer et  al. (2011), a 

time series can be modeled as Dt t t= +α ε , where α α ηt t t= +−1 . Random terms 

ε δt N~ ( , )0 2  and η σt N~ ( , )0 2  are two independent random variables that capture 
temporary (i.e., the noise surrounding the level that lasts for a single period) and 
permanent (i.e., the notion of change in the true level αt  that persists in subsequent 
periods) shocks to the time series, respectively. Note that for δ = 0, the demand 
model generates pure “random walks”, and for σ = 0 , it creates stationary “white 
noise” processes.
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In general, time series can capture three main patterns in data, namely, level, 
trend, and seasonality. Let Dt  be the average demand in period t . Then, the time 
series contains a level when the average demand is steady over time (i.e., Dt l= α ,  
where αl  is level). It contains a linear or non-linear trend when the demand has an 
upward growth or downward decline over time (i.e., D tt l= +α ατ  or D tt l= −α ατ ,  
where ατ  is slope). It contains seasonality when a specific cyclic demand pattern 
is repeated within a time horizon (i.e., the season is defined based on the length 
of the cycle, such as year, season, month, week, etc.). The seasonality pattern can 
be modeled in an additive or multiplicative form. The former can be formulated as 
D t tt l s= + +( ) ( )α α ατ  and the latter as D t tt l s= +( ) ( )α α ατ , where αs t( )  is the 
seasonal component (Thomopoulos 2015, pp. 16–17). Figure 14.1 illustrates a time 
series containing level, trend, seasonality, and random noise components, that rep-
resents the historical sales records over 50 time periods. Notice that seasonality is 
added to the time series in an additive fashion.

To have more successful time-series extrapolation, choosing a proper quantitative 
forecasting technique based on the characteristics of the time series is required. For 
instance, when the time series just contains level and noise components, different 
techniques should be chosen than in a situation in which the time series has a trend or 
seasonality component. We categorize the traditional quantitative forecasting tech-
niques in terms of their suitability for forecasting time series. Let Ft  denote the 
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demand forecast in period t , Dt  denote the observed demand in period t, T  be the 
length of time series, and h be the forecast horizon which is equal to the number of 
periods into the future for which forecasts are made.

14.2.1.1  Time-Series Forecast with Level
This category refers to a stationary time-series demand where the time series con-
tains no long-run trend or seasonality components. For this category, the simplest 
forecasting technique is known as the naïve technique, in which the demand for 
the current period is considered as the forecast for the next period (i.e., F Dt t+ =1 ). 
However, this technique ignores all the old data; therefore, it is prone to statistical 
noise (Cachon and Terwiesch 2019, p. 270).

An approach that does incorporate all the old data into the forecast is simple aver-
age (SA), which is the arithmetic average of all the historical data. Hence, it can be 
formulated as

F
t

Dt i
i

t

+
=

= ∑1
1

1
.

One of the disadvantages of the SA technique is using all the historical data. It might 
be the case that the old data become harmful to the forecast over time. In other 
words, in the case of recent changes in the data, the SA technique lags behind the 
historical data, as it cannot eliminate the impact of old data on the forecast.

To overcome this issue, simple moving average (SMAn) with an n-period time 
window is proposed in which just data from n  recent periods are used in the fore-
cast. Hence, we have

F
n

Dt i
i t n

t

+
= − +

= ∑1
1

1
.

As it is evident, the SMAn  gives the same level of importance to all the n  recent data 
points, which are incorporated into the forecast, and ignores all the older data out of 
the time window. However, giving the same level of importance to all the recent n 
data points can be criticized since the older data should be valued less than the newer 
data. In other words, it is sensible that more importance is given to the most recent 
data, as they are a better candidate for forecasting the future. Following this line of 
reasoning, the weighted moving average (WMA

n w,
��) technique with an n-period time 

window and vector w
��

 is proposed as follows:

F w Dt i i
i t n

t

+
= − +

= ∑1
1

.

where w w w wt n t n t

��
…= − + − +( , , , )1 2  is a vector containing all the weighting parameters, 

such that 0 11 2< < < < ≤− + − +w w wt n t n t… , and the summation of all the weights 
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should be equal to 1. It means that different weights are given to the most recent n  
data points, such that data from the most recent period (i.e., i t= ) gets the highest 
weight, and the data from the oldest period (i.e., i t n= − +1 ) receives the lowest 
positive weight. In other words, WMA

n w,
��  gives zero weights to the oldest t n−  data 

points of the time series and gives positive and increasing weights to the last n  data 
points of the time series. Yet, the total ignorance of the oldest t n−  data points, and 
also the distribution of the positive weights, might influence the forecast substantially.

As a solution to this issue, all the historical data are considered for the fore-
cast, while weights decline exponentially with a fixed rate in terms of the age of the 
data. Based on this logic, Brown (1956) introduces the single exponential smoothing 
(SESα) technique as

F D Ft t t+ = + −1 1α α( )

where α, 0 1< <α  is called the smoothing level factor and F0  should be initialized. 
Choosing the best value of the smoothing level factor depends on the characteristics 
of the time series. For instance, if the level of the time series changes slowly, then α  
should be chosen small to keep the impact of older data points. However, if the level of 
the time series changes quickly, then α  should be large to reduce quickly the impact 
of older data points but not too large (Winters 1960). In other words, the bigger the 
value of α, the more SESα  is enabled to react to level changes quickly. Also, when 
the randomness of a time series is high, then α  should be small to dampen the noise 
(Mentzer and Moon 2005, p. 88). Trigg and Leach (1967) propose adaptive α, in 
which the smoothing parameter for the next period is adjusted in terms of the forecast 
error of the current period. It is worth noting that SESα  with F D1 1=  is equivalent to 
WMA

n w,
��  with n t=  and w t t t

��
…= − − − −− − −(( ) , ( ) , ( ) , , ( ), )1 1 1 11 2 3α α α α α α α α . In 

this setting, the summation of the weights is equal to 1; however, the increasing order 
of the magnitude of the weights is violated. For a more comprehensive comparison 
of the aforementioned forecasting techniques, see Chase (2013, p. 126).

14.2.1.2  Time-Series Forecast with Trend
When a product is introduced to the market for the first time or a competing product 
is introduced, a trend in their sales data will be marked (Winters 1960). When a 
time series contains a trend component, SESα  can no longer have a satisfying per-
formance. As a more complete version of the SESα, Holt’s two-parameter approach, 
known as double exponential smoothing (DESα β, ) with smoothing level factor α  
and smoothing trend factor β  is introduced (Holt 1957). DESα β,  can be modeled as

L D L Tt t t t= + −( ) +( )− −α α1 1 1 ,

T L L Tt t t t= −( )+ −( )− −β β1 11 ,

F L hTt h t t+ = + ,

where Lt  is the forecasted level for period t , Tt  is the forecasted trend for period 
t, α  is the smoothing level factor, and β  is the smoothing trend factor. Notice 
that L0  and T0  should be initialized, and the values of α and β  should be chosen 
from the interval of (0,1) properly. Gardner and Mckenzie (1985) extend DESα β,  
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by adding an autoregressive-damping parameter (φ) to give more control over trend 
extrapolation as follows:

L D L Tt t t t= + −( ) +( )− −α α φ1 1 1 ,

T L L Tt t t t= −( )+ −( )− −β β φ1 11 ,

F L Tt h t

i

h
i

t+
=

= +∑
1

φ .

According to Gardner and Mckenzie (1985), when φ = 0, the proposed model is 
equivalent to the SESα. When 0 1< <φ , the forecasts approach an asymptote given 
by the horizontal straight line. When φ = 0, the model is equivalent to the standard 
version of Holt’s model. Finally, when φ >1, the trend is exponential.

14.2.1.3  Time-Series Forecast with Seasonality
This pattern can be seen in the sales data of seasonal products. For instance, the sales 
data of ice cream is repetitively high in the summertime and low in the wintertime. 
We expect that the same patterns will happen in each season of the upcoming years. 
To model the seasonality pattern, when the amplitude of the seasonal pattern is inde-
pendent of the sales level, then an additive form (i.e., D t tt l s= + + +α α α ετ ( ) ), is 
recommended. However, when the amplitude of the seasonal pattern is proportional 
to the sales level, then a multiplicative form (i.e., D t tt l s= + +( ) ( )α α α ετ ), is recom-
mended (Chatfield 1978; Winters 1960).

One of the approaches for forecasting a time series with seasonality is the decom-
position technique based on the removal of the seasonal component. This may leave 
the sub-series without seasonality and with simpler patterns such as level or trend 
(Cleveland and Tiao 1976). In this procedure, first, the seasonal factor is calculated, 
and then using the seasonal factor a sub-series without the seasonality component 
is obtained (i.e., seasonally adjusted data). Then, a suitable forecasting technique 
is applied to the sub-series based on the characteristics of the sub-series. Next, the 
forecasts are re-seasonalized using the seasonal factor (Cachon and Terwiesch 2019, 
pp. 279–285).

Another approach that generalizes SESα  to cope with the trend and seasonality 
in the time series is introduced by Winters (1960) and is known as triple exponential 
smoothing (TESα β γ, , ) with smoothing level factor α, smoothing trend factor β, and 
smoothing seasonal factor γ. In the literature, the TESα β γ, ,  is also known as the 
Holt–Winters technique and is formulated as

L
D

S
L Tt

t

t s
t t= + −( ) +( )

−
− −α α1 1 1 ,

T L L Tt t t t= −( )+ −( )− −β β1 11 ,

S
D

L
St

t

t
t s= + −( ) −γ γ1 ,
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F L hT St h t t t s h+ − += +( ) ,

where St estimates the seasonal factor for period t , and γ  is the seasonal smoothing 
factor. We refer the reader to Chatfield (1978) for more detailed information on how 
the TESα β γ, ,  technique can be applied to time series with seasonality in both additive 
and multiplicative forms.

14.2.1.4  Time-Series Forecast with Lumpy Data
In most business decision analyses, a continuous stream of positive time-series 
demands is considered. However, the demand may be lumpy, for which there are 
time intervals with no demand occurrences (i.e., intermittent demand) and large 
variations in the sizes of the demand when it is positive. Many service-oriented areas 
of the transportation/travel sector (e.g., airlines, hotels, cruise lines, and railways) 
face an intermittent or lumpy demand (Mukhopadhyay, Solis, and Gutierrez 2012). 
According to Chatfield and Hayya (2007), business decision analyses with lumpy 
demand become more challenging as less research exists to guide the decision-
maker through the forecasting process.

Croston’s approach (1974), in which analyzing the interval between consecutive 
non-zero demands and the volume of the non-zero demands is suggested separately, 
has been a base reference for forecasting lumpy time-series demand. Hence, for this 
type of demand, a forecast is made for when the next non-zero demand will appear 
and how large it will be. As an option, an all-zero forecast has been suggested when 
the demand is highly lumpy (Chatfield and Hayya 2007; Petropoulos et al. 2014). 
Syntetos and Boylan (2001) criticize the robustness of Croston’s approach, and they 
identify several modeling limitations. They modify Croston’s technique that gives 
approximately unbiased demand estimates per period. Chatfield and Hayya (2007) 
show that when the lumpiness of the time series is high, then the all-zero forecasting 
outperforms other forecasting techniques.

14.2.2  deMaNd cauSal ModelS

Demand causal models are formulated based on the causal relationship between 
demand and influential factors. The causal relationship can be modeled in various 
forms of linear, power, exponential, logarithmic, logit, and hybrid functions. In what 
follows, we review the regression and simulation-based models as common tech-
niques to estimate parameters of the different demand functions.

14.2.2.1  Regression Models
Regression analysis is a statistical technique for estimating and forecasting the 
causal relationship between demand and other influential factors (e.g., product sell-
ing price, product freshness, product greenness) based on the historical data. The 
simplest regression model is the univariate linear regression model, which can be 
formulated as D a bXi i i= + + ε , where Di and Xi  are dependent variable (i.e., the 
demand) and independent variable (i.e., the influential factor), respectively. Constant 
coefficients a and b  are two parameters of the model that should be estimated based 
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on historical paired data points ( ,X Di i )  such that the sum of the squared errors is 
minimized.

By taking partial derivatives of the sum of the squared errors with respect to a 
and b and setting the derivatives equal to zero and solving the equations, the esti-

ˆmated values of b  and â are estimated as

∑
t

x di i

b = i=1


∑
t  and a Dˆ = −bX,

x2
i

i=1

where x Xi i= − X  and d Di i= − D (Rawlings, Pantula, and Dickey 2001, pp. 3–4). 
Then, the demand forecast can be made using F â ˆ

i i= −bX . A more complex regres-
sion model for forecasting demand can be considered by incorporating either more 
independent variables (i.e., multivariate regression) or a non-linear relationship 
between the demand and influential factors into the regression model (Tsekouras 
et al. 2007; Mohamed and Bodger 2005).

14.2.2.2 Simulation-Based Models
In this section, we review several simulation-based techniques for forecasting 
demand such as agent-based simulation (ABS), discrete-event simulation (DES), and 
system dynamics (SD). It is a widely held belief that SD is mostly used to model 
problems at a strategic level, whereas DES is used to model problems at an opera-
tional or tactical level (Tako and Robinson 2012). Using ABS models, the behavior 
of different influential agents (i.e., factors) in the system and their interactions with 
each other can be modeled. In other words, important macroscopic patterns from 
microscopic agents’ behaviors can be achieved.

Simulation-based models are suitable since customers’ purchasing decisions can 
be modeled using an ABS approach (Garcia 2005). Liang and Huang (2006) simulate 
a multi-agent supply chain and develop an agent-based demand forecast. Zhang and 
Levinson (2004) suggest ABS modeling as a travel demand forecasting technique 
that can predict important macroscopic travel patterns from microscopic agents’ 
behaviors. Using the ABS models, different types of agents in the system and their 
interaction with each other can be incorporated into the customer demand forecast.

In SD models, it is essential to determine the influential factors in the system, 
their relationship with each other, and the dynamics in their behavior. Zhang, Zhang, 
and Zhang (2009) use SD simulation to consider population, economy, environment, 
and policy factors in forecasting water demand. Suryani, Chou, and Chen (2012) 
suggest that SD simulation is a suitable technique for forecasting air cargo demand 
where there exists system complexity with deep uncertainty. They find that SD not 
only can incorporate gross domestic product and foreign direct investment as two 
influential factors on cargo demand but can also incorporate expert knowledge into 
the simulation model with highly non-linear behavior. SD is also widely used for 
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forecasting electricity demand in the energy market (He et al. 2017; Mirasgedis et al. 
2006; Yan et al. 2018).

Mielczarek and Zabawa (2017) develop a hybrid simulation model based on DES 
and SD to investigate the influence of long-term population changes in healthcare 
services demand. They use an SD model to forecast the number of individuals who 
belong to their respective age–sex groups and a DES model to generate batches of 
patients with cardiac diseases and adjust the demand according to the demographic 
changes. Zhu, Hoon Hen, and Liang Teow (2012) use the DES model to estimate 
ICU bed capacity in a surgical ICU department of a Singapore government hospital. 
They simulate the complex patient flow with two sources of emergency and elective 
patients based on a first-come-first-serve discipline.

Although simulation-based models can be used in more complex settings (i.e., 
considering many factors and correlations in between), to provide insights into 
behavioral properties in a tractable way, they lack structural analysis. Nevertheless, 
simulation-based models are widely used for estimating demand in many domains, 
including the healthcare, energy, tourism and travel, airlines, food, and entertain-
ment industries.

14.2.2.3  Artificial Intelligence Models
With the advent of advanced information technologies such as Internet of Things 
(IoT), cloud computing, artificial intelligence (AI), and Big Data infrastructure and 
analytical tools, a larger volume of data (i.e., real-time and near real-time) can be cap-
tured and analyzed, which helps to refine the existing forecasting models. Besides, 
user-generated (big) data is considered a useful source for monitoring and modeling 
people’s intentions, preferences, and opinions (Brynjolfsson, Geva, and Reichman 
2016). For instance, Schaer, Kourentzes, and Fildes (2019) investigate the usefulness 
of search traffic and social network shares in demand forecast over a product’s life 
cycle, while Lau, Zhang, and Xu (2018) propose and evaluate a Big Data analytics 
method based on sentiment analysis to establish a better understanding of demand 
and to enhance sales forecasting.

Furthermore, AI techniques can improve the accuracy of the demand forecast sub-
stantially by incorporating more influential factors and modeling more complex rela-
tionships and interactions among factors using intelligent algorithms. Also, a hybrid 
version of AI and traditional forecasting techniques can be used. Rosienkiewicz 
(2020) proposes new hybrid models combining traditional forecasting techniques 
based on time series with AI-based methods for forecasting spare parts demand in 
the mining industry. The AI models need substantial amounts of data (Big Data) to 
outperform traditional forecasting models.

AI can also be utilized to estimate the parameters of the traditional forecasting 
techniques more intelligently (e.g., determining the best time window in the moving 
average techniques or smoothing factors in the exponential smoothing techniques). 
Moreover, AI can be used to evaluate the available traditional demand forecasting 
techniques and propose the most accurate one for a specific historical data set. Using 
machine-learning techniques (e.g., artificial neural networks [ANN], convolutional 
neural networks [CNN], Adaptive Boosting [AdaBoost], support vector machines 
[SVM], and random forests [RF]) and data mining techniques, complex forecasting 
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models can be developed in which more factors (or dimensions of customer demand) 
can be incorporated into the formulation of the demand function. These data-driven 
methods can transform raw data into features spaces by finding very complex pat-
terns in data of different sources (Wuest et al. 2016).

Up to date, different AI techniques for forecasting customer demand have been 
developed by scholars and practitioners for different applications. Grekousis and 
Liu (2019) use AI to improve demand predictability of emergency medical services. 
Huber and Stuckenschmidt (2020) employ AI to forecast customer demand in the 
retail industry, which requires daily forecasts. Sun et al. (2019) and Law et al. (2019) 
apply AI for forecasting demand in the tourism industry. Ryu, Noh, and Kim (2016) 
utilize AI for making a short-term forecast of electricity consumption. Güven and 
Şimşir (2020) use ANN and SVM for forecasting demand in the garment industry.

The machine-learning approaches provide a learning model for demand forecast-
ing that can analyze influential factors, relationships, and complex interaction among 
factors from samples of the training data set. Machine learning needs substantial 
amounts of data (Big Data) and high processing power that is easily available nowa-
days. Huber and Stuckenschmidt (2020) argue that for applications with large-scale 
demand forecasting, machine-learning methods are more suitable forecasting tech-
niques, as they provide more accurate forecasts. Gutierrez, Solis, and Mukhopadhyay 
(2008) use ANN modeling for forecasting lumpy demand. They compare the perfor-
mance of the ANN forecasts with the traditional time-series forecasting techniques 
(e.g., the SES  and Croston’s technique) and find that the ANN model generally α
performs better than the traditional techniques based on three different performance 
metrics. In the context of short shelf-life food products, Doganis et al. (2006) use 
radial basis function neural network architecture for building the time-series model 
and a specially designed genetic algorithm to select the appropriate input variables to 
the model, leading to a more accurate approach with lower forecast error when com-
pared to other time-series methods, such as linear autoregressive and Holt–Winters.

In sum, the power of AI models can be used for forecasting both independent- and 
dependent-demand models with any level of complexity. To do so, traditional fore-
casting techniques can be used for developing machine learning or deep-learning 
forecasting algorithms.

14.3  FORECAST ACCURACY METRICS

To evaluate the accuracy of the forecasting techniques, different forecasting error 
measures, such as mean absolute error (MAE), mean square error (MSE), and mean 
absolute percentage error (MAPE), have been developed (Hyndman and Koehler 
2006). These metrics incorporate the forecast error, Et, into their measurement. Et  
is defined as the difference between the observed data and its forecast; E Dt t= − Ft.

In the literature, MAE is also known as mean absolute deviation (MAD) and both 
MAE and MAD have been used interchangeably. The MAE is the most straightfor-
ward metric to calculate and to understand as it can be formulated as

t
1

MAE = −D F .∑n t t

t=1
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However, since it is a scale-dependent metric, it is not sensible to utilize this metric 
to compare the forecast accuracy across different time series with different scales.

The MSE metric is useful for comparing forecast accuracy under quadratic loss. 
In essence, it penalizes large forecast errors more severely than other common accu-
racy statistics (Thompson 1990). In other words, it exaggerates the magnitude of the 
forecast error by taking it to the power of two. Then, it can be formulated as

n
1

MSE = −( )D F
n ∑ 2

t t .
t=1

MSE is also a popular metric due to its theoretical relevance in statistical modeling 
(Hyndman and Koehler 2006). Similar to the MAE metric, the MSE is a scale-
dependent metric, and therefore it is not applicable to compare forecast accuracy 
across different time series with different scales.

MAPE is a perfect metric for comparing forecast accuracy across time series with 
different scales (i.e., scale-independent metric), and it is modeled as

 
n

1 D F− 
MAPE =  × n ∑ t t 100%.

D
=1 t  t 

However, MAPE has the disadvantage of being infinite or undefined when the time 
series contains zero values (Hyndman and Koehler 2006). For instance, this metric 
cannot be applied to lumpy or intermittent time-series demand that contains zeros.

It is worth mentioning that the MAE and MSE metrics, whose scales depend 
on the scale of the data, are useful for comparing the performance of different 
forecasting techniques applied to the time series with the same scale. However, 
they should not be used for comparing across time series that have different 
scales. To employ the MSE metric for assessing overall accuracy across many 
series, Thompson (1990) proposes a modified version of MSE statistic as log mean 
squared error ratio (LMR).

14.4 DATA ACCURACY

Typically, historical data is based on the sales transactions in which spilled (i.e., 
demand lost due to unavailability of the consumer’s first choice) and recaptured (i.e., 
demand for a substitutable product due to unavailability of the customer’s preferred 
product) demand are not readily observable (Vulcano, van Ryzin, and Ratliff 2012). 
Nevertheless, different statistical techniques, known as demand untruncation or 
demand uncensoring methods, are proposed to estimate spilled demand and recap-
tured demand. One of the most applied methods is the expectation-maximization 
algorithm that employs iterative methods to estimate the underlying parameters of 
interest (Vulcano, van Ryzin, and Ratliff 2012). Another widely used approach in 
determining the demand for various products within a set of comparable items is to 
utilize discrete choice models, which predict the likelihood of customers purchasing 
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a specific item from a set of related items based on their relative attractiveness 
(Vulcano, van Ryzin, and Ratliff 2012).

In the era of globalization, supply chain management becomes more and more 
challenging as the complexity of the supply chain networks (i.e., the number of 
echelons, the number of entities at each echelon, and their connectivity within and 
across the echelons) increases and the supply chain visibility decreases. As a result, 
customer demand information is distorted at the upstream supply chain entities. The 
distortion amplifies the further away suppliers are situated from the focal company; 
a phenomenon known as the Bullwhip effect, observed and discussed by Forrester 
(1958). One crucial mechanism for coordinating the supply chain is information flow 
and knowledge sharing among the supply chain entities (Solaimani et al. 2015).

To study the impact of supply chain coordination, the following form of the sto-
chastic demand process has been commonly used (Chen et al. 2000). Let t  rep-
resent the stochastic demand variable in period t, then  t t= +α ρ0 1− + εt , where 
α0  is a nonnegative constant, ρ  is a correlation parameter with ρ <1, and the 
error terms, εt , are independent and identically distributed (IID) from a symmetric 
distribution with zero mean and standard deviation σ . It can easily be shown that  

α 2

{ }t = 0 σ
 and ar { }t = . Notice that when ρ = 0, the demand over  

1−ρ 1−ρ2

periods is IID with mean µ  and standard deviation σ .
There is a consensus among scholars and practitioners that obtaining and shar-

ing customer demand information with all the partners of a supply chain enhances 
coordination and the system’s performance. The role of sharing customer demand 
information in supply chain performance is emphasized when this information is 
shared in advance, which is called advance demand information (ADI). With the 
help of advances in information technology, such as electronic data interchange 
(EDI), web-based platforms, and Internet-based communication tools, business 
firms can obtain ADI from their customers by implementing preorder strategy, in 
which the customers place their order ahead of time to share the information on 
timing and sizes of their future order with the firm. Sharing ADI between custom-
ers and sellers creates a win-win situation for both parties based on which excess 
inventory and shortage of supply (or product unavailability) can be mitigated. ADI 
can also reduce customer waiting time and increase the service level (Ahmadi, 
Atan, Kok, and Adan 2020).

Suppose customers need a product at time t1. Under ADI, customers place their 
orders at t0 with the firm, where t t0 1<  (i.e., D t( )1 0= O t( )). In other words, the cus-
tomer order at the time t0 turns to customer demand at the time t1. If the firm cannot 
fulfill the demand at the time t1, then the customer needs to wait until the product is 
available. As illustrated in Figure 14.2, the time window between t0 and t1 is called 
commitment lead time.

Based on the accuracy of the information, ADI can be categorized as perfect ADI 
(i.e., customers share exact information on the timing and size of their future orders 
with the supplier) or imperfect ADI (i.e., customers provide the firm with an estimate 
of timing or quantity of future orders, which may then later be modified or canceled). 
For detailed information on perfect and imperfect ADI, see Ahmadi, Atan, Kok, and 
Adan (2019a,b), and the references therein.
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Firm

Customer order information
(order arrival)

Agreed delivery time 
(demand arrival)

Actual delivery time
(shipment arrival)

time

t0 t1 t2

Commitment lead time Customer waiting time

FIGURE 14.2 The occurrence of customer order and customer demand with ADI.

14.5  CONCLUSION AND FUTURE RESEARCH DIRECTIONS

In this chapter, we discussed how demand management plays a substantial role in 
balancing demand with supply in modern business workplaces. This process inte-
grates information across the supply chain known as the sales & operations planning 
(S&OP) function, which is comprised of a cross-functional team with representatives 
from the supply side and the demand side. The S&OP function acquires input data 
from both the supply and demand sides. The input from the demand side requires 
estimation models that can predict customer purchasing behavior.

We categorized the quantitative forecasting methods based on demand depen-
dency as independent- and dependent-demand models. For the independent models, 
we reviewed time-series forecast models in which the dependent demand is fore-
casted based on the historical sales records in the form of time series. For the depen-
dent models, we reviewed techniques for estimating the parameters of the causal 
models, in which the dependent demand is modeled in terms of some influential 
factors (e.g., product selling price, customer willingness-to-pay, product greenness, 
product freshness, product visibility, refund policy, and service quality) that can 
influence the customer purchasing decision. As illustrated in Figure 14.3, for each 
demand type, various forecasting methods have been reviewed and discussed.

For the time-series demand models, we noticed that identifying the patterns of 
the time series (i.e., level, trend, and seasonality) facilitates the selection of a fore-
casting technique. Depending on the characteristics of the time series, we classified 
the traditional time-series forecasting techniques. For stationary time series without 
trend and seasonality patterns (i.e., with level and random noise), we introduced 
naïve, simple average (SA), simple moving average (SMAn), weighted mur oving aver-
age (WMA ��) with an n-period time window and weighting vector w, and single 

n w,
exponential smoothing ( )SES  with smoothing level factor α. We discussed the pros α
and cons of each method.

For a time series without seasonality and with a trend, we reviewed Holt’s tech-
nique, known as double exponential smoothing (DESα β,  with smoothing level factor 
α  and smoothing trend factor β . We also discussed the damped version of the dou-
ble exponential smoothing that adds a damping parameter to DESα β,  to give more 
control over trend extrapolation. For a time series with seasonality, patterns can be 
added to the time series in either an additive or multiplicative form. For a time series 
with seasonality, we introduced the decomposition technique, in which the first data 
series is seasonally adjusted, then the seasonally adjusted data is forecasted using a 
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FIGURE 14.3 Demand quantitative forecasting techniques.

proper forecasting technique. Finally, the forecasts are reseasonalized. Furthermore, 
we discussed the Holt–Winters technique known as triple exponential smoothing 
(TESα β, ,γ ) with smoothing level factor α , smoothing trend factor β , and smoothing 
seasonal factor γ .

For the causal models, univariate and multivariate regression models and simula-
tion-based models were discussed. We reviewed how simulation-based models in the 
form of discrete-event, system dynamics, and agent-based simulation models applied 
to different applications.

We also reviewed scale-dependent forecast accuracy metrics, such as mean 
absolute error (MAE), mean square error (MSE), and scale-independent forecast 
accuracy metric mean absolute percentage error (MAPE). We discussed their char-
acteristics, advantages, and disadvantages. The scale-dependent metrics should not 
be used for comparing the forecast accuracy across different time series with differ-
ent scales, while scale-independent metrics can be applied. In general, the accuracy 
of a forecast depends on the amount of available historical data, data features (e.g., 
patterns and amount of randomness), forecast horizon, forecasting technique, and 
forecast accuracy metric (Petropoulos et  al. 2014). Another element that impacts 
forecast accuracy is the accuracy of the historical sales data, which is used as input 
in the forecast. We discussed that spilled and recaptured demand are not readily 
observable. We also discussed advance demand information (ADI) in both perfect 
and imperfect forms. In this setting, customers share their demand information (i.e., 
information on timing and the size of the order) in advance of their actual needs. 
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Even in imperfect form, in which customers can cancel or change their order infor-
mation, ADI can boost forecast accuracy.

Besides all the traditional forecasting techniques for time-series data and esti-
mating parameters of the causal models, artificial intelligence (AI) techniques can 
improve the accuracy of the demand forecast substantially by incorporating more 
influential factors and modeling more complex relationships and interactions among 
factors using intelligent algorithms. We reviewed how machine learning techniques 
have been applied to forecast demand for different applications. Even though the 
advanced forecasting technics based on AI can outperform traditional methods, they 
also have some drawbacks. The AI models do not provide analytical insights and 
require a large amount of data and processing power, especially in deep-learning 
models.

Although businesses usually have access to advanced and sophisticated quantita-
tive methods embedded in forecasting software, empirical evidence reveals that real-
world forecasting relies typically on human judgment. In other words, as the first 
step, computer-based quantitative methods provide the basis for a forecast, and it is 
modified based on human judgment in the next step (Kremer, Moritz, and Siemsen 
2011). No forecasting technique fits all types of data series. The most suitable fore-
casting technique for each dataset should be found among possible candidates based 
on the characteristics of the data series. In this setting, AI can be used not only for 
the forecasting technique selection process but also for tuning the forecasting tech-
nique parameters (e.g., the weighting parameter allocation and the length of the time 
window in the WMA �� technique).

n w,
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15.1  INTRODUCTION

Supply chain management (SCM) refers to the global management of multiple relation-
ships between different parts of the supply chain, from suppliers to final consumers. An 
effective supply chain employs eight key business processes to coordinate components of 
the supply chain in the best possible way to create added value in the system at the lowest 
cost. The eight key business processes are as follows: (1) customer relationship manage-
ment, (2) customer service management, (3) demand management, (4) order fulfillment, 
(5) manufacturing flow management, (6) supplier relationship management, (7) product 
development, and (8) returns management (Lambert, Cooper, and Pagh 1998).

The most important goal of SCM is to reach maximum consumer satisfaction 
along with increasing profitability and productivity. For this purpose, demand man-
agement provides a structure to forecast customers’ needs and synchronize supply 
chain capabilities (Croxton, Lambert et al. 2002). The demand management process 
includes strategic and operational steps. In the strategic step, demand management 
goals and strategies are determined, with considering information flow, forecasting 
and synchronizing procedures are developed and, finally, contingency management 
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systems and the frameworks of metrics are developed. In the operational step, the 
data is collected, demand estimation and supply chain synchronization are per-
formed and, finally, the performance of SCM is measured (Croxton et al. 2001).

Effective demand management increases customer loyalty, sales amounts and 
supply chain flexibility. Simultaneously, it decreases total expenses, safety stock, 
inventory level and demand variability (Gunasekaran, Patel, and Tirtiroglu 2001). 
Mentioned improvements are among the most important improvements considered for 
an efficient supply chain (Towill and McCullen 1999). Therefore, investing in demand 
management ultimately leads to greater supply chain efficiency and profitability.

As mentioned, demand management is about forecasting demand and synchro-
nizing all parts of the supply chain to satisfy Customer demand. To increase demand 
or control its uncertainty and variability, influencing on demand will arise. There 
are many factors affecting demand that recognizing these factors is one of the most 
important measures of demand management. Identifying these factors, recognizing 
their impact, planning on and controlling them to improve supply chain efficiency 
can significantly help managers to create a productive supply chain.

The focus of this book is to introduce the factors influencing demand so that 
in each chapter of this book, one of the major factors influencing demand is thor-
oughly examined. Also, there are other factors that affect demand, but due to the 
lack of research background or limitations in writing this book, a separate chapter 
has not been assigned to them. These factors are briefly introduced in this chapter. 
The factors that have been examined in the book chapters are briefly introduced in 
Section 15.2 and additional factors are introduced in Section 15.3.

15.2  AN OVERVIEW OF THE BOOK CHAPTERS

As mentioned, the goal of this book, in general, is to comprehensively introduce 
the factors influencing demand. Several important factors are each introduced and 
surveyed in separate chapters. Chapters  2–13 of the book address these factors. 
Chapter 14 examines some functions and explains how to achieve them.

One of the most important goals of this conclusion is to provide a summary of the book 
chapters, which helps readers identify all the factors together. Readers are referred to  
the relevant chapter to study the details. The summary of the book chapters is as follows:

In Chapter 2, pricing as one of the most important factors in supply chains’ profit, 
which can influence both demand and supply is investigated in detail. Deterministic 
and stochastic price-dependent demand functions are introduced, and the applica-
tions of pricing strategies in real situations are studied. Finally, future studies related 
to this issue are presented in different categories.

In Chapter 3, on-shelf inventory is introduced as an important factor influencing 
demand at the end of the supply chain where the final consumer is located because 
visible inventory is directly related to product availability from the customer’s point 
of view, which affects product demand. Various inventory-dependent demand func-
tions are introduced and optimal decisions are evaluated. Also, the relationships 
between some main factors and on-shelf inventory are examined and presented in 
detail. Finally, future studies in this area are presented.

In Chapter 4, rebate contract as a supply chain’s essential strategic decision that 
directly affects customers’ decisions and demand is investigated. The basic condition 
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studied in the literature is two-echelon supply chain with a newsvendor model. The 
top five most common types of rebates used in the literature are mail-in rebate, 
manufacturer rebate, retailer rebate, consumer rebate and wholesale price rebate. 
Deterministic, hybrid, conditional, and Poisson functions are studied. Also, consid-
ering the uncertainties of the real world, uncertain models have been presented in 
this field. In a supply chain, there is always competition between the manufacturer 
and the retailer for more profit. Game theory provides a win-win situation for both 
firms to make suitable profits, so the game theory is mostly used as a solution which 
is thoroughly investigated.

In Chapter 5, the effects of service level and its applications in different demand 
functions are analyzed. Focusing on the related literature, the most common linear 
and non-linear service level–dependent demand functions in four distinct categories 
are also described. The dependent demand functions are presented as service level–
dependent, quality-dependent, lead time-dependent and reliability-dependent forms. 
In addition, the applications of the introduced demand functions are investigated in 
real situations to obtain a more comprehensive view. Following the research trend 
and optimization models, the main insights are presented for future practitioners 
to know how they can apply service level in supply chain or revenue management 
problems and evaluate service level effects on customer demand more appropriately.

In Chapter 6, advertising and marketing as important tools in increasing demand are 
investigated. Advertising and marketing decisions in the field of operations management 
have been considered by many researchers. In reviewed articles, the effect of advertising 
and marketing efforts on demand functions in forms of power, square root, linear and 
non-linear with game theory approaches and in the form of static/dynamic models with 
deterministic/stochastic answers have been studied. Also, the issues of contract design 
(cooperative advertising, participation in costs related to marketing efforts, etc.) to coor-
dinate the supply chain are among the topics of interest in this area. Also, advertising 
and marketing efforts in B2B, B2C and closed-loop supply chains are studied.

In Chapter 7, the effect of the company’s reputation on the company’s competi-
tive advantage and performance is examined. Company’s reputation affects stake-
holders and customers’ behavior and needs, and ultimately it affects demand. Some 
mathematical models are introduced to investigate reputation-dependent demand 
functions. With introducing and reviewing several case studies, the advantages and 
disadvantages of these functions are investigated and, finally, by identifying study 
gaps, suggestions for future research in this field are provided.

In Chapter 8, different approaches to individual customer choice behavior mod-
eling in congested systems are reviewed. There are also some factors influencing 
customer choice behavior in queueing systems. These factors are introduced and 
studied in detail.

In Chapter 9, dynamic innovation capabilities are investigated as important tools 
to increase company’s competitive advantage. Leading in innovation and applying it 
have a direct impact on customer’s behavior and company’s reputation, which in turn 
affect demand. Several case studies are presented and, the decision-making effects 
in this field on the supply chain are investigated and identified.

In Chapter 10, time-dependent demand functions are surveyed for better under-
standing of different functions’ applicability and features. Accordingly, the func-
tions are grouped into four principal ones, namely, linear time-dependent demand, 
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exponential time-dependent demand, quadratic time-dependent demand and, ramp-
type time-dependent demand. After the survey, a comprehensive literature review is 
provided to shed light on future research directions. Also, two real case studies are 
examined to show the functions’ applications and, the mathematical models with 
their solution approaches are presented.

In Chapter 11, inflation as a factor that influences demand is investigated. Some 
practical examples and case studies are mentioned. Different forms of demand 
functions are introduced and suggestions for future studies in this field are pro-
vided. It is mentioned that inflation could be divided into two categories, demand 
pull inflation and cost push inflation. Since the nature and effects of inflation are 
uncertain and demand is one of the most important factors affecting the sup-
ply chain, investigating the dynamic interaction between inflation and demand 
is important for supply chain management and especially the inventory system. 
Models that have examined the impact of inflation on the inventory system are 
introduced and reviewed.

In Chapter 12, the effects of pricing and stock level of substitute and complemen-
tary products are investigated. Studying the interaction between demand of com-
plementary and substitute products helps to optimize the decision-making process, 
identify the opportunities and increase marginal profit. The linear demand function 
has been widely used in the literature because processes and calculations on the 
linear demand curve are easier and more understandable. This linear function is 
introduced and investigated in detail.

In Chapter 13, it is investigated how search costs may discourage consumers from 
buying and may result in the incompetent allocating of products and resources since 
customers may get what they do not like. Although search cost for information of 
products and price has been reduced, the high search cost of quality may lead to cus-
tomer back from purchasing. This chapter studies previous researches and discusses 
the factors of social networks that affect demand. Moreover, both quantitative and 
qualitative attributes of online reviews are considered. It is shown that when custom-
ers read online reviews, they pay attention to other information, such as reviewers’ 
reputation, in addition to the review scores.

Finally, in Chapter 14, forecasting the independent-demand models and estimat-
ing the parameters of the dependent-demand models are investigated. Time-series 
forecasting techniques have been classified for forecasting the independent-demand 
models and, regression and simulation-based models have been employed for esti-
mating the parameters of the dependent-demand models. Some methods are provided 
to measure the accuracy of the historical data and, finally, Big Data and artificial 
intelligence (AI) are mentioned as methods for improving the demand forecasting 
process.

15.3  OTHER FACTORS INFLUENCING DEMAND

It should be noted that there are many factors affecting demand. They have dif-
ferent effects in different countries, conditions, cultures and even climates. In 
addition to the factors investigated in the previous chapters, there are other factors 
that have a large impact on demand. Although many factors are still unknown, in 
Chapter 15 we have tried to present as many additional factors as possible.
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15.3.1  product Quality

Product quality is one of the most important factors in customer satisfaction and 
loyalty. This factor plays an important role in all parts of the supply chain and affects 
both B2B and B2C relations. Vӧrӧs (2002) has introduced the concept of quality 
inflation, which means customer expectations increase over time due to their experi-
ence of high-quality products. These expectations make companies increase their 
products’ quality and operational efficiency to hold their market share and competi-
tive advantages. However, improving the quality increases the total expenses and the 
price of goods and, ultimately, it reduces the marginal profit of the manufacturer, but 
demand can be increased by improving the quality level at any price.

Maiti and Giri (2014) have assumed a positive linear relationship between quality 
and demand in a closed-loop supply chain and have concluded that product qual-
ity has a positive impact on demand rate and increases the supply chain’s profit. 
Giovanni (2011) has considered customer demand as a linear function of wholesale 
price and goodwill where goodwill has a positive linear relationship with quality and 
advertising. Vӧrӧs (2002) has presented a non-linear relationship between demand 
and quality. Hallak (2006) has investigated the relationship between the product’s 
quality and the direction of trade and has concluded that rich countries tend to 
import more from countries that produce high-quality products.

15.3.2  Social reSpoNSibility

There are many reasons why a company should be socially responsible, such as eco-
logical issues (Bansal and Roth 2000) and financial performance (Wang, Dou and Jia 
2015). Given the extensive literature, corporate social responsibility (CSR) is one of the 
best operations a company can use to increase performance and profitability (M.-D. P. 
Lee 2008, McWilliams and Siegel 2001). For example, due to climate changes, one of 
the most important actions a firm can take to get a positive response from the market is 
reducing carbon emissions (Lee, Park, and Klassen 2015). Albuquerque, Koskinen, and 
Zhang (2019) have studied the relationship between CSR and firms’ systematic risk based 
on the premise that CSR is a product differentiation strategy. Raza (2018) has generated a 
quantitative model for joint pricing, retailer inventory ordering and investment for socially 
responsible decisions in a supply chain under both deterministic and stochastic demand.

15.3.3  diStaNce (Facility locatioN)

The distance of one point from the production sites may increase the cost of trans-
portation and consequently the price of the goods, which, depending on the type of 
goods, can affect the demand. Also, goods supplied from abroad have a higher price 
elasticity at the country’s borders than in the center of the country (Asplund, Friberg, 
and Wilander 2007).

15.3.4  the SiZe aNd the Structure oF the populatioN

Like many factors that affect social trends, population structure has a great impact on 
needs, trends and demand structure. Population aging over time increases inflation 
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and unemployment and, it decreases gross domestic product (GDP) (Katagiri 2012). 
Age distribution of the population has important effects on house demand (Ermisch 
1996). Also, it is obvious that a country with a high youth-to-middle-age ratio has a 
greater demand for high-tech products.

15.3.5  cliMate coNditioNS

With the increase of industrial activities and the effect of greenhouse gases on the 
environment, the earth is warming day by day, and this affects the climatic condi-
tions of different regions over time. Agriculture, food, tobacco and lumber indus-
tries with electricity and gas services are significantly influenced by climate change. 
Although the effects are not uniform from one country to another (Mendelsohn et al. 
2000), the low impact of climate change on mortality and morbidity rates has a great 
impact on people’s welfare and population structure, which in turn can change social 
behaviors and customer needs (Jorgenson et al. 2004).

A specific example for the impact of climate change on demand is heating 
and cooling devices. As the earth gets warmer, electricity demand for cooling 
increases and electricity demand for heating decreases, so the demand of their 
related products will be changed. Besides, the demand for heat sources, including 
gas and electricity decreases due to rising temperatures (Mideksa and Kallbekken 
2010).

15.3.6  goverNMeNt policieS

The government plays a major role in creating culture, changing social behaviors by 
enforcing do’s and don’ts, enacting tax laws and advocacy strategies. For example, 
government policies that support the production of green foods will increase their 
demand and improve people’s health and well-being over time. Also, in some coun-
tries, the consumption of some products is prohibited, such as Muslim countries 
that ban the consumption of alcohol or banning the smoking in some countries, 
these policies deter people from buying and consuming illicit goods and therefore 
affect demand.

15.3.7  iNcoMe

Hicks (1946), has investigated the effects of income on customer behaviors from 
an economic perspective. First, he refers to Marshall’s theory, which assumes the 
demand rate of a commodity depends on the marginal utility of money, that is, a 
fixed parameter for an individual; therefore, in Marshall’s theory, without changes 
in prices, even if an individual income increases, demand will not change. Contrary 
to this simplification, changes in the composition of the consumption of goods and 
demand due to changes in income, for both the individual and the outcome of the 
individuals who make up society, is obvious. Changes in income have different 
effects on the demand of different types of products, and it is necessary to mention 
that it differs for different segments of the population (Hicks 1946).
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15.3.8  iNterNatioNal MarketS

One of the consequences of globalization is the genesis of international markets. 
International markets can change consumer’s needs and behaviors by introducing 
new products, bringing technology to the country and increasing the competitive-
ness of domestic producers (Hellwig 2014). Also, attending at international markets 
increases the reputation and profitability of companies, which in turn has a signifi-
cant impact on demand (Brander and Spencer 1985).

15.3.9  critical coNditioNS, Such aS FaMiNe, war, 
aNd the epideMic oF diSeaSe

Critical conditions in a country change the behaviors and concerns of the people. 
For example, in a country that is at war, many people are no longer willing to buy 
luxury goods, and in this situation, the demand for basic goods and even Giffen 
goods increases. Also, in an epidemic of a disease, the demand for related health 
goods and health services increases. It must be noted that impacts vary among dif-
ferent countries, conditions and products.

15.3.10  uNeMployMeNt rate

Unemployment causes lack of income and inability to cover expenses. As mentioned 
earlier, income has an important effect on social welfare and, consequently, on social 
behaviors or even culture (Ravallion and Lokshin 2001). In a society with a high 
unemployment rate, a large percentage of people are below the poverty line and 
therefore need government assistance, in this situation, their needs are limited to the 
basic needs of food and clothing, which affects the demand of other products.

15.3.11  Social behaviorS

Social behaviors have a very important effect on demand for water and energy 
(Faiers, Matt Cook, and Neame 2007, Koutiva and Makropoulos 2016). Also, there 
are some special social behaviors, such as concerns about halal products that affect 
Muslim consumers’ willingness to pay (WTP) and the demand for halal foods in 
Muslim’s countries (Ahmed et al. 2019). Besides, due to increasing environmental 
issues, young generations seem to be more inclined to use green and environmen-
tally friendly products (Kanchanapibul et al. 2014). From the companies’ point of 
view, social marketing, motivational interviewing and community mobilization are 
related to product awareness, community adoption with a new product, social trends 
and, finally, social behaviors (Quick 2003, Lewis 2005).

15.3.12  the leNgth oF the credit period

Late payment allows the retailer to think about its own benefits and the customer’s 
satisfaction without worrying about paying for the custom product. In other words, the 
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retailer uses its credit and delays the payment. The credit period, by increasing flexibil-
ity, increases the retailers’ desire to place more orders, creates a long-term interaction 
between parts of the supply chain and, ultimately, increases the quality of products by 
creating a time interval between delivery and receipt (Yang, Hong, and Lee 2014). It 
should be noted that this factor is briefly mentioned in Chapters 3 and 4 of this book.

The credit period has been examined from two aspects of finance and operations 
management (Jing, Chen, and Cai 2012). From an operations management point of 
view, the relevant literature can be divided into two parts, the supply side and the 
demand side. The most recent researches on this subject have considered the credit 
period as a coordination tool that deals with how to decide on credit, the duration of 
credit and the settlement period.

As mentioned earlier, the factors presented in this book are not all factors that 
affect demand. Many factors are still unknown and, many others have indirect effects 
on demand. The authors of this book have tried to identify and present the factors as 
much as possible. The investigated factors can be divided into two categories: endog-
enous factors and exogenous factors. Figure 15.1 shows all these factors at a glance.
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FIGURE 15.1 Factors influencing demand at a glance.

As mentioned, influencing demand is one of the most important demand man-
agement strategies in supply chain management. Identifying the factors influencing 
demand is the first step to manage it. In this book, all the major factors affecting 
demand have been introduced and investigated as much as possible with mathemati-
cal and optimization point of view in the chapters. Also, several additional factors 
have been introduced and investigated. Further study on the impact of these factors 
on demand from an optimization perspective can be a good suggestion for future 
studies in the field of influencing demand.



281Conclusion

REFERENCES

Albuquerque, Rui, Yrjö Koskinen, and Chendi Zhang. 2019. Corporate social responsibil-
ity and firm risk: Theory and empirical evidence. Management Science 65, no. 10: 
4451–4469.

Ahmed, Waqar, Arsalan Najmi, Hafiz Muhammad Faizan, and Shaharyar Ahmed. 2019. 
Consumer behaviour towards willingness to pay for Halal products: An assessment of 
demand for Halal certification in a Muslim country. British Food Journal 121, no. 2: 
492–504.

Asplund, Marcus, Richard Friberg, and Fredrik Wilander. 2007. Demand and distance: 
Evidence on cross-border shopping. Journal of Public Economics 91, no. 1–2: 141–157.

Bansal, Pratima, and Kendall Roth. 2000. Why companies go green: A model of ecological 
responsiveness. Academy of Management Journal 43, no. 4: 717–736.

Brander, James A., and Barbara J. Spencer. 1985. Export subsidies and international market 
share rivalry. Journal of International Economics 18, no. 1–2: 83–100.

Croxton, Keely L., Sebastián J. García-Dastugue, Douglas M. Lambert, and Dale S. Rogers. 
2001. The supply chain management processes. International Journal of Logistics 
Management 12, no. 2: 13–36.

Croxton, Keely L., Douglas M. Lambert, Sebastián J. García-Dastugue, and Dale S. Rogers. 2002. 
The Demand Management Process. International Journal of Logistics Management 13, no. 
2: 51–66.

Ermisch, John. 1996. The demand for housing in britain and population ageing: 
Microeconometric evidence. Economica 63, no. 251: 383–404.

Faiers, Adam, Matt Cook, and Charles Neame. 2007. Towards a contemporary approach for 
understanding consumer behaviour in the context of domestic energy use. Energy Policy 
35, no. 8: 4381–4390.

Giovanni, Pietro De. 2011. Quality improvement vs. advertising support: Which strategy 
works better for a manufacturer? European Journal of Operational Research 208, no. 
2: 119–130.

Gunasekaran, A., C. Patel, and E. Tirtiroglu. 2001. Performance measures and metrics in a sup-
ply chain environment. International Journal of Operations & Production Management 
21, no. 1/2: 71–87.

Hallak, Juan Carlos. 2006. Product quality and the direction of trade. Journal of International 
Economics 68: 238–265.

Hellwig, Timothy. 2014. Balancing Demands: The world economy and the composition of 
policy preferences. Journal of Politics 76, no. 1: 1–14.

Hicks, John R. 1946. Value and Capital: An Inquiry into Some Fundamental Principles of 
Economic Theory. 2nd Ed. London: Oxford: Clarendon Press.

Jing, Bing, Xiangfeng Chen, and Gangshu (George) Cai. 2012. Equilibrium financing in a 
distribution channel with capital constraint. Production and Operations Management 
21, no. 6: 1090–1101.

Jorgenson, Dale W., Richard J. Goettle, Brian H. Hurd, and Joel B. Smith. 2004. U.S. Market 
Consequences of Global Climate Change. Arlington, United States: Pew Center on 
Global Climate Change.

Kanchanapibul, Maturos, Ewelina Lacka, Xiaojun Wang, and Hing Kai Chan. 2014. An empir-
ical investigation of green purchase behaviour among the young generation. Journal of 
Cleaner Production 66: 528–536.

Katagiri, Mitsuru. 2012. Economic Consequences of Population Aging in Japan: Effects through 
Changes in Demand Structure. Institute for Monetary and Economic Studies (IMES) 
Discussion Paper Series 12-E-03. Institute for Monetary and Economic Studies, Bank of Japan.



282 Influencing Customer Demand

Koutiva, Ifigeneia, and Christos Makropoulos. 2016. Modelling domestic water demand: An 
agent based approach. Environmental Modelling & Software 79: 35–54.

Lambert, Douglas M., Martha C. Cooper, and Janus D. Pagh. 1998. Supply chain management: 
implementation issues and research opportunities. International Journal of Logistics 
Management 9, no. 2: 1–20.

Lee, Min-Dong Paul. 2008. A  review of the theories of corporate social responsibility: Its 
evolutionary path and the road ahead. International Journal of Management Reviews 
10, no. 1: 53–73.

Lee, Su-Yol, Yun-Seon Park, and Robert D. Klassen. 2015. Market responses to firms’ vol-
untary climate change information disclosure and carbon communication. Corporate 
Social Responsibility and Environmental Management 22, no. 1: 1–12.

Lewis, Michael. 2005. Incorporating strategic consumer behavior into customer valuation. 
Journal of Marketing 69, no. 4: 230–238.

Maiti, T., and B. C. Giri. 2014. A closed loop supply chain under retail price and product qual-
ity dependent demand. Journal of Manufacturing Systems 37: 624–637.

McWilliams, Abagail, and Donald Siegel. 2001. Corporate social responsibility: A theory of 
the firm perspective. Academy of Management Review 26, no. 1: 117–127.

Mendelsohn, Robert, Wendy Morrison, Michael E. Schlesinger, and Natalia G. Andronova. 
2000. Country-specific market impacts of climate change. Climatic Change 45, no. 3–4: 
553–569.

Mideksa, Torben K., and Steffen Kallbekken. 2010. The impact of climate change on the elec-
tricity market: A review. Energy Policy 38, no. 7: 3579–3585.

Quick, R. 2003. Changing community behaviour: Experience from three African countries. 
International Journal of Environmental Health Research 13: S115–S121.

Ravallion, Martin, and Michael Lokshin. 2001. Identifying welfare effects from subjective 
questions. Economica 68, no. 271: 335–357.

Raza, Syed Asif. 2018. Supply chain coordination under a revenue-sharing contract with cor-
porate social responsibility and partial demand information. International Journal of 
Production Economics 205: 1–14.

Towill, Denis R., and Peter McCullen. 1999. The impact of agile manufacturing on supply 
chain dynamics. International Journal of Logistics Management 10, no. 1: 83–96.

Vӧrӧs, Jόzsef. 2002. Product balancing under conditions of quality inflation, cost pressures 
and growth strategies. European Journal of Operational Research 141, no. 1: 153–166.

Wang, Qian, Junsheng Dou, and Shenghua Jia. 2015. A meta-analytic review of corporate 
social responsibility and corporate financial performance: The moderating effect of con-
textual factors. Business & Society 55, no. 8: 1083–1121.

Yang, Shuai, Ki-sung Hong, and Chulung Lee. 2014. Supply chain coordination with stock-
dependent demand rate and credit incentives. International Journal of Production 
Economics 157, no. 1: 105–111.



IndexIndex Index

Note: Page numbers in italics indicate a figure.

A bounded rationality, 142 – 144, 149
brands

ABS (agent-based simulation), 261 in advertising, 96, 98, 100
AdaBoost, 262 in company’s reputation, 117 – 119, 128
ADI (advance demand information), 265 in innovation capabilities, 164, 223
advance demand information, see ADI in penetration pricing, 22
advertising and social media, 234, 236, 241 – 242, 244 – 245

in marketing, 95 – 98, 100 – 101 bullwhip effect, 265
in mass and social media, 234, 236 – 237 bundle pricing, 20, 227
mathematical models, 103 – 104 business model, 166, 170 – 171, 178
in rebate, 59, 63 in sustainable innovation, 168 – 169
research trends, 107 – 109 business-to-business, 26, 84, 100, see also B2B

affordability-based pricing, 21 business‐to‐customer, 26, 84, 100, see also B2C
agent-based simulation, see ABS buyback contract, 62
agile, 162 – 163 by-product, 20

in attributes, 160
in relationship with exploration and 

Cexploitation, 160 – 161
in transitioning via agile, 159 cashback websites, 66, 68

AI (artificial intelligence), 262 – 263 centrality, 235, 237, 240, 247, 248
all-zero forecast, 260 centrality scores, 235
anecdotal reasoning, 144 – 145, 148, 150 channel rebate, 8, 59, 63, 68
ANN (artificial neural networks), 262 – 263 climate conditions, 278
artificial intelligence, 159, 262, see also AI closed-loop supply chain, 95–96, 100, 275
artificial neural networks, 262, see also ANN cloud computing, 262
assemble-to-order, see ATO CNN (convolutional neural network), 262
ATO (assemble-to-order), 254 Cobb–Douglas model, 82

CODP (customer order decoupling point), 254

B comparative judgments, 142
competitor-oriented pricing, 19, 26

B2B (business‐to‐business) complementarity, 170 – 173, 175, 223, 229
in company’s reputation, 120 – 124 consumer rebate, 8, 60, 63 – 64, 68, 72
in inflation-dependent demand, 208 convolutional neural network, see CNN
in marketing decisions, 100 cooperative advertising, 96, 103, 107, 109
in pricing applications, 26 coordination contracts, 61
in product quality, 277 copurchase network, 237
in service level, 84 – 85 corporate reputation, 115 – 120, 131
see also business-to-business cost-based pricing, 19

B2C (business‐to‐customer) credit period, 8 – 9, 62, 279 – 280
in company’s reputation, 120 – 125 critical conditions, 279
in inflation-dependent demand, 208 Croston’s technique, 260, 263
in marketing decisions, 100 customer-based reputation, 118
in on-shelf inventory, 53 customer citizenship behaviors, 118
in pricing applications, 26 customer expectation, 59, 128, 189, 196, 277
in product quality, 277 customer-intensive services, 139
in service level, 84 customer loyalty, 85, 130 – 131, 274
see also business‐to‐customer in company’s reputation, 117 – 118, 121, 128

backlogged, 195, 255 customer order decoupling point, see CODP
betweenness, 235, 240, 250 customer order driven, 254
Big Data, 262 – 263 customer satisfaction
blind queue, 148 in company’s reputation, 116, 118, 121, 128 – 130

283



284 Index

in congestion in the system, 140 ETO (engineer-to-order), 204, 254
and product quality, 277 event-oriented service level, 79
in sensitivity to time, 184, 189 exploitation, 160 – 161, 169
in service level, 77, 85 exploration, 160 – 161

customer needs, 117, 119, 273, 278 exponential time-dependent demand, 185–186, 
195, 198, 276

D
F

decomposition technique, 259
delay information, 147 facility location, 31, 141, 277
delay uncertainty, 146 factors influencing demand, 276, 280, see also 
delivery reliability, 140 demand influencing factors
demand causal models, 260 finance, 2, 4, 5
demand chain, 164 forecast accuracy, 255, 264
demand function forecast accuracy metrics, 255, 263 – 264

and artificial intelligence, 263 forecast error, 258, 263 – 264
in company’s reputation, 119 – 120 forecast horizon, 257
in complementary and substitute goods, 224 forecast-driven, 254
in congestion in the system, 149 – 150 full information, 147
in demand causal models, 260
in dynamic innovation, 176 – 177 G
in inflation, 206
in marketing decisions, 97–100, 103 – 105, 107 game theory, 70 – 71, 107, 116, 127, 136
in on shelf inventory, 42, 46 – 50 gathering and cleaning data, 5
in pricing policy, 18, 22 – 25, 29, 33 government policies, 278
in rebate contracts, 64, 66 – 67, 68 – 71
in sensitivity to time, 186 – 192, 198 H
in service level, 80 – 84, 89 – 90

demand influencing factors, 4 – 5, 7 – 8, see also health care system, 141
factors influencing demand historical data, 255, 257 – 258, 260, 262, 264

demand management, 159 – 160, 204, 253 Holt’s model, 259
as business process, 273 – 274 Holt–Winters technique, 259
as a component of S&OP, 3, 5 – 6 hoteling model, 68
definition, 1 – 2

demand planning, 4 – 5 I
dependent-demand, 184, see also dependent-

demand models income, 80 – 81, 121, 278 – 279
dependent-demand models, 255, 263, 276 independent-demand models, 255
derived demand, 254 inflation, 203 – 210, 213
deterioration inflation-dependent demand, 203, 207

in demand sensitivity to time, 187 – 189, influencing demand, 2, 8
192 – 193, 195, 197 definition, 14

as a factor affecting replenishment, 43 – 44 process, 6
in trade credit, 62 innovation

differential pricing, 20 in agile business system, 160 – 161, 163
digital twin, 172, 175 as a component of reputation, 131
discrete event simulation, 261 innovation paradigm, 158
distance sensitivity, 141 in list of hybrid demand functions,  
double exponential smoothing, 258 176 – 178
dynamic pricing, 20, 32, 43 in new products, 4

in perspectives of manufacturing, 171 – 175

E in sensing, seizing and reconfiguring 
capabilities, 165 – 170

EDI (electronic data interchange), 265 instant rebate, 59, 63
electronic data interchange, see EDI intangible property, 115
empty restaurant syndrome, 148 intermittent demand, 260
engineer-to-order, 254, see also ETO international markets, 279 – 280
E-shop, 64, 66, 68 Internet-of-Things, 159, 262, see also IOT



Index 285

inventory mean absolute deviation, see MAD
definition, 203 – 204, 208 – 209 mean absolute error, see MAE
in demand sensitivity to time, 185, 192 – 193, mean absolute percentage error, see MAPE

195 – 196 mean square error, see MSE
in inflation-dependent demand, 206,  MIR (mail-in rebate), 59 – 60, 63 – 64, 70 – 71

210, 213 MSE (mean square error), 263 – 264
in on-shelf inventory, 41 – 45, 53 MTO (make-to-order), 204, 254
in pricing, 29 – 31 MTS (make-to-stock), 254
in rebate contracts, 60, 62 multinomial logit model, 143
in service level, 84 – 86 multiplicative competitive interaction, 24, 144
types of demand functions, 46 – 49

inventory management, 42, 53, 85 – 86, 184, 192 N
inventory service level 84, 86
IOT (Internet-of-Things), 262 naïve, 257

national advertising, 96, 97 – 98, 103 – 104

L negative externalities, 138
new products, 6, 279

large-scale demand, 263 new product pricing, 21
lead time–dependent, 78, 81 – 83 as a step of S&OP, 4
linear time–dependent demand, 49, 185, 196 no information, 147
LMR (log mean squared error ratio), 264 non-zero end inventory, 44 – 45, 52
local advertising, 96 – 98, 103 – 104
logistics, 2, 3, 5 O

in manufacturing paradigm, 171
in sensitivity to time, 184, 189, 194 odd-even pricing, 20
in service level, 87 – 88 online pricing, 21

logit choice model, 142 – 143 online recommendation, 237
logit demand function, 25, see also logit price– operations management

dependent congestion in the system, 135, 142, 150
logit price–dependent, 29 and credit period, 280
log mean squared error ratio, see LMR inflation-dependent demand, 203
log-separable demand, 81 marketing decisions, 96 – 97, 107
loss aversion, 145, 150 in on-shelf inventory, 41
lost-sale demand, 255 rebate contracts, 60
lumpy demand, 260, 263 service level, 79

optimization, 30, 138, 171, see also optimization 

M models
optimization models, 26, 52, 126, 210, 224

machine learning, 263
MAD (mean absolute deviation), 263 P
MAE (mean absolute error), 263 – 264
mail-in rebate, 8, 59–60, 63, see also MIR PageRank, 237, 247 – 248, 251
make-to-order, see MTO partial information, 147
make-to-stock, see MTS penetration pricing, 22
manufacturer rebate, 64, 70 – 73 perishable item, 188, 198
manufacturing, 158 – 159, 163 population, 277 – 278

in changing paradigm, 171 – 172 power functions, 67, 83, 90
in digital twin, 175 – 176 predatory pricing, 21
in dynamic capabilities model, 167 prestige pricing, 21

MAPE (mean absolute percentage error), 263 – 264 price-dependent demand, 22 – 24, 30 – 32, see also 
marketing, 2, 6, 17 – 18, 28 logit price–dependent

in demand functions, 97 – 100 price elasticity, 18, 22, 24, 64, 207, 277
in marketing decisions, 95 price-sensitive, 32
in marketing efforts, 96, 100 – 101, 103, 105, price skimming, 21

107 – 109 pricing, 17 – 18
in rebate, 60, 63 application, 26 – 28
as a step of S&OP, 4 – 5 in mathematical models, 28 – 30

marketing and sales, 2, 4 – 5, 9 pricing strategies, 19 – 22



286 Index

product development, 2, 164, 273, see also new reviewer exposure, 236, 242, 249
products RF (random forests), 262

product-line pricing, 20 risk aversion, 146 – 147, 150
product-process, 172 – 173, 175 risk seeking, 146 – 147
product quality, 29 – 30, 148, 188, 277

in consumer ratings, 235 S
in service level, 87

promised delivery time, 140 S&OP
promotion, 4, 164 definition and objective, 2, 253–254

in demand functions, 97 – 100 process, 2 – 3
in industries, 101 – 103 steps, 3 – 6
in marketing efforts, 95 – 96 sales and operations planning, see S&OP
in mass and social media, 239, 245, 250 sales rebate contract, 61, 62 – 63
as product-line promotion, 20 scale-dependent metric, 264
in rebate, 63, 65 scale-independent metric, 264

prospect theory, 145 SD (system dynamics), 261, 262
psychological pricing, 20 seasonal smoothing factor, 260
purchasing behavior, 254 seizing, 158, 164, 168 – 171, 176

in dynamic capabilities model, 165 – 167

Q sensing, 158, 164, 168 – 171, 173, 176
in dynamic capabilities model, 165 – 167

quadratic time–dependent demand, 186 service level, 77
quality inflation, 277 in application, 84 – 85
quality information, 147 – 148, 234, 236 in demand functions, 80 – 81, 83 – 84
quality-dependent, 78, 81, 88 in different service level types, 79 – 80
quantal response equilibrium, 142 in mathematical models, 86 – 87
quantitative forecasting techniques, 256 in research trends, 88 – 90
quantity discount contract, 61 in service rate, 78
quantity flexibility contract, 61 service level–dependent, 78, 83
quantity-oriented service level, 79 service quality, 88, 148, 165
queueing theory, 136 in anecdotal reasoning, 144

in service rate, 78
service rate, 77 – 78, 137 – 138, 145, 148R
service speed, 138 – 140

ramp-type time-dependent demand, 186, 192 simple average, 257
random forests, see RF simple moving average, 257
random noise, 151, 256 simulation-based models, 261 – 262
random walks, 255 single exponential smoothing, 258
rebate, 8, 59 – 63 smart products, 173 – 174

in case studies, 67 – 68 smoothing level factor, 258 – 259
in demand functions, 64 – 67 smoothing trend factor, 258 – 259
in mathematical models, 68 – 70 social behaviors, 278 – 279
in research trends, 71 – 73 social network, 233 – 235, 237, 239 – 240, 

rebate-dependent demand, 65, 67 – 68 247 – 248, 250
reference-dependent, 145 social responsibility, 118, 126, 277
regression, 249 – 251, 260 – 261 Stackelberg game, 30, 70, 107
reliability, 140 – 141, 149, see also reliability stakeholders, 158, 168, 173

dependent in company’s reputation, 115 – 119
reliability-dependent demand, 78, 82 – 83 stakeholder’s perception, 116
reputation, 115 – 119, 279 statistical forecast, 1, 5, 6

in list of demand functions, 119 – 126 steps of sales & operations planning, 3, see also 
in research trends, 127 – 130 S&OP
in role of reviewer characteristics, stochastic demand, 71, 265, 277

 242 – 243 stock-dependent demand, 43 – 50
retailer rebate, 59 – 60, 63, 70, 71 – 73 optimization models, 52, 53
revenue sharing, 61 supplier selection, 29, 32



Index 287

supply chain, 1 – 2, 6, 7, 10, 11 trade credit, 45, 50, 62
supply chain management, 18, 165, 184, 192, traditional forecasting models, 262

206, 265 transportation demand management, 26, see also 
definition, 273 – 274 demand management

support vector machines, 262 triple exponential smoothing, 259
sustainable, 158, 161 – 164 two-component demand, 46

in business model innovation, 168 – 169
in smart products, 173 U

sustainable competitive, 115
SVM (support vector machines), 262, 263 unemployment rate, 279
system dynamics, see SD

V
T

value-based pricing, 19
take-it-or-leave-it, 69
target pricing, 21 W
time-dependent demand, 49

functions, 185 – 187, 189 – 192 weighted moving average, 257
industrial examples, 192 white noise, 255
mathematical models, 193, 195 wholesale price contract, 61
research trends, 196 – 197 wholesale price rebate, 8, 70, see also wholesale 

time-oriented service level, 80 price contract
time-series model, 255, 263 willing-to-pay, 21
time window, 193 – 195, 257, 262, 265 word of mouth, 234, 236, 238, 241


	Cover
	Half Title
	Title
	Copyright
	Contents
	Preface
	Editors
	Chapter 1 Introduction
	Chapter 2 Pricing Policies
	Chapter 3 On-Shelf Inventory
	Chapter 4 Rebate Contracts
	Chapter 5 Service Level Effects
	Chapter 6 Marketing Decisions and Efforts
	Chapter 7 A Company’s Reputation
	Chapter 8 Congestion in the System
	Chapter 9 Dynamic Innovation Capabilities
	Chapter 10 Demand Sensitivity to Time
	Chapter 11 Inflation-Dependent Demand
	Chapter 12 Substitute and Complementary Goods
	Chapter 13 Mass and Social Media
	Chapter 14 Past and Future of Demand Forecasting Models
	Chapter 15 Conclusion
	Index



