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Introduction

There is general agreement on the rudiments of algebraic topology, the things

that every mathematician should know. This material might include the fun-

damental group; covering spaces; ordinary homology and cohomology in

its singular, cellular, axiomatic, and represented versions; higher homotopy

groups and the Hurewicz theorem; basic homotopy theory including fibra-

tions and cofibrations; Poincaré duality for manifolds and for manifolds with

boundary. The rudiments should also include a reasonable amount of cate-

gorical language and at least enough homological algebra for the universal

coefficient and Künneth theorems. This material is treated in such recent

books as [3, 34, 36, 59, 93] andmany earlier ones.What next? PossiblyK -theory,

which is treated in [3] and, briefly, [93], and some idea of cobordism theory

[36, 93]. None of themost recent texts goesmuchbeyond thematerial justmen-

tioned, all of which dates at latest from the early 1960s. Regrettably, only one of

these texts, [34], includes anything about spectral sequences, but [79, 98, 123]

help make up for that.

The subject of algebraic topology is very young. Despite many precursors

and earlier results, firm foundations only date from the landmark book of

Eilenberg and Steenrod [45], which appeared in 1952. It is not an exaggeration

to say that even the most recent published texts do not go beyond the first

decade or so of the serious study of the subject. For that reason, people outside

the field very often know little or nothing about some of its fundamental

branches that have been developed over the past half century. A partial list of

areas a student should learn is given in the suggestions for further reading

of [93], and a helpful guide to further development of the subject (with few

proofs) has been given by Selick [123].

It seems to us that the disparity between the lack of accessibility of the pub-

lished sources and the fundamental importance of the material is nowhere

greater than in the theory of localization and completion of topological

xi
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spaces.1 It makes little more sense to consider modern algebraic topology

without localization and completion of spaces than it does to consider modern

algebra without localization and completion of rings. These tools have been

in common use ever since they were introduced in the early 1970s. Many

papers in algebraic topology start with the blanket assumption that all spaces

are to be localized or completed at a given prime p. Readers of such papers are

expected to know what this means. Experts know that these constructions can

be found in such basic 1970s references as [21, 62, 133]. However, the stan-

dard approaches favored by the experts are not easily accessible to the novices,

especially in the case of completions. In fact, these notions can and should

be introduced at a much more elementary level. The notion of completion is

particularly important because it relates directly to mod p cohomology, which

is the invariant that algebraic topologists most frequently compute.

In the first half of this book, we set out the basic theory of localization

and completion of nilpotent spaces. We give the most elementary treatment

we know, making no use of simplicial techniques or model categories. We

assume only a little more than a first course in algebraic topology, such as can

be found in [3, 34, 36, 59, 93]. We require and providemore information about

some standard topics, such as fibration and cofibration sequences, Postnikov

towers, andhomotopy limits andcolimits, thanappears in thosebooks, but this

is fundamental material of independent interest. The only other preliminary

that we require and that cannot be found in most of the books cited above is

the Serre spectral sequence. There are several accessible sources for that, such

as [34, 79, 98, 123], but to help make this book more self-contained, we give

a concise primer on spectral sequences in Chapter 24; it is taken from 1960s

notes of the first author and makes no claim to originality.

The second half of the book is quite different and consists of two parts that

can be read independently of each other and of the first half. While written

with algebraic topologists inmind, both parts should be of more general inter-

est. They are devoted to topics in homotopical algebra and in pure algebra

that are needed by all algebraic topologists and many others. By far the longer

of these parts is an introduction to model category theory. This material can

easily be overemphasized, to the detriment of concrete results and the nu-

ances needed to prove them. For example, its use would in no way simplify

anything in the first half of the book. However, its use allows us to complete

the first half by giving a conceptual construction and characterization of local-

izations and completions of general, not necessarily nilpotent, spaces. More

1. These topics are not mentioned in [3, 36, 59].
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fundamentally, model category theory has become the central organizational

principle of homotopical algebra, a subject that embraces algebraic topology,

homological algebra, and much modern algebraic geometry. Anybody inter-

ested in any of these fields needs to know model category theory. It plays a

role in homotopical algebra analogous to the role played by category theory in

mathematics. It gives a common language for the subject that greatly facilitates

comparisons, and it allows common proofs of seemingly disparate results.

The short last part of the book is something of a bonus track, in that it is

peripheral to the main thrust of the book. It develops the basic theory of bi-

algebras andHopf algebras. Its main point is a redevelopment of the structure

theory of Hopf algebras, due originally to Milnor and Moore [104] but with an

addendum from [85]. Hopf algebras are used in several places in the first half

of the book, and they are fundamental to the algebra of algebraic topology.

We say a bit about how our treatments of these topics developed and how

they are organized. The starting point for our exposition of localization and

completion comes from unpublished lecture notes of the first author that date

from sometime in the early 1970s. That exposition attempted a synthesis in

which localization and completion were treated as special cases of a more

general elementary construction. The synthesis did not work well because it

obscured essential differences. Those notes were reworked to a more acces-

sible form by the second author and then polished to publishable form by

the authors working together. There are some new results, but we make little

claim to originality. Most of the results and many of the proofs are largely the

same as in one or another of Bousfield andKan [21], Sullivan [133], andHilton,

Mislin, and Roitberg [62].

However, a central feature of the subject is the fracture theorems for the

passage back and forth between local and global information. It is here that the

treatments of localization and completion differmost fromeach other. The rel-

evant material has been reworked from scratch, and the treatment in the first

author’s 1970s notes has largely been jettisoned. In fact, the literature in this

area requires considerable clarification, andwe are especially concerned to give

coherent accounts of the most general and accurate versions of the fracture

theorems for nilpotent spaces. These results were not fully understood at the

time the primary sources [21, 62, 133] were written, and there are seriously

incorrect statements in some of the important early papers. Moreover, gener-

alizations of the versions of these results that appear in the primary sources

were proven after they were written and can only be found in relatively obscure

papers that are known just to a few experts. We have introduced several new

ideas that we think clarify the theorems, and we have proven some results that
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are essential for full generality and that we could not find anywhere in the

literature.

The first half of the book is divided into three parts: preliminaries, localiza-

tions, and completions. The reader may want to skim the first part, referring

back to it as needed. Many of the preliminaries are essential for the later parts,

butmastery of their details is not needed on a first reading. Specific indications

of material that can be skipped are given in the introductions to the first four

chapters. The first chapter is about cofibrations, fibrations, and actions by the

fundamental group. The second is about elementary homotopy colimits and

homotopy limits and lim1 exact sequences. This both sets the stage for later

work and rounds out material that was omitted from [93] but that all algebraic

topologists should know. The third chapter deals with nilpotent spaces and

their approximation by Postnikov towers, giving a more thorough treatment

of the latter than can be found in existing expository texts. This is the most

essential preliminary to our treatment of localizations and completions.

The fourth chapter shows how to prove that various groups and spaces are

nilpotent and is more technical; although it is logically placed, the reader may

want to return to it later. The reader might be put off by nilpotent spaces and

groups at a first reading. After all, the vast majority of applications involve

simply connected or, more generally, simple spaces. However, the proofs of

some of the fracture theorems make heavy use of connected components of

function spaces F(X ,Y ). Even when X and Y are simply connected CW com-

plexes, these spaces are rarely simple, but they are nilpotent when X is finite.

Moreover, nilpotent spaces provide exactly the right level of generality for an

elementary exposition, and the techniques used to prove results for nilpotent

spaces are not very different from those used for simple spaces.

We say just a bit about the literature for spaces that are not nilpotent and

about alternative constructions. There are several constructions of localiza-

tions and completions of general spaces that agree when restricted to nilpotent

spaces. The most important of these is Bousfield localization, which we shall

construct model theoretically. These more general constructions are still not

well understood calculationally, and knowledge of them does not seem help-

ful for understanding the most calculationally important properties of locali-

zation and completion, such as their homotopical behavior and the fracture

theorems.

We construct localizations of abelian groups, nilpotent groups, and nilpo-

tent spaces in Chapter 5, and we construct completions of abelian groups,

nilpotent groups, and nilpotent spaces in the parallel Chapter 10. We char-

acterize localizations and describe their behavior under standard topological
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constructions in Chapter 6, and we do the same for completions in the paral-

lel Chapter 11. We prove the fracture theorems for localizations in Chapters 7

and 8 and the fracture theorems for completions in the parallel Chapters 12

and 13. In many cases, the same results, with a few words changed, are con-

sidered in the same order in the cases of localization and completion. This is

intentional, and it allows us to explain and emphasize both similarities and dif-

ferences. As we have already indicated, although these chapters are parallel, it

substantially clarifies the constructions and results not to subsume both under

a single general construction. We give a few results about rationalization of

spaces in Chapter 9.

We say a little here about our general philosophy and methodology, which

goes back to a paper of the first author [91] on “The dualWhitehead theorems”.

As is explained there and will be repeated here, we can dualize the proof of

the first theorem below (as given for example in [93]) to prove the second.

theorem 0.0.1. A weak homotopy equivalence e : Y −→ Z between CW comp-

lexes is a homotopy equivalence.

theorem 0.0.2. An integral homology isomorphism e : Y −→ Z between simple

spaces is a weak homotopy equivalence.

The argument is based on the dualization of cell complexes to cocell

complexes, of which Postnikov towers are examples, and of the Homotopy

Extension and Lifting Property (HELP) to co-HELP. Once this dualization is

understood, it becomes almost transparent how one can construct and study

the localizations and completions of nilpotent spaces simply by inductively

localizing or completing their Postnikov towers one cocell at a time. Our treat-

ment of localization and completion is characterized by a systematic use of

cocellular techniques dual to familiar cellular techniques. In the case of local-

ization, but not of completion, there is a dual cellular treatment applicable to

simply connected spaces.

We turn now to our treatment of model categories, and we first try to

answer an obvious question. There are several excellent introductory sources

for model category theory [43, 54, 65, 66, 113]. Why add another one? One

reason is that, for historical reasons, the literature of model category theory

focuses overwhelmingly on a simplicial point of view, and especially onmodel

categories enriched in simplicial sets. There is nothing wrong with that point

of view, but it obscures essential features that are present in the classical

contexts of algebraic topology andhomological algebra and that are not present



“530-46909_Ch00_6P.tex” — 8/25/2011 — 10:37 — page xvi

−1
0

+1

xvi / introduction

in the simplicial context. Another reason is that we feel that some of the

emphasis in the existing literature focuses on technicalities at the expense of

the essential conceptual simplicity of the ideas.

Wepresent the basic general theory ofmodel categories and their associated

homotopy categories in Chapter 14. For conceptual clarity, we offer a slight

reformulation of the original definition of a model category that focuses on

weak factorization systems (WFSs): amodel category consists of a subcategory

of weak equivalences together with a pair of related WFSs. This point of view

separates out the main constituents of the definition in a way that we find illu-

minating. We discuss compactly generated and cofibrantly generated model

categories in Chapter 15; we shall describe the difference shortly. We also

describe proper model categories in Chapter 15. We give essential categorical

perspectives in Chapter 16.

To make the general theory flow smoothly, we have deferred examples to

the parallel Chapters 17 and 18. On a first reading, the readermay want to skip

directly from Chapter 14 to Chapters 17 and 18. These chapters treat model

structures on categories of spaces and on categories of chain complexes in

parallel. In both, there are three intertwined model structures, which we call

the h-model structure, the q-model structure, and the m-model structure.

The h stands for homotopy equivalence or Hurewicz. The weak equiva-

lences are the homotopy equivalences, and the cofibrations and fibrations are

defined by the HEP (Homotopy Extension Property) and the CHP (Covering

Homotopy Property). Such fibrations were first introduced by Hurewicz. The

q stands for Quillen or quasi-isomorphism. The weak equivalences are the

weak equivalences of spaces or the quasi-isomorphisms of chain complexes.

The fibrations are the Serre fibrations of spaces or the epimorphisms of chain

complexes, and the cofibrations in both cases are the retracts of cell complexes.

Them stands formixed, and them-model structures, due to Cole [33], com-

bine the good features of the h- and q-model structures. Theweak equivalences

are the q-equivalences and the fibrations are the h-fibrations. The m-cofibrant

objects are the spaces of the homotopy types of CW complexes or the chain

complexes of the homotopy types of complexes of projective modules (at least

in the bounded below case). We argue that classical algebraic topology, over at

least themathematical lifetime of the first author, has implicitly worked in the

m-model structure. For example, the first part of this book implicitly works

there. Modern approaches to classical homological algebra work similarly. We

believe that this trichotomy of model category structures, and especially the

precise analogybetween these structures in topology andalgebra, gives thebest

possible material for an introduction to model category theory. We reiterate
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that these features are not present in the simplicial world, which in any case

is less familiar to those just starting out.

Them-model structure canbe viewed conceptually as a colocalizationmodel

structure, which we rename a resolution model structure. In our examples,

it codifies CW approximation of spaces or projective resolutions of modules,

where these are explicitly understood as up to homotopy constructions. Colo-

calization is dual to Bousfield localization, and this brings us to another reason

for our introduction to model category theory, namely a perceived need for as

simple and accessible an approach to Bousfield localization as possible. This

is such a centrally important tool in modern algebraic topology (and algebraic

geometry) that every student should see it. We give a geodesic development

that emphasizes the conceptual idea and uses as little special language as

possible.

In particular, we make no use of simplicial theory and minimal use of

cofibrantly generatedmodel categories, which were developed historically as a

codification of the methods Bousfield introduced in his original construction

of localizations [16]. An idiosyncratic feature of our presentation of model cat-

egory theory is that we emphasize a dichotomy between cofibrantly generated

model categories and compactly generated model categories. The small object

argument for constructing theWFSs in thesemodel structures is presented in

general, but in the most basic examples it can be applied using only cell com-

plexes of the familiar form colimXn, without use of cardinals bigger than ω.

Transfinite techniques are essential to the theory of localization, but we feel

that the literature focuses on them to an inordinate extent. Disentangling the

optional from the essential use of such methods leads to a more user-friendly

introduction to model category theory.

Althoughwemake no use of it, we do describe the standardmodel structure

on simplicial sets. In the literature, the proof of the model axioms is unpleas-

antly lengthy. We sketch a new proof, due to Bousfield and the first author,

that is shorter and focuses more on basic simplicial constructions and less on

the intertwining of simplicial and topological methods.

The last part of the book, on bialgebras and Hopf algebras, is again largely

based on unpublished notes of the first author that date from the 1970s. Since

we hope our treatment has something to offer to algebraists as well as topolo-

gists, one introductory remark is obligatory. In algebraic topology, algebras are

always graded and often connected, meaning that they are zero in negative

degrees and the ground field in degree zero. Under this assumption, bialge-

bras automatically have antipodes, so that there is no distinction betweenHopf

algebras and bialgebras. For this reason, and for historical reasons, algebraic
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topologists generally use the term “Hopf algebra” for both notions, but we will

be careful about the distinction.

Chapter 20 gives the basic theory as used in all subjects and Chapter 21

gives features that are particularly relevant to the use of Hopf algebras in alge-

braic topology, together with quick applications to cobordism and K -theory.

Chapters 22 and 23 give the structure theory forHopf algebras in characteristic

zero and in positive characteristic, respectively. The essential organizing prin-

ciple of these two chapters is that all of the main theorems on the structure of

connected Hopf algebras can be derived from the Poincaré-Birkhoff-Witt the-

orem on the structure of Lie algebras (in characteristic zero) and of restricted

Lie algebras (in positive characteristic). The point is that passage to associated

graded algebras from the augmentation ideal filtration gives a primitively gen-

erated Hopf algebra, and such Hopf algebras are universal enveloping Hopf

algebras of Lie algebras or of restricted Lie algebras. This point of view is due

to [104], but we will be a little more explicit.

Our point of view derives from the first author’s thesis, in which the cited

filtration was used to construct a spectral sequence for the computation of

the cohomology of Hopf algebras starting from the cohomology of (restricted)

Lie algebras [84], and from his short paper [85]. This point of view allows us

to simplify the proofs of some of the results in [104], and it shows that the

structure theorems are more widely applicable than seems to be known.

Precisely, the structure theorems apply to ungraded bialgebras and, more

generally, to nonconnected graded bialgebras whenever the augmentation

ideal filtration is complete. We emphasize this fact in view of the current

interest in more general Hopf algebras, especially the quantum groups. A

cocommutativeHopf algebra (over a field) is a group in the cartesianmonoidal

category of coalgebras, the point being that the tensor product of cocommuta-

tive coalgebras is their categorical product. In algebraic topology, theHopf alge-

bras that arise naturally are either commutative or cocommutative. By duality,

onemay aswell focus on the cocommutative case. It was a fundamental insight

of Drinfel′d that dropping cocommutativity allows very interesting examples

with “quantized” deviation from cocommutativity. These are the “quantum

groups”. Because we are writing from the point of view of algebraic topology,

we shall not say anything about them here, but the structure theorems are

written with a view to possible applications beyond algebraic topology.

Sample applications of the theory of Hopf algebras within algebraic topol-

ogy are given in several places in the book, and they pervade the subject as a

whole. In Chapter 9, the structure theory for rational Hopf algebras is used to

describe the category of rational H-spaces and to explain how this information
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is used to study H-spaces in general. In Chapter 22, we explain the Hopf alge-

bra proof of Thom’s calculation of the real cobordism ring and describe how

the method applies to other unoriented cobordism theories. We also give the

elementary calculational proof of complex Bott periodicity. Of course, there is

muchmore to be said here. Our goal is to highlight for the beginner important

sample results that show how directly the general algebraic theorems relate to

the concrete topological applications.
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This book is perhaps best viewed as a sequel to [93], although we have tried

to make it reasonably self-contained. Aside from use of the Serre spectral

sequence, we assume no topological preliminaries that are not to be found in

[93], and we redo most of the algebra that we use.

To keep things familiar, elementary, and free of irrelevant pathology, we

work throughout the first half in the categoryU of compactly generated spaces

(see [93, Ch. 5]). It is by now a standard convention in algebraic topology that

spacesmean compactly generated spaces, andwe adopt that convention.While

most results will not require this, we implicitly restrict to spaces of the homo-

topy types of CW complexes whenever we talk about passage to homotopy.

This allows us to define the homotopy category HoU simply by identifying

homotopic maps; it is equivalent to the homotopy category of all spaces in U ,

not necessarily CW homotopy types, that is formed by formally inverting the

weak homotopy equivalences.

We nearly always work with based spaces. To avoid pathology, we assume

once and for all that basepoints are nondegenerate, meaning that the inclusion

∗ −→ X is a cofibration (see [93, p. 56]). We write T for the category of

nondegenerately based compactly generated spaces, that is, nondegenerately

based spaces in U .1 Again, whenever we talk about passage to homotopy, we

implicitly restrict to spaces of the based homotopy type of CW complexes. This

allows us to define the homotopy category HoT by identifying maps that are

homotopic in the based sense, that is, through homotopies h such that each

ht is a based map. The category T , and its restriction to CW homotopy types,

has been the preferred working place of algebraic topologists for very many

1. This conflicts with [93], whereT was defined to be the category of based spaces inU (denoted
U∗ here). That choice had the result that the “nondegenerately based” hypothesis reappears with
monotonous regularity in [93].

xxi
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years; for example, the first author has worked explicitly in this category ever

since he wrote [87], around forty years ago.

We ask the reader to accept these conventions and not to quibble if we do

not repeat these standing assumptions in all of our statements of results. The

conventions mean that, when passing to homotopy categories, we implicitly

approximate all spaces by weakly homotopy equivalent CW complexes, as we

can do by [93, §10.5]. In particular, when we use Postnikov towers and pass to

limits, which are not of the homotopy types of CW complexes, we shall implic-

itly approximate thembyCWcomplexes.We shall be a littlemore explicit about

this in Chapters 1 and 2, but we shall take such CW approximation for granted

in later chapters.

The expert readerwill want amodel theoretic justification forworking inT .

First, as we explain in §17.1, the category U∗ of based spaces in U inherits

an h-model, or Hurewicz model, structure from U . In that model structure,

all objects are fibrant and the cofibrant objects are precisely the spaces in T .

Second, as we explain in §17.4, U∗ also inherits an m-model, or mixed model,

structure fromU . In that model structure, all objects are again fibrant and the

cofibrant objects are precisely the spaces inT that have the homotopy types of

based CW complexes. Cofibrant approximation is precisely approximation of

spaces by weakly homotopy equivalent CW complexes in T . This means that

working in T and implicitly approximating spaces by CW complexes is part

of the standard model-theoretic way of doing homotopy theory. The novice

will learn later in the book how very natural this language is, but it plays no

role in the first half. We believe that to appreciate model category theory, the

reader should first have seen some serious homotopical algebra, such as the

material in the first half of this book.

It is convenient to fix some notations that we shall use throughout.

notations 0.0.3. We fix some notations concerning based spaces.

(i) Spaces are assumed to be path connected unless explicitly stated other-

wise, and we use the word connected to mean path connected from

now on. We also assume that all given spaces X have universal covers,

denoted X̃ .

(ii) For based spaces X and Y , let [X ,Y ] denote the set of maps X −→ Y in

HoT ; equivalently, after CW approximation of X if necessary, it is the

set of based homotopy classes of based maps X −→ Y .

(iii) Let F(X ,Y ) denote the space of based maps X −→ Y . It has a canonical

basepoint, namely the trivial map. We write F(X ,Y )f for the component
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of a map f and give it the basepoint f . When using these notations, we

can allow Y to be a general space, but to have the right weak homotopy

type we must insist that X has the homotopy type of a CW complex.

(iv) The smash product X ∧Y of based spaces X and Y is the quotient of

the product X ×Y by the wedge (or one-point union) X ∨Y . We have

adjunction homeomorphisms

F(X ∧Y ,Z) ∼= F(X ,F(Y ,Z))

and consequent bijections

[X ∧Y ,Z] ∼= [X ,F(Y ,Z)].
(v) For an unbased space K , let K+ denote the union of K and a disjoint

basepoint. The based cylinder X ∧ (I+) is obtained from X × I by collaps-

ing the line through the basepoint of X to a point. Similarly, we have the

based cocylinder F(I+,Y ). It is the space of unbasedmaps I −→ Y based

at the constant map to the basepoint. These specify the domain and, in

adjoint form, the codomain of based homotopies, that is, homotopies

that are given by based maps ht : X −→ Y for t ∈ I.

We also fix some algebraic notations and point out right away some ways

that algebraic topologists think differently than algebraic geometers and others

about even very basic algebra.

notations 0.0.4. Let T be a fixed set of primes and p a single prime.

(i) Let ZT denote the ring of integers localized at T , that is, the subring of Q

consisting of rationals expressible as fractions k/�, where � is a product

of primes not in T . We let Z[T−1] denote the subring of fractions k/�,

where � is a product of primes in T . In particular, Z[p−1] has only p

inverted. Let Z(p) denote the ring of integers localized at the prime ideal

(p) or, equivalently, at the singleton set {p}.
(ii) Let Zp denote the ring of p-adic integers. Illogically, but to avoid conflict

of notation, we write ẐT for the product over p ∈ T of the rings Zp. We

thenwrite Q̂T for the ring ẐT ⊗Q; whenT = {p}, this is the ring of p-adic

numbers.

(iii) Let Fp denote the field with p elements and FT denote the product over

p ∈ T of the fields Fp. Let Z/n denote the quotient group Z/nZ. We

sometimes consider the ring structure on Z/n, and then Z/p = Fp for a

prime p.
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(iv) We write A(p) and Âp for the localization at p and the p-adic completion

of an abelian group A. Thus Ẑp is the underlying abelian group of the

ring Zp.

(v) We write AT and ÂT for the localization and completion of A at T ; the

latter is the product over p ∈ T of the Âp.

(vi) Let Ab denote the category of abelian groups. We sometimes ignore the

maps and use the notation Ab for the collection of all abelian groups.

More generally, A will denote any collection of abelian groups that

contains 0.

(vii) We often write⊗, Hom, Tor, and Ext for⊗Z, HomZ, TorZ1 , and Ext
1
Z
. We

assume familiarity with these functors.

warning 0.0.5. We warn the reader that algebraic notations in the literature

of algebraic topology have drifted over time and are quite inconsistent. The

reader may find Zp used for either our Z(p) or for our Fp; the latter choice is

used ubiquitously in the “early” literature, including most of the first author’s

papers. In fact, regrettably, we must warn the reader that Zp means Fp in

the book [93]. The p-adic integers only began to be used in algebraic topology

in the 1970s, and old habits die hard. In both the algebraic and topologi-

cal literature, the ring Zp is sometimes denoted Ẑp; we would prefer that

notation as a matter of logic, but the notation Zp has by now become quite

standard.

warning 0.0.6 (conventions on graded algebraic structures).

We think of homology and cohomology as graded abelian groups. For most

algebraists, a graded abeliangroupA is the direct sumover degrees of its homo-

geneous subgroups An, or, with cohomological grading, An. In algebraic top-

ology, unless explicitly stated otherwise, when some such notation as H∗∗ is
often used, graded abelian groupsmean sequences of abelian groups An. That

is, algebraic topologists do not usually allow the addition of elements of differ-

ent degrees. To see just how much difference this makes, consider a Laurent

series algebra k[x, x−1] over a field k, where x has positive even degree. To an

algebraic topologist, this is a perfectly good graded field: every nonzero ele-

ment is a unit. To an algebraist, it is not. This is not an esoteric difference.With

k = Fp, such graded fields appear naturally in algebraic topology as the coeffi-

cients of certain generalized cohomology theories, called Morava K -theories,

and their homological algebra works exactly as for any other field, a fact that

has real calculational applications.
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The tensor product A⊗B of graded abelian groups is specified by

(A⊗B)n =
∑

p+q=n

Ap⊗Bq.

In categorical language, the category Ab∗ of graded abelian groups is a sym-

metric monoidal category under ⊗, meaning that ⊗ is unital (with unit Z

concentrated in degree 0), associative, and commutative up to coherent nat-

ural isomorphisms. Here again, there is a difference of conventions. For an

algebraic topologist, the commutativity isomorphism γ : A⊗B −→ B⊗A is

specified by

γ (a⊗ b) = (−1)pqb⊗ a

where deg(a) = p and deg(b) = q. A graded k-algebra with product φ is com-

mutative ifφ ◦ γ = φ; elementwise, thismeans that ab = (−1)pqba. In the alge-

braic literature, such an algebra is said to be graded commutative or sometimes

even supercommutative, but in algebraic topology thisnotionof commutativity

is and always has been the default (at least since the early 1960s). Again, this is

not an esoteric difference. To an algebraic topologist, a polynomial algebra k[x]
where x has odd degree is not a commutative k-algebra unless k has character-

istic 2. The homology H∗(�Sn; k), n even, is an example of such a noncommu-

tative algebra.

The algebraist must keep these conventions in mind when reading the

material aboutHopf algebras in this book. To focus on commutativity in the al-

gebraist’s sense, one can double the degrees of all elements and so eliminate

the appearance of odd degree elements.
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PART 1

Preliminaries: Basic homotopy
theory and nilpotent spaces
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1
COFIBRATIONS AND FIBRATIONS

We shall make constant use of the theory of fibration and cofibration

sequences, and this chapter can be viewed as a continuation of the basic the-

ory of such sequences as developed in [93, Ch. 6–8]. We urge the reader to

review that material, although we shall recall most of the basic definitions as

we go along. The material here leads naturally to such more advanced topics

as model category theory [65, 66, 97], which we turn to later, and triangulated

categories [94, 111, 138]. However, we prefer to work within themore elemen-

tary foundations of [93] in the first half of this book. We concentrate primarily

on just what we will use later, but we round out the general theory with sev-

eral related results that are of fundamental importance throughout algebraic

topology. The technical proofs in §3 and the details of §4 and §5 should not

detain the reader on a first reading.

1.1. Relations between cofibrations and fibrations

Remember that we are working in the category T of nondegenerately based

compactly generated spaces. Although the following folklore result was known

long ago, it is now viewed as part of Quillen model category theory, and its

importance can best be understood in that context. For the moment, we view

it as merely a convenient technical starting point.

lemma 1.1.1. Suppose that i is a cofibration and p is a fibration in the following

diagram of based spaces, in which p ◦ g = f ◦ i.

A
g

��

i
��

E

p

��
X

λ
���

�
�

�

f

�� B

3
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If either i or p is a homotopy equivalence, then there exists a map λ such that the

diagram commutes.

This result is a strengthened implication of the definitions of cofibrations

and fibrations. As in [93, p. 41], reinterpreted in the based context, a map i is

a (based) cofibration if there is a lift λ in all such diagrams in which p is the

map p0 : F(I+,Y ) −→ Y given by evaluation at 0 for some space Y . This is a

restatement of the homotopy extension property, or HEP. Dually, as in [93,

p. 47], a map p is a (based) fibration if there is a lift λ in all such diagrams

in which i is the inclusion i0 : Y −→ Y ∧ I+ of the base of the cylinder. This

is the covering homotopy property, or CHP. These are often called Hurewicz

cofibrations and fibrations to distinguish them from other kinds of cofibra-

tions and fibrations (in particular Serre fibrations) that also appear in model

structures on spaces.

The unbased version of Lemma 1.1.1 is proven in Proposition 17.1.4, using

no intermediate theory, and the reader is invited to skip there to see it. The

based version follows, but rather technically, using Lemmas 1.3.3 and 1.3.4

below. The deduction is explained model theoretically in Corollary 17.1.2 and

Remark 17.1.3.

One can think of model category theory as, in part, a codification of the

notion of duality, called Eckmann-Hilton duality, that is displayed in the defi-

nitions of cofibrations and fibrations and in Lemma 1.1.1. We shall bemaking

concrete rather than abstract use of such duality for now, but it pervades our

point of view throughout. We leave the following dual pair of observations as

exercises. Their proofs are direct from the definitions of pushouts and cofi-

brations and of pullbacks and fibrations. In the first, the closed inclusion

hypothesis serves to ensure that we do not leave the category of compactly

generated spaces [93, p. 38].

exercise 1.1.2. Suppose given a commutative diagram

Y

β

��

X
f

��
i

�� Z

ξ

��

Y ′ X
f ′

��
i′

�� Z′

in which i and i′ are closed inclusions and β and ξ are cofibrations. Prove that

the induced map of pushouts
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Y ∪X Z −→ Y ′ ∪X Z′

is a cofibration. Exhibit an example to show that the conclusion does not hold

for amore general diagramof the same shapewith the equalityX = X replaced

by a cofibration X −→ X ′. (Hint: interchange i′ and = in the diagram.)

exercise 1.1.3. Suppose given a commutative diagram

Y
f

��

β

��

X Z
p

��

ξ

��

Y ′
f ′

�� X Z′
p′

��

in which β and ξ are fibrations. Prove that the induced map of pullbacks

Y ×X Z −→ Y ′ ×X Z′

is a fibration. Again, the conclusion does not hold for a more general dia-

gram of the same shape with the equality X = X replaced by a fibration

X −→ X ′.

We shall often use the following pair of results about function spaces. The

first illustrates how to use the defining lifting properties to construct new

cofibrations and fibrations from given ones.

lemma 1.1.4. Let i : A −→ X be a cofibration and Y be a space. Then the induced

map i∗ : F(X ,Y ) −→ F(A,Y ) is a fibration and the fiber over the basepoint is

F(X/A,Y ).

proof. To show that i∗ : F(X ,Y ) −→ F(A,Y ) is a fibration it is enough to

show that there is a lift in any commutative square

Z
f

��

i0
��

F(X ,Y )

i∗
��

Z ∧ I+
h

��

���
�

�
�

�

F(A,Y ).

By adjunction, we obtain the following diagram from that just given.
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A
h̃

��

i

��

F(I+,F(Z,Y ))

p0

��

X
f̃

��

H̃
��������
F(Z,Y )

Here h̃(a)(t)(z) = h(z, t)(a) and f̃ (x)(z) = f (z)(x) where a ∈ A, z ∈ Z, x ∈ X ,

and t ∈ I. Since i : A −→ X is a cofibration there exists a lift H̃. The map

H : Z ∧ I+ −→ F(X ,Y ) specified by H(z, t)(x) = H̃(x)(t)(z) for x ∈ X , z ∈ Z,

and t ∈ I gives a lift in the original diagram. Therefore i∗ : F(X ,Y ) −→ F(A,Y )

is a fibration. The basepoint of F(A,Y ) sends A to the basepoint of Y , and its

inverse image in F(X ,Y ) consists of those maps X −→ Y that send A to the

basepoint. These are the maps that factor through X/A, that is, the elements

of F(X/A,Y ). �

For the second, we recall the following standard definitions from [93, pp.

57, 59]. They will be used repeatedly throughout the book. By Lemmas 1.3.3

and 1.3.4 below, our assumption that basepoints are nondegenerate ensures

that the terms “cofibration” and “fibration” in the following definition can be

understood in either the based or the unbased sense.

definition 1.1.5. Let f : X −→ Y be a (based) map. The homotopy cofiber

Cf of f is the pushout Y ∪f CX of f and i0 : X −→ CX . Here the cone CX

is X ∧ I, where I is given the basepoint 1. Since i0 is a cofibration, so is its

pushout i : Y −→ Cf [93, p. 42]. The homotopy fiber Ff of f is the pullback

X ×f PY of f and p1 : PY −→ Y. Here the path space PY is F(I,Y ), where I is

given the basepoint 0; thus it consists of paths that start at the basepoint of Y .

Since p1 is a fibration (by Lemma 1.1.4), so is its pullback π : Ff −→ X [93, p.

47].

We generally abbreviate “homotopy cofiber” to “cofiber”. This is unambigu-

ous since theword “cofiber”hasnopreassignedmeaning.When f : X −→ Y is

a cofibration, the cofiber is canonically equivalent to the quotientY/X . We also

generally abbreviate “homotopy fiber” to “fiber”. Here there is ambiguity when

the given based map is a fibration, in which case the actual fiber f −1( ∗ ) and
the homotopy fiber are canonically equivalent. By abuse, we then use which-

ever term seems more convenient.



“530-46909_Ch01_6P.tex” — 8/25/2011 — 10:37 — page 7

−1
0

+1

1.2. the fill-in and verdier lemmas / 7

lemma 1.1.6. Let f : X −→ Y be a map and Z be a space. Then the homo-

topy fiber Ff ∗ of the induced map of function spaces f ∗ : F(Y ,Z) −→ F(X ,Z)

is homeomorphic to F(Cf ,Z), where Cf is the homotopy cofiber of f .

proof. The fiber Ff ∗ is F(Y ,Z)×F(X ,Z) PF(X ,Z). Clearly PF(X ,Z) is ho-

meomorphic to F(CX ,Z). Technically, in view of the convention that I has

basepoint 0 when defining P and 1 when defining C, we must use the home-

omorphism I −→ I that sends t to 1− t to see this. Since the functor F(−,Z)

converts pushouts to pullbacks, the conclusion follows. �

1.2. The fill-in and Verdier lemmas

In formal terms, the results of this section describe the homotopy category

HoT as a “pretriangulated category”. However, we are more interested in de-

scribing precisely what is true before passage to the homotopy category, since

some easy but little known details of that will ease our later work.

The following dual pair of “fill-in lemmas”will be at the heart of our theories

of localization and completion. They play an important role throughout homo-

topy theory. They areusually stated entirely in termsofhomotopy commutative

diagrams, but the greater precision that we describe will be helpful.

lemma 1.2.1. Consider the following diagram, in which the left square commutes

up to homotopy and the rows are canonical cofiber sequences.

X
f

��

α

��

Y
i

��

β

��

Cf
π

��

γ

���
�
�

�X

�α

��

X ′
f ′

�� Y ′
i

�� Cf ′
π

�� �X ′

There exists a map γ such that the middle square commutes and the right square

commutes up to homotopy. If the left square commutes strictly, then there is a unique

γ = C(α,β) such that both right squares commute, and then the cofiber sequence

construction gives a functor from the category of maps and commutative squares to

the category of sequences of spaces and commutative ladders between them.

proof. Recall again that Cf = Y ∪X CX , where the pushout is defined with

respect to f : X −→ Y and the inclusion i0 : X −→ CX of the base of the cone.
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Let h : X × I −→ Y ′ be a (based) homotopy from β ◦ f to f ′ ◦α. Define

γ (y) = β(y) for y ∈ Y ⊂ Cf , as required for commutativity of the middle

square, and define

γ (x, t) =
⎧
⎨

⎩
h(x, 2t) if 0 ≤ t ≤ 1/2

(α(x), 2t− 1) if 1/2 ≤ t ≤ 1

for (x, t) ∈ CX . The homotopy commutativity of the right square is easily

checked. When the left square commutes, we can and must redefine γ on

CX by γ (x, t) = (α(x), t) to make the right square commute. For functoriality,

we have in mind the infinite sequence of spaces extending to the right, as

displayed in [93, p. 57], and then the functoriality is clear. �

Exercise 1.1.2 gives the following addendum, which applies to the compar-

ison of cofiber sequences in which the left hand squares display composite

maps.

addendum 1.2.2. IfX = X ′, α is the identitymap, the left square commutes,

and β is a cofibration, then the canonical map γ : Cf −→ Cf ′ is a cofibration.

It is an essential feature of Lemma 1.2.1 that, when the left square only

commutes up to homotopy, the homotopy class of γ depends on the choice of

the homotopy and is not uniquely determined.

The dual result admits a precisely dual proof, where now the functoriality

statement refers to the infinite sequence of spaces extending to the left, as dis-

played in [93, p. 59]. Recall that Ff = X ×Y PY , where the pullback is defined

with respect to f : X −→ Y and the end-point evaluation p1 : PY −→ Y .

lemma 1.2.3. Consider the following diagram, in which the right square commutes

up to homotopy and the rows are canonical fiber sequences.

�Y
ι

��

�α

��

Ff

γ

���
�
�

π
�� X

f
��

β

��

Y

α

��

�Y ′
ι

�� Ff ′
π

�� X ′
f ′

�� Y ′

There exists a map γ such that the middle square commutes and the left square

commutes up to homotopy. If the right square commutes strictly, then there is a



“530-46909_Ch01_6P.tex” — 8/25/2011 — 10:37 — page 9

−1
0

+1

1.2. the fill-in and verdier lemmas / 9

unique γ = F(α,β) such that both left squares commute, hence the fiber sequence

construction gives a functor from the category of maps and commutative squares to

the category of sequences of spaces and commutative ladders between them.

addendum 1.2.4. If Y = Y ′, α is the identity map, the right square com-

mutes, and β is a fibration, then the canonical map γ : Ff −→ Ff ′ is a fibra-
tion.

The addenda above deal with composites, and we have a dual pair of

“Verdier lemmas” that encode the relationship between composition and

cofiber and fiber sequences. We shall not make formal use of them, but every

reader should see themsince they are precursors of the basic definingproperty,

Verdier’s axiom, in the theory of triangulated categories [94, 138].1

lemma 1.2.5. Let h be homotopic to g ◦ f in the following braid of cofiber sequences

and let j′′ = �i( f ) ◦π (g). There are maps j and j′ such that the diagram commutes

up to homotopy, and there is a homotopy equivalence ξ : Cg −→ Cj such that

ξ ◦ j′ � i( j) and j′′ = π ( j) ◦ ξ .

X

f ����������

h

��
Z

i(h)

		��������

i(g)




Cg

π (g)

����������

j′′

��
�Cf

Y

g
����������

i( f ) ��							
Ch

j′ 











π (h)

����������
�Y

�i( f )



��������

Cf

j ��









π ( f )

��
�X

�f



��������

The square and triangle to the left of j and j′ commute; if h = g ◦ f , then there

are unique maps j and j′ such that the triangle and square to the right of j and j′

commute.

1. In [138], diagrams like these are written as “octagons”, with identity maps inserted. For this
reason, Verdier’s axiom is often referred to in the literature of triangulated categories as the “octa-
hedral” axiom. In this form, the axiom is often viewed as mysterious and obscure. Lemmas 1.2.1
and 1.2.3 are precursors of another axiom used in the usual definition of triangulated categories,
but that axiom is shown to be redundant in [94].
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proof. Let H : g ◦ f � h. The maps j and j′ are obtained by application of

Lemma 1.2.1 to H regarded as a homotopy g ◦ f � h ◦ idX and the reverse of

H regarded as a homotopy idZ ◦h � g ◦ f . The square and triangle to the left

of j and j′ are center squares of fill-in diagrams and the triangle and square to

the right of j and j′ are right squares of fill-in diagrams. The diagramcommutes

when h = g ◦ f and j and j′ are taken to be

j = g ∪ id : Y ∪f CX −→ Z ∪h CX and j′ = id∪ Cf : Z ∪h CX −→ Z ∪g CY ,

as in the last part of Lemma 1.2.1. Define ξ to be the inclusion

Cg = Z ∪g CY −→ (Z ∪h CX )∪j C(Y ∪f CX ) = Ch∪j CCf = Cj

induced by i(h) : Z −→ Ch and the map CY −→ C(Cf ) obtained by applying

the cone functor to i( f ) : Y −→ Cf . Then j′′ = π ( j) ◦ ξ since π (g) collapses

Z to a point, π ( j) collapses Ch = Z ∪h CX to a point, and both maps in-

duce �i( f ) on Cg/Z = �Y . Using mapping cylinders and noting that j

and j′ are obtained by passage to quotients from maps j : Mf −→ Mg and

j′ : Mg −→ Mh, we see by a diagram chase that ξ is an equivalence in general

if it is so when h = g ◦ f . In this case, we claim that there is a deformation

retraction r : Cj −→ Cg so that r ◦ ξ = id and r ◦ i( j) = j′. This means that

there is a homotopy k : Cj× I −→ Cj relative to Cg from the identity to a map

into Cg . In effect, looking at the explicit description of Cj, k deforms CCX

to CX ⊂ CY . The details are fussy and left to the reader, but the intuition be-

comes clear from the observation that the quotient space Cj/ξ (Cg) is homeo-

morphic to the contractible space C�X . �

remark 1.2.6. There is a reinterpretation that makes the intuition still clearer

and leads to an alternative proof. We can usemapping cylinders as in [93, p. 43]

to change the spaces andmaps in our given diagramso as to obtain a homotopy

equivalent diagram in which f and g are cofibrations and h is the composite

cofibration g ◦ f . As in [93, p. 58], the cofibers of f , g , and h are then equivalent

to Y/X , Z/Y , and Z/X , respectively, and the equivalence ξ just becomes the

evident homeomorphism Z/Y ∼= (Z/X )/(Y/X ).

lemma 1.2.7. Let f be homotopic to h ◦ g in the following braid of fiber sequences

and let j′′ = ι(g) ◦�p(h). There are maps j and j′ such that the diagram commutes

up to homotopy, and there is a homotopy equivalence ξ : Fj −→ Fg such that

j′ ◦ ξ � p( j) and j′′ � ξ ◦ ι( j).
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�Fh

�p(h) �����������

j′′




Fg

j′

		�
�

�
�

p(g)

��
Z

g

����������

f

��
X

�Y

ι(g)












�h ����������
Ff

p( f ) ����������

j

			
	

	
	

Y

h

����������

�X

ι( f ) ��









ι(h)

��
Fh

p(h)

����������

If f = h ◦ g, then there are unique maps j and j′ such that the diagram commutes,

and then ξ can be so chosen that j′ ◦ ξ = p( j) and j′′ = ξ ◦ ι( j).

1.3. Based and free cofibrations and fibrations

So far, we have beenworking in the categoryT of based spaces, andweusually

continue to do so. However, we often must allow the basepoint to vary, and

we sometimes need to work without basepoints. Homotopies between maps

of unbased spaces, or homotopies between based maps that are not required

to satisfy ht( ∗ ) = ∗, are often called free homotopies. In this section and the

next, we are concerned with the relationship between based homotopy theory

and free homotopy theory.

Much that we have done in the previous two sections works just as well in

the category U of unbased spaces as in the category T . For example, using

unreduced cones and suspensions, cofiber sequences work the same way in

the two categories. However, the definition of the homotopy fiber Ff of a map

f : X −→ Y requires the choice of a basepoint to define the path space PY . We

have both free and based notions of cofibrations and fibrations, and results

such as Lemma1.1.1 apply to both. It is important to keep track ofwhichnotion

is meant when interpreting homotopical results. For example, we understand

free cofibrations and free fibrations in the following useful result. It is the key

to our approach to the Serre spectral sequence, and we shall have other uses

for it. Recall that a homotopy h : X × I −→ X is said to be a deformation if h0
is the identity map of X .
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lemma 1.3.1. Let p : E −→ B be a fibration and i : A −→ B a cofibration. Then

the inclusion D = p−1(A) −→ E is a cofibration.

proof. As in [93, p. 43], we can choose a deformation h of B and a map

u : B −→ I that represent (B,A) as an NDR-pair. By the CHP, we can find

a deformation H of E that covers h, p ◦H = h ◦ ( p× id ). Define a new de-

formation J of E by

J(x, t) =
⎧
⎨

⎩
H(x, t) if t ≤ u( p(x))

H(x, u( p(x))) if t ≥ u( p(x)).

Then J and u ◦ p represent (E,D) as an NDR-pair. �

One of the many motivations for our standing assumption that basepoints

are nondegenerate is that it ensures that based maps are cofibrations or fibra-

tions in the free sense if and only if they are cofibrations or fibrations in the

based sense. For fibrations, this is implied by the case (X ,A) = (Y , ∗) of a
useful analogue of Lemma 1.1.1 called the CoveringHomotopy and Extension

Property.

lemma 1.3.2 (CHEP). Let i : A −→ X be a free cofibration and p : E −→ B be a

free fibration. Let j : Mi = X ×{0} ∪A× I −→ X × I be the inclusion of the free

mapping cylinder Mi in the cylinder X × I. For any commutative square

Mi
f ∪h

��

j

��

E

p

��
X × I

H


�

�
�

�
�

h̄

�� B,

there is a homotopy H that makes the diagram commute.

proof. Here h : A× I −→ E is a homotopy of the restriction of f : X −→ E

to A, and h̄ is a homotopy of pf whose restriction to A is covered by h. The

conclusion is a special case of the free version of Lemma 1.1.1 proven in Propo-

sition 17.1.4 since j is a cofibration and ahomotopy equivalence by [93, p. 43].�

lemma 1.3.3. Let p : E −→ B be a map between based spaces. If p is a based

fibration, then p is a free fibration. If p is a free fibration and Y is nondegenerately

based, then p satisfies the based CHP with respect to homotopies Y ∧ (I+) −→ B.
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proof. For the first statement, we apply the based CHP to based homotopies

(Y × I)+ ∼= Y+ ∧ I+ −→ B to obtain the free CHP. For the second statement,

we must obtain lifts in diagrams of based spaces

Y
g

��

i0
��

E

p

��
Y ∧ I+

λ
���

�
�

�
�

f

�� B

when Y is nondegenerately based, and these are supplied by the case

(X ,A) = (Y , ∗) of the CHEP, with h constant at the basepoint of E. �

The following result, like the previous one, was stated without proof in

[93, pp. 56, 59]. Since its proof is not obvious (as several readers of [93] have

complained), we give it in detail. Unfortunately, the argument is unpleasantly

technical.2

lemma 1.3.4. Let i : A −→ X be a map between based spaces. If i is a free cofibra-

tion, then i is a based cofibration. If A and X are nondegenerately based and i is a

based cofibration, then i is a free cofibration.

proof. The first statement is clear: since the basepoint is in A, free lifts

in Lemma 1.1.1 are necessarily based when the given maps are based. Thus

assume that i is a based cofibration and A and X are nondegenerately based.

The problem here is that the maps in a given test diagram for the HEP (as

in [93, p. 41]) need not preserve basepoints, and the based HEP only gives

information when they do. Onemight try to deform the unbased data into new

based data to which the based HEP applies, but we shall instead check a slight

variant of the NDR-pair criterion for i to be a free cofibration [93, p. 43].

Just as for free cofibrations, the fact that we are working with compactly

generated spaces ensures that i is a closed inclusion since the based map-

ping cylinder Mi is a retract of X ∧ I+. It suffices to prove that (X ,A) is an

NDR-pair. This means that there is a map u : X −→ I such that u−1(0) = A

and a deformation h of X relative to A, so that h(x, 0) = x and h(a, t) = a,

such that h(x, 1) ∈ A if u(x) < 1. Inspection of the proof of the theorem on

[93, p. 43] shows that if we start with a free cofibration i, then we obtain a

2. The proofs of Lemmas 1.3.3 and 1.3.4 are due to Strøm [131, p. 14] and [132, p. 440].
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pair (h, u) with the stronger property that h(x, t) ∈ A if u(x) < t. It follows that

the characterization theorem for free cofibrations remains true if we rede-

fine NDR-pairs by requiring this stronger condition, and we use the stronger

condition throughout the proof that follows. We proceed in three steps.

Step (i). Let w : X −→ I be any map such that w−1(0) = ∗. Then there is a

deformation k′ : X × I −→ X relative to A and a map w′ : X −→ I such that

w′(x) ≤ w(x), A = (w′)−1(0), and

1.3.5 k′(x, t) ∈ A if w′(x) < min(t,w(x)).

proof. Let M+i = X ∪A (A× I) ⊂ X × I be the free mapping cylinder of i,

where X is identified with X ×{0}. Define
M(w) = X ∪ {(a, t)|t ≤ w(a)} ⊂ M+i.

Thebasepoint ofA ⊂ X givesM(w) a basepoint. The reducedmapping cylinder

Mi is obtained fromM+i by collapsing the line {∗}× I to a point. Define abased

map f : Mi −→ M(w) by f (x) = x for x ∈ X and f (a, t) = (a,min(t,w(a))).

Since i is a based cofibration, f extends to a based map g : X ∧ I+ −→ M(w).

Define

k′(x, t) = π1g(x, t) and w′(x) = sup{min(t,w(x))−π2g(x, t) | t ∈ I}
where π1 and π2 are the projections fromM(w) toX and I. Clearly k′(x, 0) = x,

k′(a, t) = a for a ∈ A, w′(x) ≤ w(x), and w′(a) = 0 for a ∈ A, so that

A ⊂ (w′)−1(0). To see that this inclusion is an equality, suppose thatw′(x) = 0.

Then min(t,w(x)) ≤ π2g(x, t) for all t ∈ I. If k′(x, t) /∈ A for any t, then

π2g(x, t) = 0, so that t = 0 or w(x) = 0. If w(x) = 0, then x = ∗ and

k′(x, t) = ∗ ∈ A. We conclude that if t > 0, then k′(x, t) ∈ A. Since A is closed

in X , it follows that k′(x, 0) = x is also in A. Finally, (1.3.5) holds since

k′(x, t) /∈ A implies π2g(x, t) = 0 and thus w′(x) ≥ min(t,w(x)). �

Step (ii). There is a representation (�, z) of (X , ∗) as an NDR-pair such that

�(A× I) ⊂ A.

proof. Let (kX ,wX ) and (kA,wA) represent (X , ∗) and (A, ∗) as NDR-pairs,

where kX (x, t) = ∗ if wX (x) < t and kA(a, t) = ∗ if wA(a) < t. Since i is a based

cofibration, we may regard kA as taking values in X and extend it to a based

map

k̃A : X ∧ I+ −→ X
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such that k̃A(x, 0) = x. Construct (k′,w′) from wX as in step (i) and extend wA

to w̃A : X −→ I by

w̃A(x) =
(
1− w′(x)

wX (x)

)
wA(k

′(x, 1))+w′(x).

We interpret this asw′(x) whenw′(x) = wX (x); in particular, sincewX ( ∗ ) = 0,

w̃A( ∗ ) = 0. The definition makes sense since k′(x, 1) ∈ A if w′(x) < wX (x),

by (1.3.5). We claim that w̃−1A (0) = ∗. Thus suppose that w̃A(x) = 0. Then

w′(x) = 0, so that x ∈ A, and this implies that k′(x, 1) = x and wA(x) = 0, so

that x = ∗. The required pair (�, z) is now defined by

�(x, t) =
⎧
⎨

⎩
k̃A(x, t/w̃A(x)) if t ≤ w̃A(x)

kX (k̃A(x, 1), t− w̃A(x)) if t > w̃A(x)

and

z(x) = min(1, w̃A(x)+wX (k̃A(x, 1))).

To see that �(A× I) ⊂ A, recall that k̃A and w̃A extend kA and wA and let x ∈ A.

Clearly k̃A(x, t) ∈ A for all t. If t > wA(x), thenwA(x) < 1 and thus kA(x, 1) = ∗.
Therefore kX (kA(x, 1), t−wA(x)) = ∗ ∈ A. Note that �(x, t) = ∗ if z(x) < t. �

Step (iii). Completion of the proof. Construct h′ : X × I −→ X and z′ : X−→I

by applying step (i) to z : X −→ I. Then define

h(x, t) =
⎧
⎨

⎩
�(h′(x, t),min(t, z′(x)/z(x))) if x �= ∗
∗ if x = ∗

and

u(x) = z′(x)− z(x)+ sup{z(h′(x, t)) | t ∈ I}.
Then (h, u) represents (X ,A) as an NDR-pair (in the strong sense). �

1.4. Actions of fundamental groups on homotopy classes of maps

For based spaces X and Y , let [X ,Y ] denote the set of based homotopy classes

of based maps X −→ Y. For unbased spaces X and Y , let [X ,Y ]free denote

the set of free homotopy classes of maps X −→ Y . If we choose basepoints

for X and Y and use them to define [X ,Y ], then we obtain a function

[X ,Y ] −→ [X ,Y ]free by forgetting the basepoints. There is a classical descrip-
tion of this function in terms of group actions, and we describe that and re-

lated material on group actions in homotopy theory in this section.
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We later consider varying basepoints in a given space, andwewant them all

to be nondegenerate. Therefore, we tacitly restrict attention to spaces that have

that property. This holds for locally contractible spaces, such asCWcomplexes.

definition 1.4.1. Let X and Y be spaces. As usual, we assume that they

are connected and nondegenerately based. Let i : ∗ −→ X be the inclusion

of the basepoint and p : Y −→ ∗ be the trivial map. A loop α based at ∗ ∈ Y

and a based map f : X −→ Y give a map f ∪α : Mi = X ∪ I −→ Y . Applying

Lemma 1.3.2 to i, p, and f ∪α, we obtain a homotopy h : X × I −→ Y such

that h0 = f and h(∗, t) = α(t). Another use of Lemma 1.3.2 shows that the

(based) homotopy class of h1 depends only on the path class [α] and the homo-

topy class [ f ]. With the usual conventions on composition of loops [93, p. 6],

the definition [α][ f ] = [h1] gives a left action of π1(Y , ∗) on the set [X ,Y ]with
orbit set [X ,Y ]/π1(Y , ∗). It is clear that two based maps that are in the same

orbit under the action of π1(Y , ∗) are freely homotopic.

lemma 1.4.2. The induced function [X ,Y ]/π1(Y ) −→ [X ,Y ]free is a bijection.

proof. ByHEP, anymapX −→ Y is freely homotopic to a basedmap. If two

basedmaps f and g are freely homotopic via a homotopy h, then the restriction

of h to {∗}× I gives a loop α, and [g] = [α][ f ] by the definition of the action. �

An H-space is a based space Y with a productμ : Y ×Y −→ Y, written x · y
or by juxtaposition, whose basepoint is a two-sided unit up to based homotopy.

That is, the maps y �→ ∗ · y and y �→ y · ∗ are both homotopic to the identity

map. Equivalently, the composite of the inclusion Y ∨Y −→ Y ×Y and the

product is homotopic to the fold map ∇ : Y ∨Y −→ Y, which restricts to the

identitymap on each wedge summand Y. Using our standing assumption that

basepoints are nondegenerate, we see that the given product is homotopic to

a product for which the basepoint of Y is a strict unit. Therefore, we may as

well assume henceforward that H-spaces have strict units.

proposition 1.4.3. For an H-space Y , the action of π1(Y , ∗) on [X ,Y ] is trivial

and therefore [X ,Y ] ∼= [X ,Y ]free.

proof. For a map f : X −→ Y and a loop α based at ∗ ∈ Y , the homo-

topy h(x, t) = α(t) · f (x) satisfies h1 = f . Using this choice of homotopy in

Definition 1.4.1, as we may, we see that [α][ f ] = [ f ]. �

The following definition hides some elementary verifications that we leave

to the reader.



“530-46909_Ch01_6P.tex” — 8/25/2011 — 10:37 — page 17

−1
0

+1

1.4. actions of fundamental groups on homotopy classes of maps / 17

definition 1.4.4. Take X = Sn in Definition 1.4.1. The definition then spe-

cializes to define an action of the group π1(Y , ∗) on the group πn(Y , ∗). When

n = 1, this is the conjugation action of π1(Y , ∗) on itself. A (connected) space

Y is simple if π1(Y , ∗) is abelian and acts trivially on πn(Y , ∗) for all n ≥ 2.

corollary 1.4.5. Any H-space is a simple space.

In the rest of this section, we revert to the based context and consider

extra structure on the long exact sequences of sets of homotopy classes of

(based)maps that are induced by cofiber and fiber sequences. These long exact

sequences are displayed, for example, in [93, pp. 57, 59]. As observed there, the

sets [X ,Y ] are groups if X is a suspension or Y is a loop space and are abelian

groups if X is a double suspension or Y is a double loop space. However, there

is additional structure at the ends of these sequences that will play a role in our

work. Thus, for a based map f : X −→ Y and a based space Z, consider the

exact sequence of pointed sets induced by the canonical cofiber sequence of f :

[�Y ,Z]
(�f )∗

�� [�X ,Z]
π∗

�� [Cf ,Z]
i∗

�� [Y ,Z]
f ∗

�� [X ,Z].

lemma 1.4.6. The following statements hold.

(i) The group [�X ,Z] acts from the right on the set [Cf ,Z].
(ii) π∗ : [�X,Z] −→ [Cf ,Z] is a map of right [�X,Z]-sets.

(iii) π∗(x) = π∗(x′) if and only if x = (�f )∗(y) · x′ for some y ∈ [�Y,Z].
(iv) i∗(z) = i∗(z′) if and only if z = z′ · x for some x ∈ [�X,Z].
(v) The image of [�2X,Z] in [�Cf ,Z] is a central subgroup.

(In (iii) and (iv), we have used the notation · to indicate the action.)

proof. In (i), the action is induced by applying the contravariant functor

[−,Z] to the “coaction” Cf −→ Cf ∨�X of �X on Cf that is specified by

pinching X ×{1/2} ⊂ Cf to a point (and of course linearly expanding the half

intervals of the resulting wedge summands homeomorphic to Cf and �X to

full intervals). Then (ii) is clear since the quotient map Cf −→ �X commutes

with the pinch map. To show (iii), observe that since [�X ,Z] is a group, (ii)
implies that π∗(x) = π∗(x′) if and only if π∗(x · (x′)−1) = ∗. By exactness, this
holds if and only if x · (x′)−1 = (�f )∗(y) and thus x = (�f )∗(y) · x′ for some

y ∈ [�Y ,Z]. For (iv), if i∗(z) = i∗(z′), then theHEP for the cofibration i implies

that the homotopy classes z and z′ can be represented bymaps c and c′ fromCf

toZ that restrict to the samemap on Y . Then z = z′ · x, where x is represented

by the map�X −→ Z that is obtained by regarding�X as the union of upper
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and lower cones on X , using c′|CX with cone coordinate reversed on the lower

cone, and using c|CX on the upper cone.

Finally, for (v), let G = [�Cf ,Z] and let H ⊂ G be the image of [�2X ,Z].
The suspension of the pinch map Cf −→ Cf ∨�X gives a right action ∗ of
H on G, a priori different from the product in G. We may obtain the product,

gg ′ say, on G from the pinch map defined using the suspension coordinate of

�Cf . Then the usual proof of the commutativity of [�2X ,Z] applies to show

that hg = gh for h ∈ H and g ∈ G. In detail, if 1 ∈ H is the identity element,

then, for g , g ′ ∈ G and h, h′ ∈ H,

1 ∗ h = h, g ∗ 1 = g , and (g ∗ h)(g ′ ∗ h′) = (gg ′) ∗ (hh′).

Therefore

gh = (g ∗ 1)(1 ∗ h) = (g1) ∗ (1h) = g ∗ h

= (1g) ∗ (h1) = (1 ∗ h)(g ∗ 1) = hg . �

Dually, consider the exact sequence of pointed sets induced by the canonical

fiber sequence of f : X −→ Y :

[Z,�X ]
(�f )∗

�� [Z,�Y ]
ι∗

�� [Z,Ff ]
p∗

�� [Z,X ]
f∗

�� [Z,Y ].
This is of greatest interestwhenZ = S0. Since [−,−] refers to basedhomotopy

classes, [S0,X ] = π0(X ) and the sequence becomes

π1(X )
f∗

��π1(Y )
ι∗

��π0(Ff )
p∗

��π0(X )
f∗

��π0(Y ).

lemma 1.4.7. The following statements hold.

(i) The group [Z,�Y ] acts from the right on the set [Z,Ff ].
(ii) ι∗ : [Z,�Y ] −→ [Z,Ff ] is a map of right [Z,�Y ]-sets.

(iii) ι∗(y) = ι∗(y′) if and only if y = (�f )∗(x) · y′ for some x ∈ [Z,�X ].
(iv) p∗(z) = p∗(z′) if and only if z = z′ · y for some y ∈ [Z,�Y ].
(v) The image of [Z,�2Y ] in [Z,�Ff ] is a central subgroup.

1.5. Actions of fundamental groups in fibration sequences

It is more usual and more convenient to think of Lemma 1.4.7 in terms of

fibrations. That is, instead of starting with an arbitrary map f , in this section

we start with a fibration p : E −→ B. We give some perhaps well-known (but

hard to find) results about fundamental group actions in fibrations.
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Observe that a fibration p : E −→ B need not be surjective,3 but either

every point or no point of each component of B is in the image of E. For

nontriviality, we assume that p is surjective. We may as well assume that B

is connected, since otherwise we could restrict attention to the components

of E over a chosen component of B. If we were given a general surjective

map p : E −→ B, we would replace E by its mapping path fibration Np (which

depends on a choice of basepoint in B) to apply the results to follow. That

is, we can think of applying the results to the fibration Np −→ B as applying

them to the original map p “up to homotopy”.

Although we have been working in the based context, we now think of p as

a free fibration and let the basepoint b ∈ B vary. We choose a point e ∈ E

such that p(e) = b and we let Fb = p−1(b). Also let Ee be the component of E

that contains e and Fe be the component of Fb that contains e. We view these

as based spaces with basepoint e (as recorded in the notation), retaining our

standing assumption that basepoints are nondegenerate. As in [93, p. 64], we

then have the exact sequence

1.5.1

· · · �� πn(Fe, e)
ι∗

�� πn(Ee, e)
p∗

�� πn(B, b)
∂

�� πn−1(Fe, e) ��

· · · �� π1(Ee, e)
p∗

�� π1(B, b)
∂

�� π0(Fb, e)
ι∗

�� π0(E, e).

Notice that we have replaced E and Fb by Ee and Fe in the higher homotopy

groups. Since the higher homotopy groups only depend on the component of

the basepoint this doesn’t change the exact sequence.

By [93, p. 52], there is a functor λ = λ(B,p) : �B −→ HoU that sends a

point b of the fundamental groupoid �B to the fiber Fb. This specializes to

give a group homomorphism π1(B, b) −→ π0( Aut (Fb)). Here Aut (Fb) is the

topological monoid of (unbased) homotopy equivalences of Fb. We think of

π1(B, b) as acting “up to homotopy” on the space Fb, meaning that an element

β ∈ π1(B, b) determines a well-defined homotopy class of homotopy equiva-

lences Fb −→ Fb. (If p is a covering space, the action is by homeomorphisms,

as in [93, p. 29].) Aswe shall use later, it follows thatπ1(B) acts on the homology

and cohomology groups of Fb.

Observe that we can apply this to the path space fibration �Y→PY→Y

of a based space Y . We thus obtain an action of π1(Y , ∗) on �Y . Since

�Y is simple, by Proposition 1.4.3, [�Y ,�Y ] ∼= [�Y ,�Y ]free and we can

3. In [93, p. 47], fibrations were incorrectly required to be surjective maps.
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view π1(Y , ∗) as acting through basepoint-preserving homotopy equivalences

of the fiber �Y . There results another action of π1(Y , ∗) on πn(Y , ∗). We

leave it to the reader to check that this action agrees with that defined in

Definition 1.4.4.

Wewill need amore elaborate variant of the functorλ= λ(B,p) :�B→HoU .

Here, instead of starting with paths in B, we start with paths in E and work

with components of the fibers and the total space, regarded as based spaces.

Thus let α : I −→ E be a path from e to e′. Let b = p(e) and b′ = p(e′), and let

β = p ◦α be the resulting path from b to b′. Consider the following diagram,

in which F = Fe and ι : F −→ E is the inclusion.

F×{0} ∪ {e}× I

��

ι∪α
�� E

p

��
F× I

π2

��

α̃

������������
I

β

�� B

The CHEP, Lemma 1.3.2, gives a homotopy α̃ that makes the diagram com-

mute. At the end of this homotopy, we have a map α̃1 : Fe −→ Fe′ such that

α̃1(e) = e′. By a slight variant of the argument of [93, p. 51], which again uses

the CHEP, the based homotopy class of maps α̃1 : (Fe, e) −→ (Fe′ , e′) such that

α̃1(e) = e′ that are obtained in this way depends only on the path class [α].
That is, homotopic paths e −→ e′ give homotopic maps α̃1 for any choices of

lifts α̃. We define λ[α] = [α̃1]. These arguments prove the first statement of

the following result.

theorem 1.5.2. There is a functor λ = λ(E,p) : �E −→ HoT that assigns the

(based) component Fe of the fiber Fb to a point e ∈ E with p(e) = b. The functor λ

restricts to give a homomorphism π1(E, e) −→ π0( Aut (Fb)) and thus an action

of π1(E, e) on πn(Fb, e). The following diagram commutes up to the natural

transformation Uλ(E,p) −→ λ(B,p)p∗ given by the inclusions Fe −→ Fb.

�E
p∗

��

λ(E,p)

��

�B

λ(B,p)

��
HoT

U

�� HoU

Here U is the functor obtained by forgetting basepoints.
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proof. It remains to prove the last statement.

Bydefinition, for apathβ : b −→ b′, λ(B,p)[β] = [β̃1], where β̃ is ahomotopy

that makes the following diagram commute.

Fb×{0}
⊂

��

∩
��

E

p

��
Fb× I

β̃

����������

π2

�� I
β

�� B

If b = p(e), we may restrict Fb to its components Fe. Letting e′ = β̃(e, 1), β̃

restricts on {e}× I to a path α : e −→ e′. Then β̃1 is a homotopy of the sort

used to define λ(E,p)[α]. Turning the argument around, if we start with a

given path α and define β = p ◦α, then the map α̃ used in the specification of

λE,p[α] = [α̃1] serves as a choice for the restriction to Fe× I of a lift β̃ in the

diagram above. This says that the restriction of λ(B,p) to the component Fe is

λE,p[α], which is the claimed naturality statement. �

remark 1.5.3. In the argument just given, if β is a loop there need be no

choice of β̃ such that β̃1(e) = e unless π1 : π1(Ee, e) −→ π1(B, b) is surjective.

Similarly, unless π1 : π1(Ee, e) −→ π1(B, b) is injective, loops α in Ee can give

non-homotopic action maps [α] : Fe −→ Fe even though they have the same

image under p∗.

The naturality and homotopy invariance statements proven for λ(B,p) in [93,

pp. 52–53] apply with obvious changes of statement to λ(E,p). We write r for the

trivial fibration r : Y −→ ∗ for any space Y . When p = r in the construction

above, the resulting action of π1(Y , ∗) on πn(Y , ∗) agrees with that discussed

earlier. In effect, in the based context, taking X = Y in Definition 1.4.1 we see

that we used this construction to give our original definition of fundamental

group actions. The more concrete construction in Definition 1.4.4 is then

obtained via maps Sn −→ Y .

proposition 1.5.4. The long exact sequence (1.5.1), ending at π1(B, b), is an

exact sequence of π1(E, e)-groups and therefore of π1(F, e)-groups. In more detail,

the following statements hold.

(i) For j ∈ π1(Fb, e) and x ∈ πn(Fb, e), jx = ι∗( j)x.

(ii) For g ∈ π1(E, e) and z ∈ πn(B, b), gz = p∗(g)z.

(iii) For g ∈ π1(E, e) and x ∈ πn(Fb, e), ι∗(gx) = gι∗(x).
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(iv) For g ∈ π1(E, e) and y ∈ πn(E, e), p∗(gx) = gp∗(x).
(v) For g ∈ π1(E, e) and z ∈ πn(B, b), ∂(gz) = g∂(z).

proof. We define the actions of π1(E, e) on πn(Fb, e), πn(E, e) and πn(B, b) to

be those given by λ(E,p), λ(E,r) and λ(B,r) ◦ p∗, respectively. We let π1(F, e) act

on these groups by pullback along ι∗ : π1(Fe, e) −→ π1(E, e). By (i) and inspec-

tion, this implies that its actions are given by λ(Fe,r), λ(E,r) ◦ ι∗, and the trivial

action, respectively. The maps in the exact sequence are maps of π1(E, e)-

groups by (iii), (iv), and (v).

By restricting the construction of λ(E,p) to loops α : I −→ Fe, we see that

λ(Fb ,r)[α] = λ(E,p)[ι ◦α]. This implies part (i), and part (ii) is immediate from

the definition of the action of π1(E, e) on π1(B, b). Part (iv) holds by the natu-

rality of the action of π1 on πn, which applies to any map, not just a fibration

such as p.

To prove (iii), we use the notations of the diagram on the previous page.

Since ι : F −→ E is a cofibration, by Lemma 1.3.1, we can apply the CHEP to

the diagram

Mι

��

id∪β̃
�� E

p

��
E× I

π2

��

k

����������
I

β

�� B

to obtain a deformation k : E× I −→ E. Since β̃1 : Fb −→ Fb′ ⊂ E represents

ι∗ ◦ λ(E,p)([α]) and thismap is k1 ◦ ι, it also representsλ(E,r) ◦ ι. This implies (iii).

To prove (v), recall from [93, p. 64] that ∂ : πn(B, b) −→ πn−1(F, e) is the

composite of the inverse of the isomorphism p∗ : πn(E,F, e) −→ πn(B, b) and

the boundary map of the pair (E,F), which is obtained by restricting represen-

tative maps (Dn,Sn−1) −→ (E,F) to Sn−1 −→ F. Let α be a loop at e in E that

represents g and let p(e) = b and p ◦α = β. Let h : B× I −→ B be a deforma-

tion (h0 = id) such that h(b, t) = β(t). As in Definition 1.4.1, for a based map

f : X −→ B, [β][ f ] = [h1]. To describe this action in terms of the pair (E,F),

use the CHEP to obtain lifts j and k in the following diagrams.

Fe×{0} ∪ {e}× I
ι∪α

��

��

E

p

��
F× I

j

������������

π2

�� I
β

�� B

and Mι

id∪j
��

��

E

p

��
E× I

k

�����������

p×id
�� B× I

h

�� B
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Then (k, j) : (E,F)× I −→ (E,F) is a relative homotopy that restricts to j and

covers h. Precomposing with a map z̃ : (Dn,Sn−1) −→ (E,F) that represents

z ∈ π1(B, b), the composite h1z̃ represents [β]z, which is gz = p∗(g)z. Its res-
triction to Sn−1 represents ∂(gz) and, by the first of the above pair of diagrams,

it also represents g∂(z). �

remark 1.5.5. Consider (1.5.1). Lemma 1.4.7 implies that π0(Fb, e) is a right

π1(B, b)-set and ∂ : π1(B, b) −→ π0(Fb, e) is amap ofπ1(B, b)-sets and therefore

of π1(E, e)-sets. However, we are especially interested in the next step to the

left. Assume that the image of p∗ : π1(E, e) −→ π1(B, b) is a normal subgroup.

Then coker p∗ is a group contained in the based set π0(Fb, e) of components

of Fb with base component Fe (later sometimes denoted [e]). We denote this

group by π̃0(Fb, e) and have the exact sequence

π1(E, e)
p∗

��π1(B, b)
∂

�� π̃0(Fb, e)
i∗

��∗.
It is an exact sequence of π1(E, e)-groups and thus of π1(Fb, e)-groups, where

π1(Fb, e) acts trivially on the last two groups.
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HOMOTOPY COLIMITS AND
HOMOTOPY LIMITS; lim1

The material of this chapter is again of general interest. We describe the

most basic homotopy colimits and limits, with focus on their precise algebraic

behavior. In particular, we develop the dual homotopical lim1 exact sequences.

We shall not go into the general theory of homotopy colimits, but the material

here can serve as an introduction to such more advanced sources as [42, 65,

128]. In this book, homotopy limits, and especially homotopy pullbacks, will

play a central role in the fracture theorems of Chapters 8 and 13.

In §3 and §4, we describe the algebraic properties of the functor lim1 and

give a concrete topological example where nontrivial lim1 terms appear. In §5

and §6, we give some observations about the homology of filtered colimits and

sequential limits and advertise a kind of universal coefficient theorem for profi-

nite abelian groups.While §1 and §2 are vital to all of ourwork, the later sections

play a more peripheral role and need only be skimmed on a first reading.

2.1. Some basic homotopy colimits

Intuitively, homotopy colimits are constructed from ordinary categorical col-

imits by gluing in cylinders. These give domains for homotopies that allow us

to replace equalities betweenmaps that appear in the specification of ordinary

colimits by homotopies between maps. There is always a natural map from

a homotopy colimit to the corresponding ordinary colimit, and in some but

not all cases there is a convenient criterion for determining whether or not

that natural map is a homotopy equivalence. Since homotopies between given

maps are not unique, not even up to homotopy, homotopy colimits give weak

colimits in the homotopy category in the sense that they satisfy the existence

but not the uniqueness property of ordinary colimits. We shall spell out the

relevant algebraic property quite precisely for homotopy pushouts (or double

mapping cylinders), homotopy coequalizers (or mapping tori), and sequential

homotopy colimits (or telescopes). We record the analogous results for the

24
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constructions Eckmann-Hilton dual to these in the next section. We work in

the based context, but the unbased analogues should be clear.

definition 2.1.1. The homotopy pushout (or double mapping cylinder)

M( f , g) of a pair of maps f : A −→ X and g : A −→ Y is the pushout written

in alternative notations as

(X ∨Y )∪A∨A A∧ I+ or X ∪f (A∧ I+)∪g Y .

It is the pushout defined with respect to f ∨ g : A∨A −→ X ∨Y and the

cofibration (i0, i1) : A∨A −→ A∧ I+.

Explicitly, with the alternative notation, we start with X ∨ (A∧ I+)∨Y and

then identify (a, 0) with f (a) and (a, 1) with g(a). In comparision with the

ordinary pushout X ∪A Y , we are replacing A by the cylinder A∧ I+. Except
that the line ∗× I through the basepoint should be collapsed to a point, the

following picture should give the idea.

f (A)

X

g(A) YA× I

proposition 2.1.2. For any space Z, the natural map of pointed sets

[M( f , g),Z] −→ [X ,Z]×[A,Z] [Y ,Z]
is a surjection. Its kernel is isomorphic to the set of orbits of [�A,Z] under the right

action of the group [�X ,Z]× [�Y ,Z] specified by

a ∗ (x, y) = (�f )∗(x)−1 · a · (�g)∗(y)

for a ∈ [�A,Z], x ∈ [�X ,Z], and y ∈ [�Y ,Z].

proof. The pullback in the statement is the set of homotopy classes ([α], [β])
in [X ,Z]× [Y ,Z] such that [α] and [β] have the same image in [A,Z], which
means that α ◦ f is homotopic to β ◦ g .
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We have an evident cofibration j : X ∨Y −→ M( f , g). As in [93, p. 57], it

gives rise to an exact sequence of pointed sets

[�X ,Z]× [�Y ,Z]
π∗

�� [Cj,Z]
i∗

�� [M( f , g),Z]
j∗

�� [X ,Z]× [Y ,Z].

If α : X −→ Z and β : Y −→ Z are such that αf � βg , then any choice of

homotopy A∧ I+ −→ Z determines a map γ : M( f , g) −→ Z that restricts

to α and β on X and Y . Thus j∗ induces a surjection onto the pullback in

the statement of the result. That is, for homotopy classes [α] and [β] such
that f ∗[α] = g∗[β], there is a homotopy class [γ ], not uniquely determined,

such that j∗[γ ] = ([α], [β]). This is what wemean by saying that the homotopy

colimit M( f , g) is a weak pushout of f and g in HoT .

By Lemma 1.4.6(iv), ker j∗ = im i∗ is the set of orbits of [�A,Z] under the
action of [�X ,Z]× [�Y ,Z] specified there. Since j is a cofibration, the canon-

ical quotient map ψ : Cj −→ �A is an equivalence ([93, p. 58]). A homotopy

inverse ξ to ψ can be specified by

ξ (a, t) =

⎧
⎪⎪⎨

⎪⎪⎩

( f (a), 1− 3t) ∈ CX if 0 ≤ t ≤ 1/3

(a, 3t− 1) ∈ A∧ I+ if 1/3 ≤ t ≤ 2/3

(g(a), 3t− 2) ∈ CY if 2/3 ≤ t ≤ 1.

The pinch map on Cj used to define the action in Lemma 1.4.6 pinches the

equators X ×{1/2} and Y ×{1/2} of CX and CY to the basepoint, so mapping

Cj to�X ∨Cj∨�Y . Ifwefirst apply ξ and then this pinchmaponCj, weobtain

the same result as if we first apply the pinchmap�A −→ �A∨�A∨�A that

pinches A×{1/6} and A×{5/6} to a point and then apply ξ . Up to homotopy,

ξ restricts on the three copies of �A to −�f , the identity, and �g . There-

fore the action defined in Lemma 1.4.6 agrees with the action specified in the

statement. �

The following result is often called the “gluing lemma”.

lemma 2.1.3. Assume given a commutative diagram

X

β

��

A
f

��
g

��

α

��

Y

γ

��

X ′ A′
f ′

��
g ′

�� Y ′
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in which f and f ′ are cofibrations. If α, β, and γ are homotopy equivalences, then

so is their pushout

X ∪A Y −→ X ′ ∪A′ Y
′.

proof. One can prove this directly by expanding on arguments about cofiber

equivalence given in [93, §4.5]. However, that would be fairly lengthy and

digressive. Instead we take the opportunity to advertise the model category

theory that appears later in the book, specifically in §15.4. The notion of a left

proper model category is specified in Definition 15.4.1, and it is proven in

Proposition 15.4.4 that a model category is left proper if and only if the conclu-

sionof the gluing lemmaholds. This applies to a very large class of categories in

which one can do homotopy theory. By Theorem 17.1.1 and Corollary 17.1.2,

it applies in particular to the category of spaces and the category of based

spaces. �

corollary 2.1.4. If f is a cofibration and g is any map, then the natural quotient

map M( f , g) −→ X ∪A Y is a homotopy equivalence.

proof. An explicit proof of the unbased version is given in [93, p. 78], but

the conclusion is also a direct consequence of the previous result. To see that,

let Mf be the mapping cylinder of f and observe that M( f , g) is the pushout

of the canonical cofibration A −→ Mf and g : A −→ Y . Taking α and γ to be

identity maps and β to be the canonical homotopy equivalence Mf −→ X , the

previous result applies. �

Observe that the fold map ∇ : X ∨X −→ X is conceptually dual to the

diagonal map � : X −→ X ×X .

definition 2.1.5. The homotopy coequalizer (or mapping torus) T ( f , f ′) of
a pair ofmaps f , f ′ : X −→ Y is the homotopy pushout of ( f , f ′) : X ∨X −→ Y

and ∇ : X ∨X −→ X .

We have written the definition in a way that mimics the construction of

coequalizers from pushouts and coproducts in any category (see below). How-

ever, unravelling the definition, we see that (X ∧X )∧ I+ can be identified with

(X ∧ I+)∨ (X ∧ I+). The identification along ∇ has the effect of gluing these

two cylinders into a single cylinder of twice the length. Therefore T ( f , f ′) is
homeomorphic to the quotient of Y ∨ (X ∧ I+) obtained by identifying (x, 0)



“530-46909_Ch02_6P.tex” — 8/25/2011 — 10:37 — page 28

−1
0

+1

28 / homotopy colimits and homotopy limits; lim1

with f (x) and (x, 1) with f ′(x). This gives the source of the alternative name.

We urge the reader to draw a picture.

The categorical coequalizer of f and f ′ can be constructed as Y/∼, where
f (x) ∼ f ′(x) for x in X . The required universal property ([93, p. 16]) clearly

holds. Equivalently, the coequalizer is the pushout of ( f , f ′) : X ∨X −→ Y

and ∇ : X ∨X −→ X . In principle, the map ( f , f ′) might be a cofibration, but

that almost never happens in practice. Since cofibrationsmust be inclusions, it

can only happen if the intersection of the images of f and f ′ is just the base-
point of Y , and that does not generally hold. The gluing lemma applies to

categorical coequalizerswhen it does hold, but there is no convenient generally

applicable analogue of the gluing lemma. For that reason, there is no conve-

nient general criterion that ensures that the natural map from the homotopy

coequalizer to the categorical coequalizer is a homotopy equivalence.

The equalizer E(α,β) of functions α,β : S −→ U is {s|α(s) = β(s)} ⊂ S, as

we see by checking the universal property ([93, p. 16]). Equivalently, it is the

pullback of (α,β) : S −→ U ×U and � : U −→ U ×U .

proposition 2.1.6. For any space Z, the natural map of pointed sets

[T ( f , f ′),Z] −→ E( f ∗, f ′∗)

is a surjection, where f ∗, f ′∗ : [Y ,Z] −→ [X ,Z]. Its kernel is isomorphic to the set

of orbits of [�X ,Z] under the right action of the group [�Y ,Z] specified by

x ∗ y = (�f )∗(y)−1 · x · (�f ′)∗(y)

for x ∈ [�X ,Z] and y ∈ [�Y ,Z].

proof. Abbreviate G = [�X ,Z] and H = [�Y ,Z] and let θ = (�f )∗ and

θ ′ = (�f ′)∗. By Proposition 2.1.2 and the definition of T ( f , f ′),

[T ( f , f ′),Z] −→ E( f ∗, f ′∗)

is a surjection with kernel the set of orbits of G×G under the right action of

H×G specified by

(w, x) ∗ (y, z) = ((θy)−1, (θ ′y))−1(w, x)(z, z) = ((θy)−1wz, (θ ′y)−1xz)

for w, x, z ∈ G and y ∈ H. Define μ : G×G −→ G by μ(w, x) = wx−1 and

define ν : H×G −→ H by ν(y, z) = y. With H acting on G as in the state-

ment, μ is ν-equivariant and induces a bijection on orbits by an easy algebraic

verification. �
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definition 2.1.7. The homotopy colimit (or mapping telescope) telXi of a

sequence of maps fi : Xi −→ Xi+1 is the homotopy coequalizer of the iden-

tity map of Y = ∨iXi and ∨i fi : Y −→ Y . It is homeomorphic to the union

of mapping cylinders described in [93, p. 113], which gives the more usual

description.

The definition of lim1 Gi for an inverse sequence of abelian groups is given,

for example, in [93, p. 146]. It generalizes to give a definition for not nec-

essarily abelian groups. However, the result is only a set in general, not a

group.

definition 2.1.8. Let γi : Gi+1 −→ Gi, i ≥ 0, be homomorphisms of

groups. Define a right action of the group G = ×iGi on the set S = ×iGi by

(si) ∗ (gi) = (g−1i siγi(gi+1)).

The set of orbits of S under this action is called lim1 Gi. Observe that limGi is

the set of elements of G that fix the element (1) ∈ S whose coordinates are the

identity elements of the Gi. Equivalently, limGi is the equalizer of the identity

map of S and ×iγi : S −→ S.

proposition 2.1.9. For any space Z, the natural map of pointed sets

[telXi,Z] −→ lim[Xi,Z]
is a surjection with kernel isomorphic to lim1[�Xi,Z].

proof. With our definition of telXi as a homotopy coequalizer, this is

immediate from Proposition 2.1.6. �

The following “ladder lemma” is analogous to the gluing lemma above.

lemma 2.1.10. Assume given a commutative diagram

X0

f0
��

α0

��

X1 ��

α1

��

· · · �� Xi

fi
��

αi

��

Xi+1 ��

αi+1
��

· · ·

X ′0
f ′0

�� X ′1 �� · · · �� X ′i
f ′i

�� X ′i+1 �� · · ·
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in which the fi and f ′i are cofibrations. If the maps αi are homotopy equivalences,

then so is their colimit

colimXi −→ colimX ′i .

proof. This follows inductively from the proposition about cofiber homo-

topy equivalence given in [93, p. 44]. �

corollary 2.1.11. If the maps fi : Xi −→ Xi+1 are cofibrations, then the natural

quotient map telXi −→ colimXi is a homotopy equivalence.

proof. The map in question identifies a point (x, t) in the cylinder Xi ∧ I+
with the point ( fi(x), 0) in the base of the next cylinder Xi+1 ∧ I+. We may

describe telXi as the colimit of a sequence of partial telescopes Yi, each of

which comes with a deformation retraction αi : Yi −→ Xi. These partial tele-

scopes give a ladder to which the previous result applies. �

This applies in particular to the inclusions of skeleta of a CW complex X ,

and we have the following important definition.

definition 2.1.12. Let X be a (based) CW complex with n-skeleton Xn. A

map f : X −→ Z is called a phantom map if the restriction of f to Xn is null

homotopic for all n.

warning 2.1.13. This is the original use of the term “phantommap”, but the

name is also used in some, but by nomeans all, of themore recent literature for

maps f : X −→ Z such that f ◦ g is null homotopic for all maps g : W −→ X ,

where W is a finite CW complex. One might differentiate by renaming the

original notion “skeletally phantom” or renaming the new notion “finitely

phantom”. Skeletally phantom implies finitely phantom since any g as above

factors through Xn for some n. Of course, the two notions agree when X has

finite skeleta.

The name comes from the fact that, with either definition, a phantommap

f : X −→ Z induces the zero map on all homotopy, homology, and cohomol-

ogy groups, since these invariants depend only on skeleta, and in fact only

on composites f ◦ g , where g has finite domain. With the original definition,

Corollary 2.1.11 and Proposition 2.1.9 give the following identification of the

phantom homotopy classes.
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corollary 2.1.14. The set of homotopy classes of phantom maps X −→ Z can

be identified with lim1[�Xn,Z].

proof. By Corollary 2.1.11, the quotient map telXn −→ X is a homotopy

equivalence, hence the conclusion follows from Proposition 2.1.9. �

In §2.3, we specify a simple algebraic condition, called the Mittag-Leffler

condition, on an inverse sequence {Gi, γi} that ensures that lim1 Gi is a single

point. In the situation that occursmost often in topology, theGi are countable,

and then Theorem 2.3.3 below shows that lim1 Gi is uncountable if theMittag-

Leffler condition fails and a certain normality of subgroups condition holds.

In particular, the cited result has the following consequence.

corollary 2.1.15. If the skeleta Xn are finite, the homotopy groups πq(Z) are

countable, the groups [�Xn,Z] are abelian, and the Mittag-Leffer condition fails

for the inverse system {[�Xn,Z]}, then lim1[�Xn,Z] is an uncountable divisible

abelian group.

As a concrete example, this result applies to show that [CP∞,S3] contains
an uncountable divisible subgroup. This is a result due to Gray [55] that we

shall explain in §2.4. Here the groups [�CPn,S3] are abelian since S3 is a

topological group. Although it is hard to specify phantommaps concretely on

the point-set level, their existence is not an exotic phenomenon.

2.2. Some basic homotopy limits

We gave the definitions and results in the previous section in a form that

makes their dualization to definitions and results about homotopy limits as

transparent as possible. We leave the details of proofs to the interested reader.

These constructions will be used later in the proofs of fracture theorems for

localizations and completions.

definition 2.2.1. The homotopy pullback (or double mapping path fibra-

tion) N( f , g) of a pair of maps f : X −→ A and g : Y −→ A is the pullback

written in alternative notations as

(X ×Y )×A×A F(I+,A) or X ×f F(I+,A)×g Y .

It is the pullback defined with respect to f × g : X ×Y −→ A×A and the

fibration ( p0, p1) : F(I+,A) −→ A×A.
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Explicitly, with the alternative notation, N( f , g) is the subspace of

X ×F(I+,A)×Y that consists of those points (x,ω, y) such that ω(0) = f (x)

and ω(1) = g(y). Here ( p0, p1) : F(I+,A) −→ A×A is a fibration by applica-

tion of Lemma 1.1.4 to the cofibration (i0, i1) : A∨A −→ A∧ I+. Its fiber

over the basepoint is �A. Observe that pullback of this fibration along

f × g : X ×Y −→ A×A gives a fibration ( p0, p1) : N( f , g) −→ X ×Y with

fiber �A over the basepoint.

proposition 2.2.2. For any space Z, the natural map of pointed sets

[Z,N( f , g)] −→ [Z,X ]×[Z,A] [Z,Y ]

is a surjection. Its kernel is isomorphic to the set of orbits of [Z,�A] under the right

action of the group [Z,�X ]× [Z,�Y ] specified by

a ∗ (x, y) = (�f )∗(x)−1 · a · (�g)∗(y)

for a ∈ [Z,�A], x ∈ [Z,�X ], and y ∈ [Z,�Y ].

The following consequence, which uses the fibration

( p0, p1) : N( f , g) −→ X ×Y and the exact sequence of [93, p. 64], will be

especially important in our study of fracture theorems.

corollary 2.2.3. Let f : X −→ A and g : Y −→ A be maps between connected

spaces. There is a long exact sequence

· · · −→ πn+1(A) −→ πnN( f , g)
( p0,p1)∗−−−−→ πn(X )×πn(Y )

f∗−g∗−−−→ πn(A)

−→ · · · −→ π1(A) −→ π0N( f , g) −→ ∗.

The space N( f , g) is connected if and only if every element of π1(A) is the prod-

uct of an element of f∗π1(X ) and an element of g∗π1(Y ). For n ≥ 1, the natural

map

πn(N( f , g)) −→ πn(X )×πn(A) πn(Y )

is an isomorphism if and only if every element of the abelian group πn+1(A) is the

sum of an element of f∗πn+1(X ) and an element of g∗πn+1(Y ).

If n = 1, the inaccurate notation f∗ − g∗means the pointwise product f∗g−1∗ ;

the additive notation is appropriate when n > 1. In both cases, the condition

on homotopy groups says that the relevant homomorphism f∗ − g∗ is an

epimorphism.
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lemma 2.2.4. Assume given a commutative diagram

X

β

��

f
�� A

α

��

Y
g

��

γ

��

X ′
f ′

�� A′ Y ′
g ′

��

in which f and f ′ are fibrations. If α, β, and γ are homotopy equivalences, then so

is their pullback

X ×A Y −→ X ′ ×A′ Y
′.

proof. The model category theory that we give later is self-dual in the very

strong sense that results for a model category, when applied to its opposite

category, give dual conclusions. This lemma is an illustrative example. It is

the model theoretic dual of Lemma 2.1.3, and the proof of Lemma 2.1.3 that

we outlined above dualizes in this sense. The notion of a right proper model

category is specified in Definition 15.4.1, and by Proposition 15.4.4, a model

category is right proper if and only if the conclusion of this “cogluing lemma”

holds. By Theorem 17.1.1 and Corollary 17.1.2, the category of spaces and the

category of based spaces are both left and right proper, so the conclusions of

both Lemma 2.1.3 and this lemma hold in both categories. �

corollary 2.2.5. If f is a fibration and g is any map, then the natural injection

X ×A Y −→ N( f , g) is a homotopy equivalence.

definition 2.2.6. The homotopy equalizer (or double fiber) F( f , f ′) of a pair
of maps f , f ′ : X −→ Y is the homotopy pullback of ( f , f ′) : X −→ Y ×Y and

� : Y −→ Y ×Y .

Again, we have written the definition so as to mimic the categorical con-

structionof equalizers frompullbacks andproducts. Unraveling thedefinition,

we find that the space F( f , f ′) is homeomorphic to the pullback of the natural

fibration N( f , f ′) −→ X ×X along � : X −→ X ×X .

proposition 2.2.7. For any space Z, the natural map of pointed sets

[Z,F( f , f ′)] −→ E( f∗, f ′∗)

is a surjection, where f∗, f ′∗ : [Z,X ] −→ [Z,Y ]. Its kernel is isomorphic to the set

of orbits of [Z,�Y ] under the right action of the group [Z,�X ] specified by
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y ∗ x = (�f )∗(x)−1 · y · (�f ′)∗(x)

for x ∈ [Z,�X ] and y ∈ [Z,�Y ].

definition 2.2.8. The homotopy limit (or mapping microscope)1 micXi of

a sequence of maps fi : Xi+1 −→ Xi is the homotopy equalizer of the identity

map of Y = ×iXi and ×i fi : Y −→ Y . It is homeomorphic to the limit of the

sequence of partial microscopes Yn defined dually to the partial telescopes in

[93, p. 113].

Explicitly, let π0 : Y0 = F(I+,X0) −→ X0 be p1, evaluation at 1. Assume

inductively that πn : Yn −→ Xn has been defined. Define Yn+1 to be the pull-

back displayed in the right square of the following diagram. Its triangle defines

πn+1 : Yn+1 −→ Xn+1, and the limit of the maps Yn+1 −→ Yn is homeo-

morphic to micXi.

Yn+1 ��

πn+1

�����������

��

Yn

πn

��
Xn+1 F(I+,Xn+1)

p1

��
p0

�� Xn+1
fn

�� Xn

proposition 2.2.9. For any space Z, the natural map of pointed sets

[Z,micXi] −→ lim[Z,Xi]
is a surjection with kernel isomorphic to lim1[Z,�Xi]. In particular, there are

natural short exact sequences

0 −→ lim1 πn+1(Xi) −→ πn(micXi) −→ limπn(Xi) −→ 0.

lemma 2.2.10. Assume given a commutative diagram

· · · �� Xi+1
fi

��

αi+1
��

Xi
��

αi

��

· · · �� X1

f0
��

α1

��

X0

α0

��
· · · �� Xi+1

fi

�� Xi
�� · · · �� X1

f0

�� X0

1. This joke name goes back to 1970s notes of the first author.
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in which the fi and f ′i are fibrations. If the αi are homotopy equivalences, then so is

their limit

limXi −→ limX ′i .

proof. This follows inductively from the proposition about fiber homotopy

equivalence given in [93, p. 50]. �

proposition 2.2.11. If the maps fi : Xi+1 −→ Xi are fibrations, then the natu-

ral injection limXi −→ micXi is a homotopy equivalence.

2.3. Algebraic properties of lim1

The lim1 terms that appear in Propositions 2.1.9 and 2.2.9 are an essential,

but inconvenient, part of algebraic topology. In practice, they are of little

significance in most concrete applications, the principle reason being that

they generally vanish on passage either to rationalization or to completion at

any prime p, as we shall see in §6.8 and §11.6. We give some algebraic feel for

this construction here, but only the Mittag-Leffler condition for the vanishing

of lim1Gi will be relevant to our later work.

We consider a sequence of homomorphisms γi : Gi+1 −→ Gi. For j > i, let

γ
j

i = γiγi+1 · · · γj−1 : Gj −→ Gi and let G
j
i = im γ

j
i . We say that the sequence

{Gi, γi} satisfies the Mittag-Leffler condition if for each i there exists j(i) such

that Gk
i = G

j(i)
i for all k > j(i). That is, these sequences of images eventually

stabilize. For example, this condition clearly holds if each γi is an epimorphism

or if each Gi is a finite group.

The following results collect the basic properties of lim1 Gi. The main con-

clusion is that either the Mittag-Leffler condition holds and lim1 Gi = 0 or,

under further hypotheses that usually hold in the situations encountered in

algebraic topology, the Mittag-Leffler condition fails and lim1 Gi is uncount-

able.

proposition 2.3.1. A short exact sequence

{1} −→ {G′i , γ ′i } −→ {Gi, γi} −→ {Gi
′′, γi
′′} −→ {1}

of towers of groups gives rise to a natural exact sequence of pointed sets

1→ limG′i → limGi → limGi
′′ δ−→ lim1 G′i → lim1 Gi → lim1 Gi

′′ → 1.
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Moreover, the group limGi
′′ acts from the right on the set lim1 G′i , δ is a map of

right limGi
′′-sets, and two elements of lim1G′i map to the same element of lim1 Gi

if and only if they lie in the same orbit.

proof. The identity elements of groups are considered as their basepoints,

and sequences of identity elements give the basepoints necessary to the state-

ment. By an exact sequence of pointed sets, we just mean that the image in

each term is the set of elements that map to the basepoint in the next term.

We use square brackets to denote orbits and we regard G′i as a subgroup of

Gi. We define the right action of lim Gi
′′ on lim1 G′i by letting

[s′i](g ′′i ) = [g−1i s′iγi(gi+1)],

where (g ′′i ) is a point in lim Gi
′′. Here gi ∈ Gi is any element that maps

to g ′′i ∈ G′′i . Define g ′i = g−1i s′iγi(gi+1). Then g ′i is in G′i because the equality

gi
′′ = γi

′′(gi+1′′) implies that g ′i maps to 1 in Gi
′′. Define δ by δ(g ′′) = [1]g ′′,

where [1] denotes the orbit of the sequence of identity elements of the G′i .
With these definitions, the verification is straightforward, if laborious. �

lemma 2.3.2. For any strictly increasing sequence { j(i)}, the diagram

· · · �� G
j(i+1)
i+1

∩
��

γi
�� G

j(i)
i

��

∩
��

· · · �� G
j(1)
1

∩
��

γ0
�� G

j(0)
0

∩
��

· · · �� Gi+1
γi

�� Gi
�� · · · �� G1

γ0

�� G0

induces an isomorphism limG
j(i)
i −→ limGi and a surjection

lim1 G
j(i)
i −→ lim1 Gi. The latter function is a bijection if G

j(i)
i is a normal sub-

group of Gi for each i.

proof. Since the sequence { j(i)} is strictly increasing, the isomorphism of

lim groups holds by cofinality. If (gi) is in limGi, then gj maps to gi for each

j > i. In particular gj(i) maps to gi. This shows that the map of lim groups is

surjective, and injectivity is clear. To see the surjectivity on lim1, let (ti) ∈ ×iGi

and (gi) ∈ ×iGi. The definition of the right action given in Definition 2.1.8

shows that (ti) = (si)(gi), where

si = gitiγi(gi+1)−1 ∈ Gi.
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If we choose

gi = γ
j(i)

i (tj(i))
−1γ j(i)−1

i (tj(i)−1)−1 · · · γ i+1
i (ti+1)−1t−1i ,

then we find that si = γ
j(i)+1
i (tj(i)+1) · · · γ j(i+1)

i (tj(i+1)) is in G
j(i)
i . This displays

the orbit [ti] ∈ lim1 Gi as an element in the image of lim1 G
j(i)
i . If G

j(i)
i is nor-

mal in Gi for each i, then limGi/G
j(i)
i is defined, and it is the trivial group

since another cofinality argument shows that an element other than (ei)

would have to come from a nontrivial element of limGi/limG
j(i)
i . Therefore

lim1 G
j(i)
i → lim1 Gi is an injectionby the exact sequenceofProposition2.3.1. �

theorem 2.3.3. lim1 Gi satisfies the following properties.

(i) If {Gi, γi} satisfies the Mittag-Leffler condition, then lim1Gi is trivial.

(ii) If G
j
i is a normal subgroup of Gi for each j > i and each Gi is countable, then

either {Gi, γi} satisfies the Mittag-Leffler condition or lim1Gi is uncount-

able.

(iii) If each Gi is a finitely generated abelian group, then lim1Gi is a divisible

abelian group.

proof. For (i), wemay assume thatGk
i = G

j(i)
i for k > j(i), where the j(i) form

a strictly increasing sequence. Let (ti) ∈ ×iG
j(i)
i . There are elements hi ∈ G

j(i)
i

such that ti = h−1i γi(hi+1). To see this, let h0 = 1 and assume inductively

that ha has been constructed for a ≤ i. Then hiti is in G
j(i)
i = G

j(i+1)
i , say

hiti = γ
j(i+1)

i (g). Let hi+1 = γ
j(i+1)

i+1 (g). Then hi+1 ∈ G
j(i+1)
i+1 and hiti = γi(hi+1),

as required. This implies that (ti) = (1)(hi), so that the orbit set lim1 G
j(i)
i

contains only the element [1]. By the surjectivity result of the previous lemma,

this implies that lim1 Gi also contains only the single element [1].
For (ii), fix i ≥ 0 and, letting j vary, consider the diagram

· · · �� G
i+j+1
i

��

��

G
i+j
i

��

��

· · · �� Gi+2
1

��

�� Gi+1
i

��
· · · Gi

��

Gi

��

· · · Gi

��

Gi

��

· · · �� H
j+1
i

�� H
j
i

�� · · · �� H2
1

�� H1
i .
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Here H
j
i = Gi/G

i+j
i . By Proposition 2.3.1 and the fact that lim1 is trivial on

constant systems, there results an exact sequence

∗ −→ lim G
i+j
i −→ Gi −→ lim H

j
i −→ lim1 G

i+j
i −→ ∗.

Applying Proposition 2.3.1 to the exact sequence

{1} −→ {ker γ j
i } −→ {Gj} −→ {Gi+j

i } −→ {1},

we see that we also have a surjection lim1 Gj −→ lim1 G
i+j
i . If limH

j
i is un-

countable, then so are lim1 G
i+j
i (since Gi is assumed to be countable) and

lim1 Gj . Here the index runs over j ≥ i for our fixed i, but lim1 Gj is clearly

independent of i. The cardinality of limH
j
i is the product over j ≥ 1 of the

cardinalities of the kernels G
i+j
i /G

i+j+1
i of the epimorphisms H

j+1
i −→ H

j
i .

Therefore lim H
j
i is countable if and only ifG

i+j
i /G

i+j+1
i has only one element

for all but finitely many values of j, and the latter assertion (for all i) is clearly

equivalent to the Mittag-Leffler condition. This proves (ii).

For (iii), let n > 1 and apply Proposition 2.3.1 to the spliced short exact

sequences

{0} �� {ker n} �� {Gi}
{n}

��

����������
{Gi} �� {Gi/nGi} �� {0}

{nGi}













����������

{0}













{0}.

Since Gi/nGi is finite, lim1 Gi/nGi = 0 by (i). Therefore, by the triangles in

the diagram, multiplication by n on lim1 Gi is the composite epimorphism

lim1 Gi −→ lim1 nGi −→ lim1 Gi. �

2.4. An example of nonvanishing lim1 terms

As promised, we here give an example due to Gray [55] that shows how easy

it can be to prove that the Mittag-Leffler condition fails.

lemma 2.4.1. Let X be a based CW complex such that πi(X ) = 0 for i < q and

πq(X ) = Z, where q ≥ 2 is even. Assume that X is a CW complex with q-skeleton Sq
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and give �X the induced CW structure with (�X )n = �Xn. Let f : Sq+1 −→ �X

generate πq+1(�X ) = Z. Suppose g ◦ f has degree zero for every map

g : �X −→ Sq+1. Then the sequence of groups [�Xn,Sq+1] does not satisfy the

Mittag-Leffler condition.

proof. For n ≥ q, we have a cofiber sequence

Jn

jn
��Xn

kn
��Xn+1,

where Jn is a wedge of n-spheres, jn is given by attaching maps, and kn is the

inclusion. Suspending, these induce exact sequences

[�Jn,Sq+1] [�Xn,Sq+1]
(�jn)∗
�� [�Xn+1,Sq+1].

(�kn)∗
��

Since the functor [−,Z] converts finite wedges to finite products and thus

to finite direct sums when it takes values in abelian groups, [�Jn,Sq+1] is a
direct sum of homotopy groups πn+1(Sq+1). As we shall recall in §6.7, since q

is even, πn+1(Sq+1) is finite for all n > q.

Since Xq = Sq and πq(X ) = Z, jq must be null homotopic; if not, its homo-

topy classwould be an element ofπq(Xq) that wouldmap to zero inπq(X ). With

its cell structure induced from that of X , the q+ 1-skeleton of �Xq is Sq+1.
Let g0 : �Xq −→ Sq+1 be the identity. Since jq is null homotopic, so is �jq.

Therefore (�jq)∗[g0] = 0 and [g0] = (�kq)∗[g1] for some [g1] ∈ [�Xq+1,Sq+1].
Inductively, startingwithm1 = 1, for n ≥ 1we can choose positive integersmn

and maps gn : �Xq+n −→ Sq+1 such that (�kq+n−1)∗(gn) = mngn−1. Indeed,
for n ≥ 2, (�jq+n−1)∗([gn−1]) is an element of a finite group, so is annihilated

by some mn, and then mn[gn−1] is in the image of (�kq+n−1)∗.
Now suppose that the Mittag-Leffler condition holds. This means that, for

n0 large enough,

im[�Xq+n,Sq+1] −→ [�Xq,Sq+1] = im[�Xq+n0 ,Sq+1] −→ [�Xq,Sq+1]
for all n > n0. Then we can take mn = 1 for n > n0. By the surjectivity part

of the lim1 exact sequence, there is a map g : �X −→ Sq+1 whose restriction
to �Xq+n is homotopic to gn for each n. Thinking of f : Sq+1 −→ �X as the

composite of the identity map on the q+ 1-skeleton composed with inclusions

of skeleta and thinking of g as the colimit of its restrictions to skeleta, we see

that the composite g ◦ f hasdegreem1 · · ·mn0 . This contradicts the assumption

that g ◦ f has degree zero. �
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lemma 2.4.2. With q = 2, CP∞ satisfies the hypotheses of Lemma 2.4.1.

proof. With the notations of Lemma 2.4.1, we must show that g ◦ f has

degree zero for any map g : �CP∞ −→ S3. Suppose that g ◦ f has degree

m �= 0. Up to sign, g∗(i) = mx in cohomology with any ring R of coefficients,

where i ∈ H3(S3) is the fundamental class and x ∈ H3(CP∞) is the generator.
Taking R = Fp where p is prime to m, we see that g∗ is an isomorphism in

degree 3. But the first Steenrod operation P1 (see, e.g., [86, 130]) satisfies

P1x �= 0, which by naturality contradicts P1(i) = 0. �

corollary 2.4.3. There are uncountably many phantom maps CP∞ −→ S3.

We have just seen how easy it is to prove that phantommaps exist, but it is

very far from obvious how to write them down in any explicit form.

2.5. The homology of colimits and limits

It was observed in [93, p. 113] that homology commutes with sequential col-

imits of inclusions. The same holds more generally for suitably well-behaved

filtered colimits, which are defined to be colimits of diagrams defined on

filtered categories.

definition 2.5.1. A small category D is filtered if

(i) For any two objects d and d′, there is an object e that admits morphisms

d −→ e and d′ −→ e.

(ii) For any two morphisms α,β : d −→ e, there is a morphism γ : e −→ f

such that γα = γβ.

This definition suffices for many applications. However, we insert the

following more general definitions [11, p. 268] since they will later play a

significant role in model category theory. The reader may ignore the general-

ity now, but it will be helpful later to have seen an elementary example of how

these definitions are used before seeing such arguments in model category

theory. The union of a finite set of finite sets is a finite set, and we recall that

regular cardinals are defined to be those with the precisely analogous property.

definition 2.5.2. A cardinal is an ordinal that is minimal among those of

the same cardinality. A cardinal λ is regular if for every set I of cardinality less
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than λ and every set {Si|i ∈ I} of sets Si, each of cardinality less than λ, the

cardinality of the union of the Si is less than λ.

definition 2.5.3. Let λ be a regular cardinal. A small categoryD is λ-filtered

if

(i) For any set of objects {di|i ∈ I} indexed by a set I of cardinality less than

λ, there is an object e that admits morphisms di −→ e for all i ∈ I.

(ii) For any set of morphisms {αi : d −→ e|i ∈ I} indexed by a set I of cardi-

nality less than λ, there is a morphism γ : e −→ f such that γαi = γαj

for all indices i and j in I.

In Definition 2.5.1, we restricted to the ordinal with two elements, but

by finite induction we see that our original definition of a filtered category

is actually the same notion as an ω-filtered category. As with any category, a

filtered category D may or may not have colimits and a functor, or diagram,

defined on D may or may not preserve them. The precise meaning of the

assumptions on colimits in the following result will become clear in the proof.

By a sequential colimit, we just mean a colimit indexed on the nonnegative

integers, viewed as a category whose only nonidentity maps are m −→ n for

m < n.

proposition 2.5.4. Let X be the colimit of a diagram X∗ : D −→ U of closed

inclusions of spaces, where D is λ-filtered for some regular cardinal λ. If λ > ω,

assume in addition that D has sequential colimits and that X∗ preserves them. Let

K be a compact space. Then any map f : K −→ X factors through some Xd.

proof. The colimit X has the topology of the union, so that a subspace is

closed if and only if it intersects each Xd in a closed subset, and each Xd

is a closed subspace of X . Since we are working with compactly generated

spaces, f (K ) is a closed compact subspace of X [93, p. 37]. Assume that f

does not factor through any Xd . Starting with any object d0, we can choose

a sequence of objects dn and maps αn : dn−1 −→ dn in D and a sequence of

elements kn in K such that f (kn) is in the complement of the image of Xdn−1
in Xdn . Indeed, let n ≥ 1 and suppose that di, αi, and ki have been chosen for

0 < i < n. There is an element kn such that f (kn) is not inXdn−1 . Theremust be

some object d′n−1 such that f (kn) is in Xd′n−1 . There is an object dn that admits

maps αn : dn−1 −→ dn and α′n : d′n−1 −→ dn. Then f (kn) is in the image of the

inclusion Xd′n−1 −→ Xdn induced by α
′
n but is not in the image of the inclusion

Xdn−1 −→ Xdn induced by αn.
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We may view the countable ordered set {dn} as a subcategory of D . If

λ = ω, then {dn} is cofinal in D and X can be identified with colimXdn ; for

notational convenience, we then write Xe = X (with no e in mind). If λ > ω,

then, by assumption, {dn} has a colimit e ∈ D and Xe = colimXdn . Since Xe

is one of the spaces in our colimit system, our hypotheses imply that Xe is a

closed subspace of X . Therefore, in both cases f (K )∩Xe is a closed subspace

of the compact space f (K ) and is again compact. Since compactly generated

spaces are T1 (points are closed), the set S0 = { f (kn)} and each of its subsets

Sm = { f (km+i)|i ≥ 0}, m ≥ 0, is closed in f (K )∩Xe. Any finite subset of the

set {Sm} has nonempty intersection, but the intersection of all of the Sm is

empty. Since f (K )∩Xe is compact, this is a contradiction.2 �

example 2.5.5. The hypothesis on sequential colimits is essential. For a

counterexample without it, let X = [0, 1] ⊂ R, and observe that X is the col-

imit of its countable closed subsets Xd , partially ordered under inclusion.

This gives an ℵ0-filtered indexing category. Obviously the identity map of

X does not factor through any Xd . For n ≥ 0, let Xn = {0} ∪ {1/i|1 ≤ i ≤ n}.
As a set, the colimit of the Xn is X∞ = {0} ∪ {1/i|i ≥ 1}. Topologized as a

subspace of X , X∞ is a countable closed subspace of X , so it qualifies as

the colimit of {Xn} in our indexing category of countable closed subspaces.

However, its colimit topology is discrete, so our colimit hypothesis fails.

(Observe too that if we redefine the Xn without including {0}, then X∞ is not

closed in X , showing that our indexing category does not have all sequential

colimits.)3

corollary 2.5.6. For X∗ and X as in Proposition 2.5.4,

H∗(X ) ∼= colimd∈D H∗(Xd),

where homology is taken with coefficients in any abelian group. Similarly, when X∗
takes values in T , π∗(X ) ∼= colimd∈D π∗(Xd).

proof. We can compute homology with singular chains. Since the simplex

�n is compact, any singular simplex f : �n −→ X factors through some Xd .

Similarly, for the second statement, any based map from Sn or Sn ∧ I+ to X

factors through some Xd . �

2. This pleasant argument is an elaboration of a lemma of Dold and Thom [37, Hilfsatz 2.14].

3. This example is due to Rolf Hoyer.



“530-46909_Ch02_6P.tex” — 8/25/2011 — 10:37 — page 43

−1
0

+1

2.6. a profinite universal coefficient theorem / 43

We need a kind of dual result, but only for sequential limits of based spaces.

The following standard observation will be needed in the proof. Recall the

notion of a q-equivalence from [93, p. 67].

lemma 2.5.7. A q-equivalence f : X −→ Y induces isomorphisms on homology

and cohomology groups in dimensions less than q.

proof. Using mapping cylinders, we can replace f by a cofibration [93, p.

42]. Since weak equivalences induce isomorphisms on homology and coho-

mology, relative CW approximation [93, p. 76] and cellular approximation of

maps [93, p. 74] show that we can replace X and Y by CW complexes with the

same q-skeleton and can replace f by a cellular map that is the identity on the

q-skeleton. Since in dimensions less than q the cellular chains and thus

the homology and cohomology groups of a CW complex depend only on its

q-skeleton, the conclusion follows. �

definition 2.5.8. A tower (or inverse sequence) of spaces fn : Xn+1 −→ Xn

is convergent if for each q, there is an nq such that the canonicalmapX −→ Xn

is a q-equivalence for all n ≥ nq.

proposition 2.5.9. Let X = limXn, where {Xn} is a convergent tower of

fibrations. Then the canonical maps induce isomorphisms

π∗(X ) ∼= limπ∗(Xn), H∗(X ) ∼= limH∗(Xn), and H∗(X ) ∼= colimH∗(Xn).

proof. We may replace X by micXn. The inverse systems of homotopy

groups satisfy the Mittag-Leffler condition, so that the lim1 error terms are

trivial, and the isomorphism on homotopy groups follows. The isomorphism

on homology and cohomology groups is immediate from Lemma 2.5.7. �

2.6. A profinite universal coefficient theorem

In this brief and digressive algebraic section, we advertise an observation about

cohomology with coefficients in a profinite abelian group. We view it as a kind

of universal coefficient theorem for such groups. For present purposes, we

understand a profinite abelian groupB to be the filtered limit of a diagram {Bd}
of finite abelian groups. Here filtered limits are defined in evident analogywith

filtered colimits. They are limits of diagrams that are indexed on the opposite

category Dop of a filtered category D , as specified in Definition 2.5.1.
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theorem 2.6.1. Let X be a chain complex of free abelian groups and let

B = limBd be a profinite abelian group. Then the natural homomorphism

H∗(X ;B) −→ limH∗(X ;Bd)

is an isomorphism, and each Hq(X ;B) is profinite.

proof. Let A be any abelian group. We claim first that

Hom (A,B) ∼= limHom (A,Bd)

and the derived functors limn Hom (A,Bd) are zero for all n > 0. It would be

altogether too digressive to develop the theory of derived functors here, and

we shall content ourselves by pointing out where the required arguments can

be found. When A is finitely generated, so that each Hom (A,Bd) is finite, the

claim follows from Roos [119, Prop. 1] or, more explicitly, Jensen [73, Prop.

1.1]. In the general case, write A as the filtered colimit of its finitely generated

subgroups Ai, where i runs through an indexing set I. By Roos [119, Thm.

3], there is a spectral sequence that converges from

E
p,q
2 = limp

d lim
q
i Hom (Ai,Bd)

to the derived functors limn of the system of groups {Hom (Ai,Bd)} indexed
onI ×Dop. Since all of these groups are finite, these limn groups are zero for

n > 0, by a generalized version of theMittag-Leffler criterion [119, cor. to Prop.

2], and the zeroth group is Hom (A,B). Since E
p,q
2 = 0 for q > 0, E2 = E∞ and

the groups E
p,0
2 must be zero for p > 0. This implies the claim.

We claim next that

Ext (A,B) ∼= lim Ext (A,Bd).

WriteA as a quotient F/F′ of free abelian groups and break the exact sequence

0 −→ Hom (A,Bd) −→ Hom (F,Bd) −→ Hom (F ′,Bd) −→ Ext (A,Bd) −→ 0

of diagrams into two short exact sequences in the evident way. There result two

long exact sequences of limn groups, and the vanishing of limn on the Hom

systems therefore implies both that limn ( Ext (A,Bd)) = 0 for n > 0 and that

the displayed exact sequence remains exact on passage to limits. Our claim

follows by use of the five lemma.

Taking A to be a homology group Hq(X ) and applying the universal coef-

ficient theorem to the calculation of H∗(X ;B) and the H∗(X ;Bd), we now see

by the five lemma that
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H∗(X ;B) ∼= limH∗(X ;Bd).

Finally, to see that each Hq(X ;B) is profinite, write X = limXj , where

Xj runs through those subcomplexes of X such that each Hq(Xj) is finitely

generated; writeJ for the resulting set of indices j. Then each Hq(Xj ;Bd) is

a finite abelian group and Hq(X ) = colimHq(Xj). The arguments just given

demonstrate that

H∗(X ;B) ∼= limH∗(Xj ;Bd),

where the limit is taken overJ ×Dop. �
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3
NILPOTENT SPACES AND POSTNIKOV
TOWERS

In this chapter, we define nilpotent spaces and Postnikov towers and explain

the relationship between them. We are especially interested in restrictions

of these notions that are specified in terms of some preassigned collection

A of abelian groups, and we assume once and for all that the zero group is

in any such chosen collection. We define A -nilpotent spaces and Postnikov

A -towers, and we prove that any A -nilpotent space is weakly equivalent to

a Postnikov A -tower. The role of the collection A is to allow us to develop

results about spaces built up from a particular kind of abelian group (T -local,

T -complete, etc.) in a uniform manner.

As we discussed in the Introduction, nilpotent spaces give a comfortable

level of generality for the definition of localizations and completions. The the-

ory is not much more complicated than it is for simple spaces, and nilpotency

is needed for the fracture theorems.

The material of this chapter is fundamental to the philosophy of the entire

book. We expect most readers to be reasonably comfortable with CW com-

plexes but to bemuch less comfortable with Postnikov towers, which theymay

well have never seen or seen only superficially. We want the reader to come

away from this chapter with a feeling that these are such closely dual notions

that there is really no reason to be more comfortable with one than the other.

We also want the reader to come away with the idea that cohomology classes,

elements of H̃n(X ;π ), are interchangable with (based) homotopy classes of

maps, elements of [X ,K (π , n)]. This is not just a matter of theory but rather a

powerful concrete tool for working with these elements to prove theorems.

3.1. AAA -nilpotent groups and spaces

A group is nilpotent if it has a central series that terminates after finitely many

steps. It is equivalent that either its lower central series or its upper central

46
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series terminates after finitely many steps [56, p. 151]. We simultaneously

generalize this definition in two ways. First, the successive quotients in the

lower central series are abelian groups. One direction of generalization is to

require normal sequences whose successive quotients satisfy more restrictive

conditions. For example, we might require them to be ZT -modules, where

ZT is the localization of Z at a set of primes T . The other direction is to start

with an action of a second group on our given group, rather than to restrict

attention to the group acting on itself by conjugation as is implicit in the usual

notion of nilpotency.

Let A be a collection of abelian groups (containing 0). The main example

is the collection A b of all abelian groups or, more generally, the collectionAR

of modules over a commutative ring R. The rings R = ZT and R = Zp are of

particular interest.1 While AR is an abelian category and we will often need

that structure to prove things we want, we shall also encounter examples of

interest where we really do only have a collection of abelian groups. We could

regard such a collection A as a full subcategory of A b but, in the absence of

kernels and cokernels in A , that is not a useful point of view.

Call a group G a π -group if it has a (left) action of the group π as automor-

phisms of G. This means that we are given a homomorphism from π to the

automorphism group of G. We are thinking of π as π1(X ) and G as πn(X ) for

a space X . Allowing general non-abelian groups G unifies the cases n = 1 and

n > 1.

definition 3.1.1. Let G be a π -group. A finite normal series

{1} = Gq ⊂ Gq−1 ⊂ · · · ⊂ G0 = G

of subgroups of G is said to be an A -central π -series if

(i) Gj−1/Gj is in A and is a central subgroup of G/Gj .

(ii) Gj is a π -subgroup of G and π acts trivially on Gj−1/Gj .

If such a sequence exists, the action of π on G is said to be nilpotent, and

the π -group G is said to be A -nilpotent of nilpotency class at most q; the

nilpotency class of G is the smallest q for which such a sequence exists.

notation 3.1.2. We abbreviate notation by saying that an A b-nilpotent

π -group is a nilpotent π -group and that an AR-nilpotent π -group is an

1. We warn the knowledgeable reader that, in contrast to the theory in [21], we really do mean
the p-adic integers Zp and not the field Fp here.
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R-nilpotent π -group. When it is clearly understood that a given group π is

acting on G, we sometimes just say that G is A -nilpotent, leaving π under-

stood.

Of course, we can separate out our two generalizations of the notion of nil-

potency. Ignoring π , a group G is said to be A -nilpotent if its action on itself

by inner automorphisms, x · g = xgx−1, is A -nilpotent. When A = A b, this

is the standard notion of nilpotency. On the other hand, when G is abelian, a

π -group is just a module over the group ring Z[π ]. The purpose of unifying
the notions is to unify proofs of the results we need, such as the following one.

We will use it often.

lemma 3.1.3. Let 1 −→ G′ φ−→ G
ψ−→ G′′ −→ 1 be an exact sequence of

π -groups. If the extension is central and G′ and G′′ are A -nilpotent π -groups,

then G is an A -nilpotent π -group. Conversely, if A is closed under passage to sub-

groups and quotient groups and G is an A -nilpotent π -group, then G′ and G′′ are

A -nilpotent π -groups.

proof. For the first statement, let

1 = G′p ⊂ G′p−1 ⊂ · · · ⊂ G′0 = G′

and

1 = G′′q ⊂ G′′q−1 ⊂ · · · ⊂ G′′0 = G′′

be A -central π -series. Then the sequence of inclusions

1 = φ(G′p) ⊂ φ(G′p−1) ⊂ · · · ⊂ φ(G′0)

= ψ−1(G′′q ) ⊂ ψ−1(G′′q−1) ⊂ · · · ⊂ ψ−1(G′′0) = G

is anA -central π -series for G′. The centrality assumption, which in particular

implies that G′ is abelian, is essential to the conclusion.

Conversely, suppose that G is A -nilpotent. Then there is an A -central

π -series

1 = Gq ⊂ Gq−1 ⊂ · · · ⊂ G0 = G.

We may identify φ(G′) with G′ and G′′ with G/G′. Define subgroups

G′i = Gi ∩G′ of G′. Since A is closed under passage to subgroups, this gives

a finite A -central π -series for G′. The quotient groups Gi/G
′
i are isomorphic
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to the quotient groups (Gi ·G′)/G′, and these are subgroups of G′′. Since A

is closed under passage to quotient groups as well as subgroups, G′′i is an

A -central π -series for G′′. �

We use the action of π1X on the groups πnX from Definition 1.4.4 and the

definition of anA -nilpotent π1X -group to define the notion of anA -nilpotent

space. Observe that we are discarding unnecessary generality above, since now

either π = π1X is acting on itself by conjugation or π is acting on the abelian

group πnX for n ≥ 2.

definition 3.1.4. A connected based space X is said to be A -nilpotent if

πnX is an A -nilpotent π1X -group for each n ≥ 1. This means that π1(X ) is

A -nilpotent and acts nilpotently on πn(X ) for n ≥ 2. When A = Ab we say

that X is nilpotent. When A = AR, we say that X is R-nilpotent.

Recall that a connected space X is simple if π1X is abelian and acts trivially

on πnX . Clearly simple spaces and, in particular, simply connected spaces, are

nilpotent. Connected H-spaces are simple and are therefore nilpotent. While

it might seem preferable to restrict attention to simple or simply connected

spaces, nilpotent spaces have significantly better closure properties under var-

ious operations. For an important example already mentioned, we shall see

in Theorem 6.3.2 that if X is a finite CW complex, Y is a nilpotent space, and

f : X −→ Y is any map, then the component F(X ,Y )f of f in F(X ,Y ) is nilpo-

tent. This space is generally not simple even when X and Y are simply con-

nected.

3.2. Nilpotent spaces and Postnikov towers

WedefinedA -nilpotent spaces in theprevious section. Thedefinitiondepends

only on the homotopy groups of X . We need a structural characterization that

allowsus towork concretelywith such spaces.Webriefly recall twowell-known

results that we generalize before going into this. The classical result about

Postnikov towers reads as follows.

theorem 3.2.1. A connected space X is simple if and only if it admits a Postnikov

tower of principal fibrations.

We recall what this means. We can always construct maps αn : X −→ Xn

such that αn induces an isomorphism on πi for i ≤ n and πiXn = 0 for



“530-46909_Ch03_6P.tex” — 8/25/2011 — 10:37 — page 50

−1
0

+1

50 / nilpotent spaces and postnikov towers

i > n just by attaching cells inductively to kill the homotopy groups of X in

dimension greater than n. When X is simple, and only then, we can arrange

further that Xn+1 is the homotopy fiber of a “k-invariant”

kn+2 : Xn −→ K (πn+1X , n+ 2).

This is what it means for X to have a “Postnikov tower of principal fibrations”.

The name comes from the fact that Xn+1 is then the pullback along kn+2 of the
path space fibration over K (πn+1X , n+ 2). Of course, the fiber of the resulting

map pn+1 : Xn+1 −→ Xn is an Eilenberg-MacLane space K (πn+1X , n+ 1).

The quickest construction is perhaps the one outlined on [93, p. 179]. Pro-

ceeding inductively, the idea is to check that πiCαn is zero if i ≤ n+ 1 and is

πn+1X if i = n+ 2. One then constructs kn+2 by killing the higher homotopy

groups of the cofiber Cαn and defines Xn+1 to be the fiber of kn+2. However,

the proof there is not complete since the check requires a slightly strength-

ened version of homotopy excision or the relative Hurewicz theorem, neither

of which were proven in [93].

We shall give a complete proof of a more general result that gives an anal-

ogous characterization of A -nilpotent spaces. In the special case of ordinary

nilpotent spaces, it is usually stated as follows. We say that a Postnikov tower

admits a principal refinement if for each n, pn+1 : Xn+1 −→ Xn can be factored

as a composite

Xn+1 = Yrn

qrn−→ Yrn−1
qrn−1−→ · · ·Y1

q1−→ Y0 = Xn

where, for 1 ≤ i ≤ rn, qi is the pullback of the path space fibration over

K (Gi, n+ 2) along a map ki : Yi−1 → K (Gi, n+ 2). The fiber of qi is the

Eilenberg-MacLane space K (Gi, n+ 1), where the Gi are abelian groups.

theorem 3.2.2. A connected space X is nilpotent if and only if the Postnikov tower

of X admits a principal refinement.

3.3. Cocellular spaces and the dual Whitehead theorem

As a preliminary, we explain cocellular spaces and the dual Whitehead theo-

rems in this section. The arguments here were first given in [91], which is a

short but leisurely expository paper. We recall the definitions of the cocellular

constructions that we shall use from that source and refer to it for some easily

supplied details that are best left to the reader as pleasant exercises. Again, A

is any collection of abelian groups with 0 ∈ A .
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definition 3.3.1. Let K be any collection of spaces that contains ∗ and is

closed under loops. A K -tower is a based space X together with a sequence

of based maps kn : Xn −→ Kn, n ≥ 0, such that

(i) X0 = ∗,
(ii) Kn is a product of spaces in K ,

(iii) Xn+1 = Fkn, and

(iv) X is the limit of the Xn.

AnA -tower is aKA -tower, whereKA is the collectionofEilenberg-Mac Lane

spaces K (A,m) such that A ∈ A and m ≥ 0.

Thus Xn+1 is the pullback in the following map of fiber sequences.

�Kn

��

�Kn

��
Xn+1 ��

��

PKn

��
Xn

kn

�� Kn

We think of the maps Xn+1 −→ Xn as giving a decreasing filtration of X ,

and of course the fiber over the basepoint of this map is �Kn. That is dual

to thinking of the inclusions of skeleta Xn −→ Xn+1 of a CW complex X as

giving it an increasing filtration, and of course the quotient space Xn+1/Xn is

a wedge of suspensions �Sn.

remark 3.3.2. The collection of K -towers has very general closure proper-

ties. Since right adjoints, such as P(− ) or, more generally, F(X ,−), preserve
all categorical limits and since limits, such as pullbacks and sequential lim-

its, commute with other limits, we find easily that products, pullbacks, and

sequential limits of K -towers are again K -towers. The more restrictive col-

lections of PostnikovA -towers that we shall introduce shortly haveweaker clo-

sure properties; compare Lemma 3.5.2 below. For this reason, it is sometimes

more convenient to work with KA -towers than with Postnikov A -towers.

We focus on KA -towers in what follows, and we assume that all given

K (A, n)’s are of the homotopy types of CW complexes. It follows that the Xn
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also have the homotopy types of CW complexes (see for example [103, 121]),

but it does not follow and is not true that X has the homotopy type of a CW

complex. The composite of the canonical compositeX −→ Xn+1 −→ PKn and

the projection of PKn onto one of its factors PK (A,m) is called a cocell. The

composite of kn and one of the projectionsKn −→ K (A,m) is called a coattach-

ing map. Note that the dimensions m that occur in cocells for a given n are

allowed to vary.

There is a precisely dual definition of a based cell complex. We recall it in

full generality for comparison, but we shall only use a very special case.

definition 3.3.3. Let J be a collection of based spaces that contains ∗ and
is closed under suspension. A J -cell complex is a based space X together

with a sequence of based maps jn : Jn −→ Xn, n ≥ 0, such that

(i) X0 = ∗,
(ii) Jn is a wedge of spaces in J,

(iii) Xn+1 = Cjn, and

(iv) X is the colimit of the Xn.

Thus Xn+1 is the pushout in the following map of cofiber sequences.

Jn

jn
��

��

Xn

��
CJn ��

��

Xn+1

��
�Jn �Jn

The restriction of the composite CJn −→ Xn+1 −→ X to a wedge summand

CJ, J ∈J, is called a cell and the restriction of jn to a wedge summand J is

called an attaching map.

The case to focus on isJA = {�nA|n ≥ 0} for a fixed spaceA. For example,

sinceJS0 = {Sn|n ≥ 0}, JS0-cell complexes are the same as based cell com-

plexes with based attaching maps. All connected spaces have approximations

byJS0-cell complexes [93, p. 75]. In general, since attachingmaps defined on

Sm form > 0 land in the component of the basepoint, the non-basepoint com-

ponents of JS0-cell complexes are discrete. It is more sensible to consider
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JS1-cell complexes, which have a single vertex and model connected spaces

without extra discrete components. Similarly, all simply connected spaceshave

approximations byJS2-cell complexes [93, p. 85]. Many of the standard argu-

ments for CW complexes that are given, for example, in [93, Ch. 10] work just

as well for J -cell complexes in general. They are described in that generality

in [91]. We note parenthetically that JA-cell complexes have been studied in

many later papers, such as [28, 40], where they are called A-cellular spaces.

Based CW complexes with based attaching maps are the same as JS0-cell

complexes in which cells are attached only to cells of lower dimension. In the

context here, such an X has two filtrations, the one given by the spaces Xn in

Definition 3.3.3, which tells at what stage cells are attached, and the skeletal

filtration, in which Xn denotes the union of the cells of dimension at most n.

In practice, when X is connected, we can arrange that the two filtrations coin-

cide. However, in other mathematical contexts, it is the cellular filtration {Xn}
that matters. In particular, model category theory focuses on cell complexes

rather than CW complexes, which in fact play no role in that theory. It often

applies to categories in which cell complexes can be defined just as in Defini-

tion 3.3.3, but there is no useful notion of a CW complex because the cellular

approximation theorem [93, p. 74] fails. We leave the following parenthetical

observation as an exercise.

exercise 3.3.4. LetX be an n-dimensional based connected CW complex and

π be an abelian group. Then the reduced cellular cochains of X with coeffi-

cients inπ are given by C̃q(X ;π ) ∼= πn−qF(Xq/Xq−1,K (π , n)). The differentials

are inducedby the topological boundarymapsXq/Xq−1 −→ �Xq−1/Xq−2 that
are defined in [93, p. 96]; compare [93, pp. 117, 147].

Analogously, the Postnikov towers of Theorems 3.2.1 and 3.2.2 are special

kinds of Ab-towers. The generality of our cellular and cocellular definitions

helps us to give simple dual proofs of results about them. For a start, the

following definition is dual to the definition of a subcomplex.

definition 3.3.5. Amap p : Z −→ B is said to be a projection onto a quotient

tower if Z and B are A -towers, p is the limit of maps Zn −→ Bn, and the

composite of p and each cocell B −→ PK (A,m) of B is a cocell of Z (for the

same n).

definition 3.3.6. A map ξ : X −→ Y is an A -cohomology isomorphism if

ξ∗ : H∗(Y ;A) −→ H∗(X ;A) is an isomorphism for all A ∈ A .
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A word-by-word dualization of the proof of the homotopy extension and

lifting property [93, p. 73] gives the following result. The essential idea is just

to apply the representability of cohomology,

H̃n(X ;A) ∼= [X ,K (A, n)],
which is dual to the representability of homotopy groups,

πnX = [Sn,X ],
and induct up the cocellular filtration of an A -tower. The reader is urged to

carry out the details herself, but they can be found in [91, 4∗]. As a hint, one
starts by formulating and proving the dual of the based version of the lemma

on [93, p. 68]. The proof of the cited lemma simplifies considerably in the

based case, and the proof of its dual is correspondingly easy.

theorem 3.3.7 (cohelp). Let B be a quotient tower of an A -tower Z

and let ξ : X −→ Y be an A -cohomology isomorphism. If p1 ◦ h = g ◦ ξ and

p0 ◦ h = p ◦ f in the following diagram, then there exist g̃ and h̃ that make the dia-

gram commute.

Z

p

��

F(I+,Z)
p1

��

��

p0
�� Z

p

��

X

f

����������

h̃
���

�
�

�
� ξ

��

h

����������� Y

g̃
���

�
�

�

g

����������

B F(I+,B)
p1

��
p0

�� B

The following result, which is [91, Thm. 6�], gives a generalization of Theo-

rem 0.0.2. Remember our standing assumption that all given spaces are of the

homotopy types of CW complexes. As we have noted, our towers Z = limZn

are rarely of the homotopy types of CW complexes; it is for this reason that

weak homotopy type rather than homotopy type appears in the following

statement.

theorem 3.3.8 (dual whitehead (first form)). The following state-

ments are equivalent for a map ξ : X −→ Y between connected spaces X and Y

of the weak homotopy types of A -towers.



“530-46909_Ch03_6P.tex” — 8/25/2011 — 10:37 — page 55

−1
0

+1

3.3. cocellular spaces and the dual whitehead theorem / 55

(i) ξ is an isomorphism in HoT .

(ii) ξ∗ : π∗(X ) −→ π∗(Y ) is an isomorphism.

(iii) ξ∗ : H∗(Y ;A) −→ H∗(X ;A) is an isomorphism for all A ∈ A.

(iv) ξ∗ : [Y ,Z] −→ [X ,Z] is a bijection for all A -towers Z.

If A is the collection of modules over a commutative ring R, then the following

statement is also equivalent to those above.

(v) ξ∗ : H∗(X ;R) −→ H∗(Y ;R) is an isomorphism.

sketch proof. The equivalence of (i) and (ii) is immediate from the def-

inition of HoT , and (ii) implies (iii) and (v) by the weak equivalence axiom

for cohomology and homology. To see that (v) implies (iii) for a general ringR,

we must use the “universal coefficient spectral sequence”, but we shall only

apply this when R is a PID, so that the ordinary universal coefficient theo-

rem applies. The crux of the matter is the implication (iii) implies (iv), and

this is restated separated in the following result. The final implication (iv)

implies (i) is formal. Taking Z = X in (iv), we obtain a map ξ−1 : Y −→ X

such that ξ−1 ◦ ξ � id. Taking Z = Y , we see that ξ ◦ ξ−1 � id since

ξ∗[ξ ◦ ξ−1] = ξ∗[id] in [Y ,Y ]. �

theorem 3.3.9 (dual whitehead (second form)). If ξ : X −→ Y is

an A -cohomology isomorphism between connected spaces and Z is an A -tower,

then ξ∗ : [Y ,Z] −→ [X ,Z] is a bijection.

sketch proof. This is where the force of dualizing familiar cellular argu-

ments really kicks in. In view of our standing hypothesis that given spaces

such as X and Y have the homotopy types of CW complexes, we may interpret

[X ,Z] as the set of homotopy classes of maps X −→ Z. Now, as observed

in [91, Thm. 5�], the conclusion follows directly from coHELP in exactly the

same way that the dual result on cell complexes [93, p. 73] follows directly

fromHELP. The surjectivity of ξ∗ results by application of coHELP to the quo-

tient tower Z −→ ∗. Just as the cofibration (i0, i1) : (∂I)+ −→ I+ ∧X is the

inclusion of a subcomplex when X is a based CW complex, so the fibration

( p0, p1) : F(I+,Z) −→ F(∂I+,Z) is the projection of a quotient tower when Z

is anA -tower (compare Remark 3.3.2). Application of coHELP to this quotient

tower implies the injectivity of ξ∗. �

The equivalence between (iii) and (v) in Theorem 3.3.8 leads us to the

following fundamental definition and easy observation. Despite its simplicity,
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the observation is philosophically important to our treatment of localization

and completion (and does not seem to be mentioned in the literature). For the

moment, we drop all hypotheses on our given spaces.

definition 3.3.10. LetR be a commutative ring and f : X −→ Y be amap.

(i) f is an R-homology isomorphism if f∗ : H∗(X ;R) −→ H∗(Y ;R) is an

isomorphism.

(ii) f is an R-cohomology isomorphism if f ∗ : H∗(Y ;M) −→ H∗(X ;M) is an

isomorphism for all R-modules M.

In contrast to Theorem 3.3.8, the following result has no A -tower hypo-

thesis.

proposition 3.3.11. Let R be a PID. Then f : X −→ Y is an R-homology

isomorphism if and only if it is an R-cohomology isomorphism.

proof. The forward implication is immediate from the universal coefficient

theorem (e.g., [93, p. 132]). For the converse, it suffices to show that the reduced

homology of the cofiber of f is zero. If Z is a chain complex of free R-modules

such that H∗(Z;M) = 0 for all R-modules M, then the universal coefficient

theorem implies that Hom (Hn(Z),M) = 0 for all n and all R-modules M.

Taking M = Hn(Z), Hom (Hn(Z),Hn(Z)) = 0, so the identity map of Hn(Z)

is zero and Hn(Z) = 0. Applying this observation to the reduced chains of

the cofiber of f , we see that the homology of the cofiber of f is zero. �

3.4. Fibrations with fiber an Eilenberg-MacLane space

The following key result will make clear exactly where actions of the funda-

mental groupandnilpotencyof groupactions enter into the theory ofPostnikov

towers.2 For the novice in algebraic topology, we shall go very slowly through

the following proof since it gives our first application of the Serre spectral

sequence and a very explicit example of how one uses the representability of

cohomology,

3.4.1 H̃n(X ;A) ∼= [X ,K (A, n)],
to obtain homotopical information. We regard K (A, n) as a name for any

space whose only nonvanishing homotopy group is πn(K (A, n)) = A. With

2. The first author learned this result and its relevance from Zig Fiedorowicz in the 1970s.
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our standing CW homotopy type hypothesis, any two such spaces are

homotopy equivalent. We shall make use of the fact that addition in the

cohomology group on the left is induced by the loop space multiplication on

K (A, n) = �K (A, n+ 1) on the right; the proof of this fact is an essential fea-

ture of the verification that cohomology is representable in [93, §22.2]. We

shall also make use of the fact that application of πn induces a bijection from

the homotopy classes of maps K (A, n) −→ K (A, n) to Hom (A,A). One way

to see that is to quote the Hurewicz and universal coefficient theorems

[93, pp. 116, 132].

lemma 3.4.2. Let f : X −→ Y be a map of connected based spaces whose (homo-

topy) fiber Ff is an Eilenberg-Mac Lane space K (A, n) for some abelian group A

and n ≥ 1. Then the following statements are equivalent.

(i) There is a map k : Y −→ K (A, n+ 1) and an equivalence ξ : X −→ Fk such

that the following diagram commutes, where π is the canonical fibration with

(actual) fiber K (A, n) = �K (A, n+ 1).

X
ξ

��

f ���������
Fk

π���������

Y

(ii) There is a map k : Y −→ K (A, n+ 1)and an equivalenceλ : Nf −→ Fk such

that the following diagram commutes, where π is as in (i) and ρ : Nf → Y

is the canonical fibration with (actual) fiber Ff .

Nf
λ

��

ρ 									
Fk

π����������

Y

(iii) The group π1(Y ) acts trivially on the space Ff = K (A, n).

(iv) The group π1(Y ) acts trivially on the group A = πn(Ff ).

proof. In (ii), Nf is the mapping path fibration of f , as defined in [93, pp.

48, 59]. We first elaborate on the implications of (i). Consider the following



“530-46909_Ch03_6P.tex” — 8/25/2011 — 10:37 — page 58

−1
0

+1

58 / nilpotent spaces and postnikov towers

diagram, in which ι and π are used generically for canonical maps in fiber

sequences, as specified in [93, p. 59].

�Y
ι

�� Ff
π

��

χ

���
�
�

X
f

��

ξ

��

Y

�Y
−�k

�� �K (A, n+ 1)
ι

�� Fk
π

�� Y
k

�� K (A, n+ 1)

In the bottom row, the actual fiber �K (A, n+ 1) of the fibration π is canon-

ically equivalent to its homotopy fiber Fπ . The dotted arrow χ making the

two left squares commute up to homotopy comes from Lemma 1.2.3, using

that the first four terms of the bottom row are equivalent to the fiber sequence

generated by the map π [93, p. 59]. Since ξ is an equivalence, a compar-

ison of long exact sequences of homotopy groups (given by [93, p. 59])

shows that χ is a weak equivalence and therefore, by our standing assump-

tion that all given spaces have the homotopy types of CW complexes, an

equivalence. Therefore the diagram displays equivalences showing that the

sequence

K (A, n)
π

��X
f

��Y
k

��K (A, n+ 1)

is equivalent to the fiber sequence generated by the map k.

(i) implies (ii). Consider the following diagram.

X
ξ

��

ν

��

Fk

π

��
Nf

λ
��










ρ

�� Y

Here ρ ◦ ν is the canonical factorization of f as the composite of a cofibration

and homotopy equivalence ν and a fibration ρ with fiber Ff , as in [93, pp.

48, 59]3. Since ν is an equivalence and a cofibration and π is a fibration,

3. The proof that ν is a cofibration is missing from [93, p. 48]. It is easily supplied by verification
of the NDR-pair condition of [93, p. 43], using the deformation h on [93, p. 48] and the map
u : Nf −→ I defined by letting u(x,ω) be the supremum of {1− t|ω(s) = f (x) for 0 ≤ s ≤ t},
where ω : I −→ Y is such that f (x) = ω(0).
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Lemma 1.1.1 gives a lift λ that makes the diagram commute. Since ξ and ν

are equivalences, so is λ. Although not needed here, λ is a fiber homotopy

equivalence over Y by [93, p. 50].

(ii) implies (iii). The action of π1(Y ) on Ff is obtained by pulling back the

action of π1K (A, n+ 1) on K (A, n) along k∗ : π1(Y ) −→ π1K (A, n+ 1). Since

K (A, n+ 1) is simply connected, the action is trivial in the sense that each

element of π1(Y ) acts up to homotopy as the identity map of Ff .

(iii) implies (iv). This holds trivially since the action of π1(Y ) on πn(Ff ) is

induced from the action of π1(Y ) on Ff by passage to homotopy groups.

(iv) implies (iii). This holds since homotopy classes of maps Ff −→ Ff

correspond bijectively to homomorphisms A −→ A.

(iii) implies (i). This is the crux of the matter. Write Ff = K (A, n). We shall

construct a commutative diagram

K (A, n)
χ

��

i
��

�K (A, n+ 1)

��

�K (A, n+ 1)

��

X
ν

��

f ������������
Nf

λ
��

ρ

��

Fk ��

π

��

PK (A, n+ 1)

��

Y Y
k

�� K (A, n+ 1)

in which the three columns display fibrations (the bottom vertical arrows)

and the inclusions of their fibers (the top vertical arrows); the map χ and

therefore also the map λ are equivalences. Then ξ = λ ◦ ν : X −→ Fk will be

an equivalence such that π ◦ ξ = f , proving (i).

The fibration in the right column is the path space fibration, and we are

given the fibration in the left column. The lower left triangle commutes by the

definition of Nf . We must first construct k. This is where the Serre spectral

sequence enters, and we will summarize everything we need in Chapter 24.

Taking coefficients in A, the cohomology Serre spectral sequence for the left

fibration ρ converges to H∗(Nf ;A) ∼= H∗(X ;A). Our assumption (iii) implies

that the local coefficient system that enters into the calculation of the E2 term

is trivial and therefore

E
p,q
2 = Hp(Y ;Hq(K (A, n);A)).
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In fact, we shall only need to use the triviality of the local coefficients when

q = n is the Hurewicz dimension, where it is transparent. Indeed, the Hur-

ewicz isomorphism preserves the action of π1(Y ), so that π1(Y ) acts trivially

on Hn(K (A, n);Z) and therefore, by the universal coefficient theorem, on

Hn(K (A, n);A).

Clearly, E
p,q
2 = 0 for 0 < q < n. By the universal coefficient theorem,

E0,n
2 = Hn(K (A, n);A) ∼= Hom (A,A).

We let ιn denote the fundamental class, which is given by the identity

homomorphism of A. Similarly we let ιn+1 be the fundamental class in

Hn+1(K (A, n+ 1);A). Thedifferentials dr (ιn) land in zero groups for 2 ≤ r ≤ n,

and we have the transgression differential

τ (ιn) = dn+1(ιn) = j ∈ Hn+1(Y ;A) = En+1,0
n+1 .

The class j is represented by a map k : Y −→ K (A, n+ 1), so that k∗(ιn+1) = j.

By definition, the fiberFk is the pullback displayed in the the lower right square

of our diagram.

We claim that k ◦ ρ is null homotopic. Indeed, a map Nf −→ K (A, n+ 1)

is null homotopic if and only if it represents 0 in Hn+1(Nf ;A), and the coho-

mology class represented by k ◦ ρ is

ρ∗k∗(ιn+1) = ρ∗( j) = ρ∗dn+1(ιn) = 0.

The last equality holds sinceρ∗ canbe identifiedwith the edgehomomorphism

Hn+1(Y ;A) ∼= En+1,0
2 = En+1,0

n+1 −→ En+1,0
n+1 /dn+1E0,n

n+1

= En+1,0∞ ⊂ Hn+1(Nf ;A).

Choose a homotopy h : Nf × I −→ K (A, n+ 1) from the trivial map to k ◦ ρ.
Then h determines the map λ′ : Nf −→ Fk specified by λ′(z) = (ρ(z), h(z))

for z ∈ Nf , where h(z)(t) = h(z, t). This makes sense since Fk = {(y,ω)}
where y ∈ Y , ω ∈ PK (A, n+ 1), and k(y) = ω(1). Observe for later use that

h(z) ∈ �K (A, n+ 1) when z ∈ i(Ff ) = ρ−1( ∗ ).
Clearly π ◦ λ′ = ρ since π is induced by projection on the first coordinate.

Thus λ′ restricts to a map χ ′ : K (A, n) = Ff −→ �K (A, n+ 1) on fibers. This

gives a diagram of the sort displayed at the start of the proof that (iv) implies
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(i), but with primes on the left-hand horizontal maps. Here χ ′ need not be an

equivalence, but we claim that we can correct λ′ and χ ′ to new maps λ and χ

such that χ and therefore λ are equivalences. In the Serre spectral sequence of

the path space fibration on the right, dn+1(ιn) = ιn+1. By naturality, comparing

the left column to the right column in our diagram, we have

dn+1((χ ′)∗(ιn)) = k∗(dn+1(ιn)) = k∗(ιn+1) = j = dn+1(ιn),

where the last dn+1 is that of the spectral sequence of π . Therefore dn+1 for

the spectral sequence of ρ satisfies

dn+1(ιn− (χ ′)∗(ιn)) = 0

so that we have the cycle

ιn− (χ ′)∗(ιn) ∈ E0,n
n+2 = E0,n∞ = Hn(Nf ;A)/F1Hn(Nf ;A).

Choose a representative � : Nf −→ �K (A, n+ 1) � K (A, n) for a cohomology

class that represents ιn− (ξ ′)∗(ion) in this quotient group. For any choice of �,

the restriction � ◦ i to K (A, n) = Ff represents ιn− (χ ′)∗(ιn). Now define

λ(z) = (ρ(z), h(z) · �(z)),

where the dot denotes concatenation of the path h(z) with the loop

�(z). We again have πλ = ρ, and we thus have an induced map

χ : K (A, n)=Ff→�K (A, n+ 1) onfibers. Forz ∈ Ff , χ (z)=χ ′(z) · �i(z). Since
loop multiplication on �K (A, n+ 1) induces addition on cohomology classes,

χ∗(ιn) = (χ ′)∗(ιn)+ i∗�∗(ιn) = (χ ′)∗(ιn)+ ιn− (χ ′)∗(ιn) = ιn.

Therefore χ ∈ [K (A, n),�K (A, n+ 1)] ∼= Hn(K (A, n);A) corresponds to the

identity map A −→ A. This proves that χ and therefore λ are equivalences. �

3.5. Postnikov AAA -towers

Just as cell complexes are too general for convenience, suggesting restriction

to CW complexes, so A -towers are too general for convenience, suggesting

restriction to Postnikov A -towers.

definition 3.5.1. A Postnikov A -tower is an A -tower X = limXi (see Def-

inition 3.3.1) such that each Ki is a K (Ai, ni + 1) with Ai ∈ A , ni+1 ≥ ni ≥ 1,
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and only finitely many ni = n for each n ≥ 1. A map ψ : X −→ Y between

Postnikov A -towers is cocellular if it is the limit of maps ψi : Xi −→ Yi. For

example, a projection onto a quotient tower of a Postnikov A -tower X is a

cocellular map.

A Postnikov A -tower X is connected since X0 = ∗ and the Ki are simply

connected. By the long exact sequences of the fibrations appearing in the

definition of an A -tower, the homotopy groups of X are built up in order,

with each homotopy group built up in finitely many stages. We shall be more

precise about this shortly. Note that a product of Eilenberg-Mac Lane spaces

�jK (Aj , j) is an Eilenberg-Mac Lane space K (�jAj , j). WhenA is closed under

products, thismakes it especially reasonable to use a single cocell at each stage

of the filtration.

We shall make little formal use of the following result, but we urge the

reader to supply the proofs. They are precisely dual to the proofs of familiar

results about CW complexes that are given in [93, pp. 72–73].4

lemma 3.5.2. Let X and Y be Postnikov A -towers, let W be a quotient tower of X,

and let ψ : Y −→W be a cocellular map.

(i) X ×Y is a Postnikov A -tower with one cocell for each cocell of X and each

cocell of Y .

(ii) Y ×W X is a Postnikov A -tower with one cocell for each cocell of X that does

not factor through a cocell of W.

(iii) If X is simply connected, �X is a Postnikov A -tower whose coattaching maps

are the loops of the coattaching maps of X.

Recall that we assume that all given spaces have the homotopy types of CW

complexes, although limits constructed out of such spaces, such as A -towers,

will not have this property. Recall too that we are working in HoT , where

spaces are implicitly replaced by CW approximations or, equivalently, where

all weak equivalences are formally inverted. In view of this framework, the re-

sults of this section show that we can freely replace A -nilpotent spaces and

maps between them by weakly equivalent Postnikov A -towers and cocellular

maps between them.

4. For (iii), the precise dual states that the suspension of a CW complex X is a CW complex
whose attaching maps are the suspensions of those of X . That requires based attaching maps as in
Definition 3.3.3.
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definition 3.5.3. An A -cocellular approximation of a space X is a weak

equivalence from X to a Postnikov A -tower.

The definition should be viewed as giving a kind of dual to CW approxi-

mation.5 Just as CW approximation is the basis for the cellular construction

of the homology and cohomology of general spaces, cocellular approximation

is the basis for the cocellular construction of localizations and completions of

general nilpotent spaces.

A Postnikov A -tower is obtained from a sequence of maps of fiber se-

quences

K (Ai, ni)

��

K (Ai, ni)

��
Xi+1 ��

��

PK (Ai, ni + 1)

��
Xi

ki

�� K (Ai, ni + 1).

The left column gives an exact sequence of homotopy groups (central ex-

tension)

0 −→ Ai −→ πni Xi+1 −→ πni Xi −→ 0.

SinceXi+1 −→ Xi on the left is the fibration induced by pullback along ki from

the path space fibration on the right, we see by using the naturality of the group

actions of Proposition 1.5.4 with respect to maps of fibration sequences that

π1(X ) is nilpotent and acts trivially on the Ai that enter into the computation

of πn(X ) for n > 1. Therefore, using Lemma 3.1.3, we see that any Postnikov

A -tower is an A -nilpotent space. The following result gives a converse to this

statement.

theorem 3.5.4. Let X be an A -nilpotent space.

(i) There is a Postnikov A -tower P(X ) and a weak equivalence ξX : X −→ P(X );

that is, ξ is a cocellular approximation of X .

(ii) If ψ : X −→ X ′ is a map of A -nilpotent spaces, then there is a cocellular map

P(ψ) : P(X ) −→ P(X ′) such that P(ψ) ◦ ξX is homotopic to ξX ′ ◦ψ .

5. It is similar to fibrant approximation, which is dual to cofibrant approximation in model
category theory.
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proof. The idea is to use any given A -central π1X -series for the groups

πnX to construct spaces Xi in a Postnikov A -tower such that X is weakly

equivalent to limXi. Taking A = Ab, it is clear that Theorems 3.2.1 and 3.2.2

are special cases. For the first, a simple space is a nilpotent space such that

each homotopy group is built in a single step. For the second, the notion of

a principal refinement of a Postnikov tower in the classical sense, with each

homotopy group built up in a single step, is just a reformulation of our notion

of a Postnikov Ab-tower.

Thus, to prove (i), assume given A -central π1X -series

1 = Gn,rn ⊂ · · · ⊂ Gn,0 = πnX

for n ≥ 1. Let An,j = Gn,j/Gn,j+1 for 0 ≤ j < rn, so that An,j ∈ A and π1X acts

trivially on An,j . Using these groups, we define spaces Yn,j and maps

τn,j : X −→ Yn,j

such that

(i) τn,j induces an isomorphism πqX −→ πqYn,j for q < n;

(ii) πnYn,j = πnX/Gn,j and the map πnX −→ πnYn,j induced by τn,j is the

epimorphism πnX −→ πnX/Gn,j ; and

(iii) πqYn,j = 0 for q > n.

The spaces Yn,j andmaps X −→ Yn,j are constructed by attaching (n+ 1)-cells

to X to kill the subgroup Gn,j of πn(X ), using maps Sn −→ X that represent

generators of Gn,j as attaching maps, and then attaching higher-dimensional

cells to kill the homotopy groups in dimensions greater than n. To start work

and to implement the transition from finishing work on the nth homotopy

group to starting work on the (n+ 1)st, we set Y1,0 = ∗ and Yn+1,0 = Yn,rn .

The maps τn,j are just the inclusion maps. From the constructions of Yn,j and

Yn,j+1 we have the solid arrow maps in the diagram

Yn,j+1

ρn,j

���
�
�

X
τn,j

��

τn,j+1 










Yn,j .

We construct a map ρn,j that makes the diagram commute directly from the

definition. We urge the knowledgeable reader to resist the temptation to
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reformulate the argument in terms of obstruction theory. Let Ys −→ Ys+1
be the sth stage of the construction of the relative cell complex

τn,j+1 : X −→ Yn,j+1, so that Ys+1 is constructed from Ys by attaching

(s+ 1)-cells. Starting with τn,j : X −→ Yn,j , assume that we have constructed

ρs : Ys −→ Yn,j such that the following diagram commutes.

Ys

ρs

���
�
�

X
τn,j

��

����������
Yn,j

Since Gn, j+1 ⊂ Gn, j ⊂ πnX and πqYn, j = 0 for q > n, the composite of ρs

and any attaching map Sn −→ Ys used in the construction of Ys+1 from Ys

represents an element of a homotopy groups that has already been killed.

Thus this composite is null homotopic and therefore extends over the cone

CSs. Using these extensions to map the attached cells, we extend ρs to

ρs+1 : Ys+1 −→ Yn, j . Passing to colimits over s we obtain the desiredmap ρn, j .

Clearly ρn, j induces an isomorphism on all homotopy groups except the nth,

where it induces the quotient homomorphism πn(X )/Gn, j+1 −→ πn(G)/Gn, j .

Since An, j is the kernel of this homomorphism, the only nonzero homotopy

group of the fiber Fρn, j is the nth, which is An, j . Moreover, by the natural-

ity of fundamental group actions, we see that π1Yn, j acts trivially on this

group.

We now correct this construction to obtain commutative diagrams

Xn,j+1

πn,j

���
�
�

X
σn,j

��

σn,j+1 










Xn,j

with the same behavior on homotopy groups together with “k-invariants”

kn,j : Xn,j −→ K (An,j , n+ 1)

such that Xn,j+1 = Fkn,j and πn,j is the canonical fibration, where X1,0 = ∗
and Xn+1,0 = Xn,rn . In fact, we construct equivalences χn,j : Yn,j −→ Xn,j and

commutative diagrams
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Yn,j+1
χn,j+1

��

ρn,j

��

Xn,j+1

πn,j

���
�
�

X
τn,j

��

τn,j+1 










Yn,j

χn,j

�� Xn,j .

Assuming that we have already constructed the equivalence χn,j , we sim-

ply apply Lemma 3.4.2 to the composite f = χn,jρn,j : Yn,j+1 −→ Xn,j . Since

Ff = K (An,j , n) and π1Xn,j acts trivially on An,j , part (i) of that result gives the

required k-invariant kn,j together with an equivalence

χn,j+1 : Yn,j+1 −→ Xn,j+1 = Fkn,j

making the diagram just displayed commute.

We define σn,j = χn,j ◦ τn,j : X −→ Xn,j . We then defineP(X ) = limXn,j and

let ξ : X −→ P(X ) be themap obtained by passage to limits from themaps σn,j .

Then ξ is a weak equivalence since σn,j induces an isomorphism on homotopy

groups in degrees less than n, and n is increasing.

For the naturality statement, we are free to refine given A -central π1X

and π1X ′ series for πnX and πnX ′ by repeating terms, and we may therefore

assume that theA -centralπ1X ′ series 1 = G′n,r ⊂ · · · ⊂ G′n,0 = πnX ′ forn ≥ 1

satisfiesψ∗(Gn,j) ⊂ G′n,j . LetA
′
n,j = G′n,j/G

′
n,j+1 andperformall of the construc-

tions above with X replaced by X ′.
We claim first that there exist maps θn,j : Yn,j −→ Y ′n,j such that the follow-

ing diagram commutes.

X
ψ

��

τn,j+1

����������

τn,j

���
�����������������

X ′
τ ′n,j+1

����������

τ ′n,j

��������������������

Yn,j+1
θn,j+1

��

ρn,j

��

Y ′n,j+1

ρ′n,j
��

Yn,j
θn,j

�� Y ′n,j

For this, assuming that θn,j has been constructed, we look inductively at the

stages Ys −→ Ys+1 and Y ′s −→ Y ′s+1 of the cellular constructions of Yn,j+1 and
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Yn,j+1 from X and X ′. We assume that θs : Ys −→ Y ′s has been constructed in

the following diagram.

X
ψ

��

		��������

���
����������������

X ′

��









�������������������

Ys

θs
��

��

Y ′s

��

Ys+1
θs+1

����� Y ′s+1

The composites of attaching maps Sq −→ Ys with the composite Ys −→ Y ′s+1
in the diagram are null homotopic, either because of our hypothesis that

ψ∗(Gn,j) ⊂ G′n,j or by the vanishing of homotopy groups, hence we can con-

struct θs+1 by using homotopies to extend over cells.

By induction, suppose that we have constructed mapsψn,j and homotopies

hn,j : χ
′
n,j ◦ θn,j � ψn,j ◦χn,j as displayed in the following diagram.

X ′n,j+1

π ′n,j

��

F(I+,X ′n,j+1)
p1

��

��

p0
�� X ′n,j+1

π ′n,j

��

Yn,j+1

χ ′n,j+1◦θn,j+1���������� hn,j+1

���
�

�
�

� χn,j+1
��

ρn,j

��

Xn,j+1

πn,j

��

ψn,j+1 ���
�

�
�

Yn,j

χn,j

��

hn,j

������������
Xn,j

ψn,j

�����������

X ′n,j F(I+,X ′n,j)
p1

��
p0

�� X ′n,j

Here the inductive hypothesis implies that the solid arrow portion of the dia-

gram commutes. Therefore we can apply Theorem3.3.7 to obtain amapψn,j+1
such that π ′n,j ◦ψn,j+1 = ψn,j ◦πn,j and a homotopy

hn,j+1 : χ ′n,j+1 ◦ θn,j+1 � ψn,j+1 ◦χn,j+1.
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To start the induction, note that X1,0 and X ′1,0 are both ∗ and h1,0 and ψ1,0 are

both constant maps.

Define P(ψ) = limψn,j : P(X ) −→ P(X ′). In the following diagram all

squares and triangles that are not made homotopy commutative by hn,j and

hn,j+1 are actually commutative. Therefore the maps hn,j determine a homo-

topy from ξX ′ ◦ψ to P(ψ) ◦ ξX on passage to limits.

X
ψ

��

τn,j+1

����������

τn,j

���
��

��
��

��
��

��
��

��
��

��
��

��
��

��
��

��
��

��
X ′

τ ′n,j+1

����������

τ ′n,j

    
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 

Yn,j+1
χn,j+1

�����������

θn,j+1
��

ρn,j

��

Y ′n,j+1
χ ′n,j+1

!!��������

ρ′n,j

��

Xn,j+1
ψn,j+1

��

πn,j

��

X ′n,j+1

π ′n,j
��

Xn,j

ψn,j

�� X ′n,j

Yn,j

χn,j
����������� θn,j

�� Y ′n,j

χ ′n,j
�����������

This completes the proof of the naturality statement. �
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4
DETECTING NILPOTENT GROUPS
AND SPACES

We collect together a number of technical preliminaries that will be needed in

our treatment of localizations and completions and are best treated separately

from either. The reader is advised to skip this chapter on a first reading. The

essential point is to detect when groups and spaces are A -nilpotent. When

discussing naturality, we require thatA be a category rather than just a collec-

tion of abelian groups. For some results, we must assume the much stronger

hypothesis that A is an abelian category, and we then change notation from

A to C for emphasis.

4.1. Nilpotent actions and cohomology

We give a few easy results about identifying nilpotent group actions here. We

are only interested in group actions on abelian groups, and we agree to call an

abelian π -group a π -module. It is sometimes convenient to think in terms of

group rings. An action of π on an abelian group A is equivalent to an action

of the group ring Z[π ] on A. Let I denote the augmentation ideal of Z[π ],
namely the kernel of the augmentation ε : Z[π ] −→ Z specified by ε(g) = 1

for g ∈ π . Thus I is generated by the elements g − 1 and Iq is generated by the

products (g1− 1) · · · (gq− 1). It follows that A is π -nilpotent of class q if and

only if IqA = 0 but Iq−1A �= 0.

The following observation gives a simple criterion for when a nilpotent

π -module is a C -nilpotent π -module, assuming that C is an abelian category

with infinite direct sums. Since we have only quite specific examples in mind,

we shall not recall the formal definition of abelian categories; see, for example

[79, p. 198]. Informally, they are additive subcategories of Ab that are closed

under finite direct sums, kernels, and cokernels; more accurately, they come

with faithful and exact forgetful functors toAb. The examples to keep inmind

are the categories of modules over a commutative ring, thought of as abelian

groups by neglect of the module structure.

69
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lemma 4.1.1. Let C be an abelian category with infinite direct sums. Let C ∈ C

be a nilpotent π -module such that x : C −→ C is a morphism in C for each x ∈ π .

Then C is a C -nilpotent π -module.

proof. Here C ∈ C , but the action of π on C need not be trivial. The lemma

says that if the action of each element of π is a morphism in C , then we can

find a π -series with π -trivial subquotients such that the subquotients lie in C .

Clearly the quotient C/IC is π -trivial, and it is in C because it is a cokernel of

a morphism in C , namely the morphism ⊕x∈πC −→ C whose restriction to

the xth summandC is themap x− 1: C −→ C. Our assumption on the action

ensures that this map is in C . Now IC is in C since it is the kernel of the quo-

tientmapC −→ C/IC, which is inC . LetCi = IiC for i ≥ 0. Inductively, each

Ci satisfies the original hypotheses onC and each inclusionCi+1 ⊂ Ci is amap

in C since it is the kernel of the quotient map IiC −→ IiC/Ii+1C in C . The

descending π -series {Ci} satisfies Cn = 0 for some n since C is π -nilpotent. �

In two examples, we will encounter full abelian subcategories of Ab, full

meaning that all maps of abelian groups between objects in the category are

again in the category. The first plays a role in the theory of localizations and the

second plays a role in the theory of completions. In these cases, we conclude

that all nilpotent π -modules in C are necessarily C -nilpotent π -modules.

lemma 4.1.2. Let T be a set of primes. Any homomorphism of abelian groups

between T-local abelian groups is a homomorphism of ZT -modules. Thus the cate-

gory of ZT -modules is a full abelian subcategory of Ab.

lemma 4.1.3. Let T be a nonempty set of primes and let FT = ×p∈T Fp. Observe

that FT -modules are products over p ∈ T of vector spaces over Fp. Any homomor-

phism of abelian groups between FT -modules is a map of FT -modules. Thus the

category of FT -modules is a full abelian subcategory of Ab.

lemma 4.1.4. If a groupπ acts nilpotently on each term of a complex ofπ -modules,

then the induced action on its homology is again nilpotent.

proof. This is a consequence of Lemma 3.1.3, using the exact sequences

0 −→ Zn(C) −→ Cn −→ Bn−1(C) −→ 0

0 −→ Bn(C) −→ Zn(C) −→ Hn(C) −→ 0

relating the cycles Zn(C), boundaries Bn(C), and homology groups of a chain

complex C. �
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For the following lemma, we assume that the reader has seen the definition

H∗(π ;B) = Ext∗
Z[π ] (Z,B)

of the cohomology of the group π with coefficients in a π -module B. Here π

acts trivially on Z; more formally, Z[π ] acts through ε : Z[π ] −→ Z. We shall

later also use homology,

H∗(π ;B) = TorZ[π ]∗ (Z,B).

We urge the reader to do the exercises of [93, pp. 127, 141–142], which use

universal covers to show that there are natural isomorphisms

4.1.5 H∗(π ;B) ∼= H∗(K (π , 1);B) and H∗(π ;B) ∼= H∗(K (π , 1);B)

when π acts trivially on B. The latter will be used in conjunction with the

representability of cohomology. In degree zero, the groups in (4.1.5) are B,

and it makes sense to remove them by defining

H̃∗(π ;B) = H̃∗(K (π , 1);B) and H̃∗(π ;B) = H̃∗(K (π , 1);B).

lemma 4.1.6. Let A be a collection of abelian groups. Let ξ : π −→ π ′

be a homomorphism of groups such that ξ∗ : H∗(π ′;A) −→ H∗(π ;A) is an

isomorphism for all A ∈ A , where π and π ′ act trivially on A. Then

ξ∗ : H∗(π ′;B) −→ H∗(π ;B) is an isomorphism for all A -nilpotent π ′-modules

B, where π acts on B through ξ .

proof. Since B is an A -nilpotent π ′-module, there is a chain of π ′-modules

0 = Bq ⊂ Bq−1 ⊂ · · · ⊂ B0 = B

such that Ai = Bi/Bi+1 ∈ A and π ′ acts trivially on Ai. The short exact se-

quence of π ′ groups

0 −→ Bi+1 −→ Bi −→ Ai −→ 0

induces a pair of long exact sequences in cohomology and a map between

them.

Hn(π ′;Bi+1) ��

��

Hn(π ′;Bi) ��

��

Hn(π ′;Ai) ��

��

Hn+1(π ′;Bi+1)

��

Hn(π ;Bi+1) �� Hn(π ;Bi) �� Hn(π ;Ai) �� Hn+1(π ;Bi+1)
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By induction and the five lemma, this is an isomorphism of long exact sequen-

ces for all i, and the conclusion follows. �

4.2. Universal covers of nilpotent spaces

Let X be a nilpotent space. By Theorem 3.5.4, we may assume that X is a

Postnikov tower, which for themomentwedenoteby limYi. Afterfinitelymany

stages of the tower, we reach Yj = K (π1X , 1), and then the higher stages of the

tower build up the higher homotopy groups. In this section, it is not relevant

that π1X is nilpotent, only that it acts nilpotently on the higher homotopy

groups. We therefore define a modified tower by setting X0 = ∗, X1 = Yj ,

and Xi = Yj+i−1 for i ≥ 2. We still have X = limXi, but now the fiber of the

fibration πi : Xi+1 −→ Xi is K (Ai, ni) for some abelian group Ai with trivial

action by π1X and some ni ≥ 2. Although our interest is in nilpotent spaces,

we can now drop the assumption that π1(X ) is nilpotent and work with a tower

of the form just specified. We note that we really do want to work with the

actual limit here, only later applying CW approximation. This ensures that not

only the maps πi for i ≥ 1 but also the projections σi : X −→ Xi for i ≥ 1 are

fibrations. These fibrations all induce isomorphisms on π1.

Since X1 = K (π1X , 1), we can take X̃ to be the fiber of σ1 : X −→ X1.1

Of course, X̃ is simply connected rather than just nilpotent, hence it has an

ordinary Postnikov tower in which each homotopy group is built up in a single

step. However, it is useful to construct a refined Postnikov tower for X̃ from

our modified Postnikov tower limXi. To this end, let X̃1 = ∗ and, for i > 1, let

X̃i be the fiber of σi : Xi −→ X1. Since σi induces an isomorphism on π1, X̃i is

a universal cover of Xi. By Lemma 1.2.3, since the right-hand squares in the

following diagram commute (not just up to homotopy), there are dotted arrow

maps σ̃i+1 and π̃i that make the diagram commute.

�X1 �� X̃ ��

σ̃i+1
���
�
�

X ��

σi+1
��

X1

�X1 �� X̃i+1 ��

π̃i

���
�
�

Xi+1 ��

πi

��

X1

�X1 �� X̃i
�� Xi

�� X1

1. We assumed in Notations 0.0.3 that all spaces have universal covers, but not all nilpotent
spaces are semi-locally simply connected; we understand X̃ to mean the space just defined, even
though, strictly speaking, it need only be a fibration over X , not a cover.
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By the functoriality statement in Lemma 1.2.3, π̃i ◦ σ̃i+1 = σ̃i. Moreover, by

Addendum 1.2.4, the maps σ̃i and π̃i are fibrations. Clearly, in degrees greater

than 1, the long exact sequence of homotopy groups of the second column

maps isomorphically to the long exact sequence of homotopy groups of the

third column. By passage to limits, the maps σ̃i induce a map

ξ : X̃ −→ lim X̃i,

and thismap induces an isomorphismonhomotopy groups and is thus aweak

equivalence. It is reasonable to think of lim X̃i as P(X̃ ). It is a refined Postnikov

tower of X̃ that, in effect, uses the Postnikov tower ofX to interpolate fibrations

into the ordinary Postnikov tower of X̃ in such a way that the homotopy groups

πn(X̃ ) for n ≥ 2 are built up in exactly the same way that the original Postnikov

tower of X builds up the isomorphic homotopy groups πn(X ).

proposition 4.2.1. Let C be an abelian category with infinite direct sums, let

C ∈ C , and assume that the cohomology functors Hq(−;C) on chain complexes of

free abelian groups take values in C (as holds when C is the category of modules

over a commutative ring). Let X be a nilpotent space and let X̃ be its universal cover.

Then π1X acts C -nilpotently on each Hq(X̃ ;C).

proof. The action ofπ1X onHq(X̃ ;C) is induced from the action ofπ1X on X̃

bypassage to singular chainsC∗(X̃ ), then to singular cochainsHom (C∗(X̃ ),C),

and finally to cohomology. Since the cohomology functor Hq(−;C) takes val-

ues in C , the action of π1X on Hq(X̃ ;C) is through morphisms in C . Thus,

by Lemma 4.1.1, it suffices to show that π1X acts nilpotently on Hq(X̃ ;C).

Since π1X = π1Xi acts trivially on Ai, Lemma 3.4.2 implies that it acts

trivially on the space K (Ai, ni) and therefore acts trivially on H∗(K (Ai, ni);A)

for any abelian group A. We claim that π1X acts trivially on H∗(X̃i;C). This is

clear when i = 1 since X̃1 = ∗, and we proceed by induction on i. We have the

following commutative diagramwhose rows and columns are fiber sequences.

K (Ai, ni) �� X̃i+1
π̃i

��

��

X̃i

��
K (Ai, ni) ��

��

Xi+1
πi

��

��

Xi

��
∗ �� X1 X1
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The Serre spectral sequence of the top row of the diagram has E2 term

Hp(X̃i;H
q(K (Ai, ni);C)).

By the induction hypothesis, we see that π1X acts nilpotently on the E2 term.

By Lemma 4.1.4, it therefore acts nilpotently on each Er and thus on E∞. By
Lemma 3.1.3, we conclude that it acts nilpotently on H∗(X̃i+1;C). �

4.3. AAA -maps of AAA -nilpotent groups and spaces

Now return to the definitions of §3.1. Whenever one defines objects, one

should definemaps between them. Since it is inconvenient to focus on canon-

ical choices of A -central π -series, we adopt an ad hoc definition that depends

on choices and ignore the question of how to make a well-defined category

using the maps that we define. The topology of cocellular maps of Postnikov

A -towers is tailor-made tomeshwith this algebraic definition.We assume that

A is a category and not just a collection of abelian groups. Thus not all homo-

morphisms of abelian groups between groups inA need bemorphisms ofA .

definition 4.3.1. Let G and H beA -nilpotent π -groups. We say that a mor-

phism f : G −→ H of π -groups is an A -morphism if there exist A -central

π -series

1 = Gq+1 ⊂ Gq ⊂ · · · ⊂ G1 = G

and

1 = Hq+1 ⊂ Hq ⊂ · · · ⊂ H1 = H

such that f (Gj) ⊂ Hj and each induced homomorphism Gj/Gj+1 → Hj/Hj+1
is a map in the category A .

definition 4.3.2. We say that a map f : X −→ Y of A -nilpotent spaces is

anA -map if each f∗ : πnX −→ πnY is anA -morphism of π1X -groups, where

π1X acts on πnY through f∗ : π1X −→ π1Y .

notation 4.3.3. We refer to R-morphisms or R-maps in these definitions

whenA = AR is the category ofmodules over a commutative ringR. We refer

to fR-maps when R is Noetherian and A is the category of finitely generated

R-modules.

Again, the cases R = ZT and R = Zp are especially important to us. How-

ever, they behave quite differently since a map of abelian groups between
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R-modules is automatically a map of R-modules when R is the localization ZT

but not when R is the completion Zp.

In the latter case, the following results will be used to get around the incon-

venient kernel and quotient group hypotheses in Lemma 3.1.3. These results

require our given category A to be abelian, and we again change notation

from A to C to emphasize this change of assumptions.

lemma 4.3.4. Let C be an abelian category. The kernel and, if the image is normal,

the cokernel of a C -morphism f : G −→ H between C -nilpotentπ -groups are again

C -nilpotent π -groups.

proof. Assume that we are given C -central π -series as described and dis-

played in Definition 4.3.1. We use the language of additive relations A −→ B,

where A and B are abelian groups. While these can be viewed as just homo-

morphisms from a subgroup of A to a quotient group of B, the elementary

formal theory in [79, II§6] is needed to make effective use of them. This works

for abelian categories, but the reader should think of the category of modules

over a commutative ring.

Our given category C is abelian, and the abelian groups and homomor-

phisms in the following argument are all in C . The map f determines an

additive relation

Gj/Gj+1 −→ Hj+r/Hj+r+1.

It sends an element x ∈ Gj such that f (x) ∈ Hj+r to the coset of f (x). We can

construct a singly graded spectral sequence from these additive relations. Its

E0-term is

E0
j = Gj/Gj+1⊕Hj/Hj+1

with differential given by d0j (g , h) = (0, f (g)). The kernel of d0j is

{(g , h)|f (g) ∈ Hj+1} ⊂ Gj/Gj+1⊕Hj/Hj+1.

The image of d0j is

{(0, f (g))|g ∈ Gj} ⊂ Gj/Gj+1⊕Hj/Hj+1.

The differential d1j : E1
j −→ E1

j+1 is given by d1j (g , h) = (0, f (g)). Since d1j is

defined on the kernel of d0j , the image is contained inE1
j+1. Themap defined on

the kernel descends to a well-defined map on the homology E1
j . Each further

differential is given by the same formula. The kernel of dr
j is



“530-46909_Ch04_6P.tex” — 8/25/2011 — 10:37 — page 76

−1
0

+1

76 / detecting nilpotent groups and spaces

{(g , h)|f (g) ∈ Hj+r+1} ⊂ Gj/Gj+1⊕Hj/Hj+1

and the image of dr
j−r is

{(0, f (g ′))|g ′ ∈ Gj−r/Gj−r+1} ⊂ Gj/Gj+1⊕Hj/Hj+1.

For r > q, the length of our given central series, we see that

E∞j = Er
j = {(g , h)| f (g) = 0}/{(0, f (g ′)|g ′ ∈ G} ⊂ Gj/Gj+1⊕Hj/Hj+1.

This can be rewritten as

E∞j =[(Gj∩ ker f )/(Gj+1∩ ker f )]⊕ [im (Hj→ coker f )/ im (Hj+1→ coker f )].
The required C -central π -series for ker f and coker f are given by Gj ∩ ker f

and im (Hj −→ coker f ). �

lemma 4.3.5. Let C be an abelian category. Assume given a long exact sequence

of π -modules

· · · −→ Bn+1
gn+1−→ Cn+1

hn+1−→ An
fn−→ Bn

gn−→ Cn −→ · · ·
in which the gn are C -morphisms between C -nilpotent π -modules Bn and Cn. Then

the An are C -nilpotent π -modules. The analogues with hypotheses on the maps fn
or hn and conclusion for the π -modules Cn or Bn are also true.

proof. By Lemma 4.3.4, ker gn and coker gn+1 are C -nilpotent π -modules,

hence coker hn+1 and ker fn are C -nilpotent π -modules. Let

0 = Dl ⊂ Dl−1 ⊂ · · · ⊂ D0 = coker hn+1

0 = Em ⊂ Em−1 ⊂ · · · ⊂ E0 = ker fn

be A -central π -series. By Lemma 3.1.3 and the short exact sequence

0 −→ ker fn −→ An −→ coker hn+1 −→ 0,

the {Ei} and the inverse images of the {Dj} give an A -central π -series

for An. �

4.4. Nilpotency and fibrations

As in §1.5, let p : E −→ B be a surjective fibration. We allow basepoints to

vary. We record three results that relate the nilpotency of the components of

the spaces Fb = p−1(b), E, and B. We may as well assume that B is connected,
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since otherwise we could restrict to the components of E that map to a given

component ofB. For each e ∈ E with p(e) = b, letEe be the component ofE that

contains e, let Fe be the component of Fb that contains e, and let ι : Fe −→ Ee

be the inclusion.

proposition 4.4.1. Assume that Ee is nilpotent.

(i) Fe is nilpotent and the π1(Fe, e)-nilpotency class of πn(Fb, e), n ≥ 1, is at most

one greater than the π1(Ee, e)-nilpotency class of πn(Ee, e).

(ii) If B is also nilpotent, then π1(Ee, e) acts nilpotently on Fe.

proof. We agree to write F and E for the components Fe and Ee and to omit

basepoints from all notations. We use the action of π1(E) on the long exact

homotopy sequence (1.5.1) that is made explicit in Proposition 1.5.4. Thus we

have the long exact sequence

· · · ��πn+1(B)
∂n+1

��πn(F)
ιn

��πn(E)
pn

��πn(B) �� · · ·
of π1(E)-groups and homomorphisms of π1(E)-groups.

For (i), we focus on the case n ≥ 2; the proof when n = 1 is similar, using

that the image of ∂2 in π1(F) is a central subgroup by Lemma 1.4.7(v). Write IE

and IF for the augmentation ideals of π1(E) and π1(F). Assume that πn(E) is

π1(E)-nilpotent of class q, so that I
q
EZ[πn(E)] = 0. Let h ∈ I

q
F and x ∈ Z[πn(F)].

Then ι∗(h) = 0 and thus ι∗(hx) = ι∗(h)ι∗(x) = 0, so there exists z ∈ Z[πn+1(B)]
such that ∂(z) = hx. For g ∈ π1(F), ι∗(g)z = p∗ι∗(g)z = z by the definition of

the action of π1(E) on πn+1(B) and the fact that p∗ι∗ is the trivial homomor-

phism. Thus (ι∗(g)− 1)z = 0. But, since ∂ is a map of π1(E)-modules,

∂(ι∗(g)− 1)z = (ι∗(g)− 1)∂(z) = (ι∗(g)− 1)hx = (g − 1)hx,

where Proposition 1.5.4(i) gives the last equality. This shows that

I
q+1
F Z[πn(F)] = 0.

For (ii), we use that our long exact sequence breaks into short exact se-

quences.

1 −→ ker ( pn) −→ πn(E) −→ πn(E)/ ker ( pn) −→ 1

1 −→ im ( pn) −→ πn(B) −→ coker ( pn) −→ 1

1 −→ coker ( pn+1) −→ πn(F) −→ ker ( pn) −→ 1

Lemma 3.1.3 implies that ker ( pn) and coker ( pn) are nilpotent π1(E)-groups,

and Lemma 1.4.7(v), adapted in the evident way to replace the homotopy
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fiber there with the actual fiber here, shows that the last extension is cen-

tral when n = 1. These observations and Lemma 3.1.3 imply that πn(F) is a

nilpotent π1(E)-group. Observe that since π1(F) acts through π1(E) on πn(F),

by Proposition 1.5.4(i), this gives another proof that F is nilpotent. �

Returning to the notations of the previous section, we let C be an abelian

category in the following two results. We continue to work in the unbased

setting.

proposition 4.4.2. If all components of B and E are C -nilpotent and each

restriction of p to a component of E is a C -map onto a component of B, then

each component of each fiber of p is C -nilpotent. If, further, the image of

p∗ : π1(E, e) −→ π1(B, b) is normal, then the cokernel π̃0(Fb, e) of p∗ is a

C -nilpotent group.

proof. Here we use Proposition 1.5.4 to regard (1.5.1) as a long exact

sequence both of π1(E, e)-groups and, by pullback along ι∗, of π1(F, e)-groups.

For n ≥ 2, πn(F, e) is a C -nilpotent π1(F, e)-group by Lemma 4.3.5. Lemmas

3.1.3 and 4.3.4 imply that π1(F, e) and π̃0(Fb, e) are C -nilpotent; compare

Remark 1.5.5. �

proposition 4.4.3. If f : A −→ B and the fibration p : E −→ B are C -maps

between C -nilpotent spaces, then the component of the basepoint of A×B E is a

C -nilpotent space.

proof. Let X denote the cited basepoint component. Omitting basepoints

from the notations for homotopy groups, Corollaries 2.2.3 and 2.2.5 give an

exact sequence of homotopy groups ending with

· · · −→ π2(A)×π2(E)
f∗−p∗−−−→ π2(B)

∂−→ π1(X ) −→ π1(A)×π1(B) π1(E) −→ 1.

By Proposition 1.5.4, this is a long exact sequence of π1(X )-groups. Since f

and p are C -maps between C -nilpotent spaces, f∗ − p∗ is a C -map and, as we

see from Lemma 4.3.4 or 4.3.5, the action of π1(X ) on πn(X ) is C -nilpotent

for n ≥ 2. The image of ∂ is a central subgroup of π1(X ), by Lemma 1.4.7,

and π1(A)×π1(B) π1(E) is a kernel of a C -morphism, hence we also conclude

by Lemma 4.3.4 that π1(X ) is a C -nilpotent π1(X )-group. A similar argument

would work starting with the long exact sequence of the fibration A×B E→A

with fiber F = p−1( ∗ ), but here the possible nonconnectivity of F would

complicate the argument for π1(X ). �
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4.5. Nilpotent spaces and finite type conditions

The spaces that one usually encounters in algebraic topology satisfy finiteness

conditions. For CW complexes X , it is standard (going back at least to Wall’s

1965 paper [140]) to say that X is of finite type if its skeleta are finite, that is, if

it has finitely many n-cells for each n. More generally, a space X is said to be

of finite type if it is weakly equivalent to a CW complex of finite type. This is a

topological specification, and it is the meaning of “finite type” that we adopt.

Unfortunately, it has more recently become almost as standard to say that

a space X is of finite type if its integral homology groups Hi(X ;Z) are finitely

generated for each i. This is an algebraic specification, and we say that X is

homologically of finite type. Some authors instead ask that the homotopy

groups πi(X ) be finitely generated for all i. Our main goal in this section is to

prove that these three conditions are equivalent when X is nilpotent.

This will later help us determine what can be said about localizations and

completions of nilpotent spaces of finite type. This is particularly important in

the case of completion, whose behavior on homotopy groups is much simpler

in thefinite-type case than it is in general.We introduce the followingnotations

in anticipation of consideration of localizations and completions.

notation 4.5.1. For a Noetherian ring R, let fAR denote the abelian cate-

gory of finitely generated R-modules. To abbreviate notation, we say that an

fAR-nilpotent π -group is fR-nilpotent. Similarly, we say that an fAR-nilpotent

space is fR-nilpotent. We speak of f -nilpotent groups and spaces when R = Z.

Thus an f -nilpotent space is a nilpotent space X such that π1(X ) is

f -nilpotent and acts f -nilpotently on πi(X ) for i ≥ 2. This is a statement about

subquotients of these groups, but it turns out to be equivalent to the statement

that these groups themselves, or the homology groups Hi(X ;Z), are finitely

generated. These equivalences are not at all obvious, and we have not found

a complete proof in the literature. We shall sketch the proof of the following

theorem, which is well-known when X is simple. It is beyond our scope to

give full details in the general case, but we shall give the essential ideas.

theorem 4.5.2. Let X be a nilpotent space. Then the following statements are

equivalent.

(i) X is weakly equivalent to a CW complex with finite skeleta.

(ii) X is f -nilpotent.
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(iii) πi(X ) is finitely generated for each i ≥ 1.

(iv) π1(X ) and Hi(X̃ ;Z) for i ≥ 2 are finitely generated.

(v) Hi(X ;Z) is finitely generated for each i ≥ 1.

The implication (i) implies (v) is general, requiring no hypotheses on X .

We restate it in terms of our definitions of spaces being of finite type.

lemma 4.5.3. If X is of finite type, then X is homologically of finite type.

proof. The cellular chains of a CW complex X with finite skeleta are finitely

generated in each degree, and the homology groups of a chain complex that

is finitely generated in each degree are finitely generated. �

In outline, the rest of the proof goes as follows. We first explain a clas-

sical result of Serre that implies a generalization of the equivalence of (iii)

and (iv). We then outline a purely group-theoretic proof that (ii) and (iii) are

equivalent. Using information from that proof and a spectral sequence argu-

ment, we see next that (v) implies (iv). Finally, we observe that Wall’s classical

characterizationof spaces of finite type [140] applies to show that (iv) implies (i).

Serre proved the following result using the Serre spectral sequence and

what are now called Serre classes of abelian groups [125]. Their introduction

was a crucial precursor to the theory of localization. While our argument

follows his original one, tom Dieck [36, 20.6] has shown that his results can

actually be proven without any use of spectral sequences.

theorem 4.5.4 (serre). Let X be simply connected. Then all πi(X ) are finitely

generated if and only if all Hi(X ;Z) are finitely generated.

Since πi(X ) = πi(X̃ ) for i ≥ 2, application of this result to the universal

cover of a space X gives the promised generalization of the equivalence of (iii)

and (iv) in Theorem 4.5.2.

corollary 4.5.5. For any (connected) space X , not necessarily nilpotent, πi(X )

is finitely generated for each i ≥ 1 if and only if π1(X ) and Hi(X̃ ;Z) for each i ≥ 2

are finitely generated.

remark 4.5.6. One might ask instead of (iv) that Hi(X̃ ;Z) for i ≥ 2 be finitely

generated over Z[π1(X )], rather than over Z. These conditions are equivalent
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when π1(X ) is finitely generated and nilpotent, but they are not equivalent in

general and the previous corollary requires the stronger hypothesis.

The proof of Theorem 4.5.4 begins with the following result. We take all

homology groups to have coefficients Z in the rest of this section.

theorem 4.5.7. If X is simply connected, then all Hi(X ) are finitely generated if

and only if all Hi(�X ) are finitely generated.

proof. The Serre spectral sequence of the path space fibration over X satis-

fies E2
p,q = Hp(X ;Hq(�X )) and converges to H∗(PX ), which is zero except for

H0(PX ) = Z. Using the universal coefficient theorem in homology,

Hp(X ;Hq(�X )) ∼= (Hp(X )⊗Hq(�X ))⊕Tor (Hp−1(�X ),Hq(�X )).

In particular, E2
p,0 = Hp(X ) and E2

0,q = Hq(�X ). From here, inductive argu-

ments that Serre codified in [125] give the conclusion. �

corollary 4.5.8. If π is a finitely generated abelian group and n ≥ 1, then each

Hi(K (π , n)) is finitely generated.

proof. Either by a standard first calculation in the homology of groups [24,

p. 35] or by direct topological construction of a model for K (π , 1) as a CW

complexwithfinitelymany cells in eachdimension (e.g., [93, p. 126]), the result

is truewhenn = 1. Since�K (π , n+ 1) = K (π , n), the conclusion follows from

the theorem by induction on n. �

proof of theorem 4.5.4. Suppose that the homotopy groups of X are

finitely generated. The Postnikov tower of X gives fibrations

K (πn(X ), n) −→ Xn −→ Xn−1.

These have Serre spectral sequences that converge from the groups

E2
p,q = Hp(Xn−1;Hq(K (πn(X ), n)))

in total degree p+ q to H∗(Xn). By Corollary 4.5.8 and induction on n, we may

assume that each Hi(Xn−1) is finitely generated and deduce that each Hi(Xn)

is finitely generated. Since this holds for all n, Hi(X ) is finitely generated.

Conversely, suppose that the homology groups of X are finitely generated.

Define qn : X 〈n〉 −→ X to be the fiber of the fibration X −→ Xn−1 given by a

Postnikov tower of X . By the long exact sequence of homotopy groups, we see
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that πi(X 〈n〉) = 0 for i ≤ n− 1 and qn∗ : πi(X 〈n〉) −→ πi(X ) is an isomor-

phism for i ≥ n. A map X 〈n〉 −→ X with these properties is said to be an

(n− 1)-connected cover of X , and then πn(X ) ∼= Hn(X 〈n〉) by the Hurewicz

theorem. Since X is simply connected, we can write X = X 〈2〉, and then

π2(X ) ∼= H2(X ) is finitely generated. For n ≥ 3, we can apply Lemma 1.2.3 to

the diagram

�Xn ��

��

X 〈n〉
rn

���
�
�

qn
�� X �� Xn

α

��
�Xn−1 �� X 〈n− 1〉

qn−1
�� X �� Xn−1

to obtain a map rn that makes the diagram commute up to homotopy. By

the resulting map of exact sequences of homotopy groups, we see that the

homotopy fiber of rn must be a space K (πn−1(X ), n− 1). Applying the Serre

spectral sequences of the fibration sequences

K (πn−1(X ), n− 1) −→ X 〈n〉 −→ X 〈n− 1〉
inductively, starting with X = X 〈2〉, we see that the homology groups of X 〈n〉
are finitely generated and therefore the πn(X ) ∼= Hn(X 〈n〉) are finitely gen-

erated. �

The following result shows that (ii) and (iii) of Theorem4.5.2 are equivalent.

The proof uses a little more group theory than we wish to present in detail.

proposition 4.5.9. Let G be a nilpotent group. Then the following statements

are equivalent.

(i) G is f -nilpotent.

(ii) G/[G,G] is finitely generated.

(iii) G is finitely generated.

(iv) Every subgroup of G is finitely generated.

Moreover, when these conditions hold, the group ring Z[G] is (left and right)

Noetherian and the group G is finitely presentable.

proof. Any central series of G gives an exact sequence

1 ��G′
⊂

��G
π

��G/G′ ��1
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whereG′ is nilpotent of lower class thanG andG/G′ is abelian. Using the lower

central series of G, we may as well take G′ to be the commutator subgroup

[G,G]. If G is f -nilpotent, then certainly G/G′ is finitely generated, so that

(i) implies (ii). Suppose that (ii) holds. Choose elements hi of G such that the

elements π (hi) generate G/G′ and let H be the subgroup of G generated by

the hi. For g ∈ G, there is an element h ∈ H such that π (g) = π (h), and then

g = gh−1h is an element of G′H. By [56, Cor. 10.3.3], this implies that H = G

and therefore G is finitely generated, showing that (ii) implies (iii).

The proof that (iii) implies (iv) is given in [56, p. 426]. The proof goes in two

steps. First, if G is finitely generated, then G is supersolvable, meaning that

it has a finite normal series with cyclic subquotients. Second, every subgroup

of a supersolvable group is supersolvable and is therefore finitely generated.

Finally, (iv) implies (i) since if every subgroup of G is finitely generated, then

G/G′ and G′ are finitely generated. By induction on the nilpotency class, we

can assume that G′ is f -nilpotent, the abelian case being clear, and then the

displayed short exact sequence shows that G is also f -nilpotent.

The Noetherian statement should look very plausible in view of (iv), but

we refer the reader to [57, Thm. 1] for the proof. It applies more generally

to polycyclic groups, which can be characterized as the solvable groups all

of whose subgroups are finitely generated. The statement that G is finitely

presentable is an exercise in Bourbaki [15, Ex. 17b, p. 163]. The essential point

is that if N and H are finitely presentable and G is an extension of N by H,

then G is finitely presentable. �

Returning to the topological context of Theorem 4.5.2, assume that X is

nilpotent and let π = π1(X ).

sketch proof that (v) implies (iv). Since H1(X ;Z) ∼= π/[π ,π ], the
implication (ii) implies (i) of Proposition 4.5.9 shows that π is finitely gen-

erated. There are several choices of spectral sequences that can be used to

show that Hi(X̃ ;Z) is finitely generated for i ≥ 2. One can use the Serre spec-

tral sequence obtained from the fiber sequence X̃ −→ X −→ K (π , 1), which

converges from H∗(π ;H∗(X̃ )) to H∗(X ), using a backward induction from the

assumption that π and the Hi(X ) are finitely generated. A more direct argu-

ment uses the Eilenberg-Moore spectral sequence which, in its homological

version and ignoring details of grading, converges from the homology groups

E2∗,∗ = H∗(π ;H∗(X )) to H∗(X̃ ). The spectral sequence converges by a result

of Dwyer [41], the essential point being that π acts nilpotently on H∗(X̃ ), by

the homology analogue of Proposition 4.2.1. Using that the group ring Z[π ] is
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Noetherian, one can check that the groups of the E2-term are finitely generated

and deduce that the groupsHi(X̃ ) are finitely generated. Alternatively, one can

use the lower central series spectral sequence for the calculation of the groups

πi(X ), as explained (with comparable brevity) in [21, p. 153]. �

sketch proof that (iv) implies (i). If X is simply connected and

each πi(X ) is finitely generated, the result is easy. There is a standard construc-

tion of a weak equivalence �X −→ X from a CW complex �X to X given, for

example, in [93, p. 75]. Using minimal sets of generators for the homotopy

groups and kernels of maps of homotopy groups that appear in the construc-

tion, we see that we only need to attach a finite number of cells at each stage. A

slight variant of the constructionmakes the argument a little clearer. Instead of

attaching cylinders in the proof there, we can attach cells to kill the generators

of the kernel of πi(Xi) −→ πi(X ) in the inductive argument. These kernels are

finitely generated at each stage, so we only need to attach finitely many cells to

kill them. Wall [140] refines this argument to deal with a nontrivial fundamen-

tal group π . In [140, Thm. A], he gives necessary and sufficient conditions for

X to be of finite type. In [140, Thm. B], he shows that these conditions are sat-

isfied if Z[π ] is Noetherian, π is finitely presented, and each Hi(X̃ ) is finitely

generated over Z[π ]. We have the first two conditions by Proposition 4.5.9,

and the last condition certainly holds if each Hi(X̃ ) is finitely generated as an

abelian group. �
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5
LOCALIZATIONS OF NILPOTENT GROUPS
AND SPACES

We develop localization at T for abelian groups, nilpotent groups, and nilpo-

tent spaces. Of course, localization of abelian groups is elementary and direct.

However, following Bousfield and Kan [21], we first construct localizations

of spaces and then use them to construct localizations of nilpotent groups

topologically rather than algebraically. A purely algebraic treatment is given

by Hilton, Mislin, and Roitberg [60, 62]. We discuss localizations of abelian

groups in §5.1, the essential point being to determine the behavior of localiza-

tion on homology. We define localizations of spaces and show how to localize

the Eilenberg-Mac Lane spaces of abelian groups in §5.2. We construct local-

izations of nilpotent spaces by induction up their Postnikov towers in §5.3. We

specialize to obtain localizations of nilpotent groups in §5.4. We discuss their

general algebraic properties in §5.5, and we discuss finiteness conditions in

§5.6, leading up to a characterization of f ZT -nilpotent groups. The reader may

wish to skip the last two sections on a first reading. Their main purpose is to

develop algebra needed later to prove the fracture theorems in full generality.

Recall our notational conventions from the Introduction. In particular, T

is a fixed set of primes, possibly empty, throughout this chapter and the next.

Maps φ will always denote localizations.

5.1. Localizations of abelian groups

Recall that an abelian group B is said to be T -local if it admits a structure of

ZT -module, necessarily unique. It is equivalent that the multiplication map

q : B −→ B is an isomorphism for all primes q not in T . We have the following

easy observation.

lemma 5.1.1. Let

0 −→ A′−→A−→A′′ −→ 0

87
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be a short exact sequence of abelian groups. If any two of A′, A, and A′′ are T-local,

then so is the third.

The localization atT of an abelian groupA is amapφ : A −→ AT to aT -local

abelian group AT that is universal among such maps. This means that any

homomorphism f : A −→ B, where B is T -local, factors uniquely through φ.

That is, there is a unique homomorphism f̃ that makes the following diagram

commute.

A
φ

��

f ���������
AT

f̃���
�

�
�

B

We can define φ explicitly by setting AT = A⊗ZT and letting φ(a) = a⊗ 1.

Clearly A is T -local if and only if φ is an isomorphism. Since ZT is a torsion-

free abelian group, it is a flat Z-module. We record the following important

consequence.

lemma 5.1.2. Localization is an exact functor from abelian groups to ZT -modules.

We shall focus on cohomology when defining localizations of spaces. This

is natural when thinking about Postnikov towers and the dual Whitehead

theorem, and it leads to efficient proofs. In preparation for this, we describe

the homological behavior of localization of abelian groups in some detail.

theorem 5.1.3. The induced map

φ∗ : H∗(A;ZT ) −→ H∗(AT ;ZT )

is an isomorphism for all abelian groups A. If B is T-local, then the homomorphism

H̃∗(B;Z) −→ H̃∗(B;ZT )

induced by the homomorphism Z −→ ZT is an isomorphism and thus H̃∗(B;Z) is

T -local in every degree.

proof. There are several ways to see this result, and the reader is urged

to use her favorite. In view of (4.1.5), one is free to carry out the proof using

algebra, topology, or a combination of the two. Anymodule over a PIDR is the

filtered colimit of its finitely generated submodules, and any finitely generated



“530-46909_Ch05_6P.tex” — 8/25/2011 — 10:37 — page 89

−1
0

+1

5.1. localizations of abelian groups / 89

R-module is a finite direct sum of cyclic R-modules (R-modules with a single

generator). We apply this with R = Z and R = ZT . In these cases, the finite

cyclic modules can be taken to be of prime power order, using only primes

in T in the case of ZT , and the infinite cyclic modules are isomorphic to Z or

to ZT .

The localization functor commutes with colimits since it is a left adjoint,

and the homology of a filtered colimit of abelian groups is the colimit of their

homologies. To see this topologically, for example, one can use the standard

simplicial construction of classifying spaces [93, p. 126] to give a construction

of K (A, 1)’s that commutes with filtered colimits, and one can then use that

homology commutes with filtered colimits, by Proposition 2.5.4. Finite sums

of abelian groups are finite products, and as we have already noted it is clear

that a product K (A, 1)×K (A′, 1) is a K (A×A′, 1). By the Künneth theorem

(e.g., [93, p. 130]), the conclusions of the theorem hold for a finite direct sum

if they hold for each of the summands. This reduces the problem to the case

of cyclic R-modules.

One can check the cyclic case directly, but one can decrease the number of

checksneededbyusing theLyndon-Hochschild-Serre (LHS) spectral sequence

of Proposition 24.5.3. That spectral sequence allows one to deduce the result

for cyclic groups of prime power order inductively from the result for cyclic

groups of prime order.

Thus suppose first that A is cyclic of prime order q. Since ZT is T -local,

so are both the source and target homology groups. We focus on the reduced

homologygroups sinceK (π , 1)’s are connected and the zerothhomologygroup

with coefficients in R is always R. If q = 2, K (A, 1) = RP∞ and if q is odd,

K (A, 1) is the analogous lens space S∞/A. In both cases, we know the integral

homology explicitly (e.g., by an exercise in [93, p. 103]). The nonzero reduced

homology groups are all cyclic of order q, that is, copies of A. Taking coef-

ficents in ZT these groups are zero if q /∈ T and A if q ∈ T , and of course

AT = 0 if q /∈ T and AT = A if q ∈ T . Thus the conclusions hold in the finite

cyclic case.

Finally, consider A = Z, so that AT = ZT . The circle S1 is a K (Z, 1). Our

first example of a localized space is S1
T , which not surprisingly turns out to

be K (ZT , 1). AT can be constructed as the colimit of copies of Z together with

the maps induced by multiplication by the primes not in T . For example, if

we order the primes qi not in T by size and define rn inductively by r1 = q1
and rn = rn−1q1 · · · qn = qn

1 · · · qn, then ZT is the colimit over n of the maps

rn : Z −→ Z. We can realize these maps on π1(S1) by using the rn
th power

map S1 −→ S1. Using the telescope construction [93, p. 113] to convert these
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multiplicationmaps into inclusions and passing to colimits, we obtain a space

K (ZT , 1); the van Kampen theorem gives that the colimit has fundamental

group ZT , and the higher homotopy groups are zero because the image of a

map from Sn into the colimit is contained in a finite stage of the telescope,

and each such finite stage is equivalent to S1. The commutation of homology

with colimits gives that the only nonzero reduced integral homology group of

K (ZT , 1) is its first, which is ZT .

An alternative proof in this case uses the LHS spectral sequence of the

quotient group ZT/Z. Groups such as this will play an important role in com-

pletion theory and will be discussed in Chapter 10. The spectral sequence has

the form

E2
p,q = Hp(ZT/Z;Hq(Z;ZT )) =⇒ Hp+q(ZT ;ZT ).

The group ZT/Z is local away from T , hence the terms with p > 0 are zero,

and the spectral sequence collapses to the edge isomorphism

φ∗ : H∗(Z;ZT ) −→ H∗(ZT ;ZT ). �

corollary 5.1.4. The induced map

φ∗ : H∗(AT ;B) −→ H∗(A;B)

is an isomorphism for all ZT -modules B.

On H1, by the representability of cohomology and the topological interpre-

tation (4.1.5) of the cohomology of groups, this says that

φ∗ : [K (AT , 1),K (B, 1)] −→ [K (A, 1),K (B, 1)]
is an isomorphism. Onpassage to fundamental groups, this recovers the defin-

ing universal property of localization.

In fact, as we shall use heavily in §5.4, for any groups G and H, not

necessarily abelian, passage to fundamental groups induces a bijection

5.1.5 [K (G, 1),K (H, 1)] ∼= Hom(G,H).

(This is an exercise in [93, p. 119]). One way to see this is to observe that the

classifying space functor from groups to Eilenberg-Mac Lane spaces (e.g., [93,

p. 126]) gives an inverse bijection to π1, but it can also be verified directly from

the elementary construction of K (G, 1)’s that is obtained by realizing π1 as

the fundamental group of a space X [93, p. 35] and then killing the higher

homotopy groups of X .
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5.2. The definition of localizations of spaces

Recall that we take all spaces to be path connected. We have the following

three basic definitions. Recall Definition 3.3.10 and Proposition 3.3.11.

definition 5.2.1. A map ξ : X −→ Y is a ZT -equivalence if the induced

map ξ∗ : H∗(X ;ZT ) −→ H∗(Y ;ZT ) is an isomorphism or, equivalently, if

the induced map ξ∗ : H∗(Y ;B) −→ H∗(X ;B) is an isomorphism for all

ZT -modules B.

definition 5.2.2. A space Z is T -local if ξ∗ : [Y ,Z] −→ [X ,Z] is a bijection
for all ZT -equivalences ξ : X −→ Y .

Diagrammatically, this says that for any map f : X −→ Z, there is a map

f̃ , unique up to homotopy, that makes the following diagram commute up to

homotopy.

X
ξ

��

f ���������
Y

f̃���
�

�
�

Z

definition 5.2.3. A map φ : X −→ XT from X into a T -local space XT is a

localization at T if φ is a ZT -equivalence.

This prescribes a universal property. If f : X −→ Z is any map from X to

a T -local space Z, then there is a map f̃ , unique up to homotopy, that makes

the following diagram commute.

X
φ

��

f ���������
XT

f̃���
�

�
�

Z

Therefore, localizations are uniqueup to homotopy if they exist. We shall prove

in §19.3 that they do always exist, but we focus on nilpotent spaces for now.

remark 5.2.4. On the full subcategory of connected spaces inHoT that admit

localizations atT , localization is automatically functorial (up tohomotopy). For
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a map f : X −→ Y , there is a unique map fT : XT −→ YT in HoT such that

φ ◦ f = fT ◦φ in HoT , by the universal property.

When specialized to Eilenberg-Mac Lane spaces K (A, 1), these definitions

lead to alternative topological descriptions of T -local abelian groups and of the

algebraic localizations of abelian groups at T . The proofs are exercises in the

use of the representability of cohomology.

proposition 5.2.5. An abelian group B is T-local if and only if the space K (B, 1)

is T -local.

proof. If B is T -local and ξ : X −→ Y is a ZT -equivalence, then

ξ∗ : H1(Y ;B) −→ H1(X ;B)

is an isomorphism. Since this is the map

ξ∗ : [Y ,K (B, 1)] −→ [X ,K (B, 1)],

K (B, 1) is T -local. Conversely, if K (B, 1) is T -local, then the identity map

of K (B, 1) is a ZT -equivalence to a T -local space and is thus a localization

at T . However, the map φ : K (B, 1) −→ K (BT , 1) that realizes φ : B −→ BT on

fundamental groups is also a ZT -equivalence, by Corollary 5.1.4 and (4.1.5).

Therefore φ is also a localization at T . By the uniqueness of localizations, φ

must be an equivalence and thus φ : B −→ BT must be an isomorphism. �

corollary 5.2.6. An abelian group B is T-local if and only if the homomorphism

ξ∗ : H∗(Y ;B) −→ H∗(X ;B) induced by any ZT -equivalence ξ : X −→ Y is an

isomorphism.

proof. If B has the cited cohomological property, then K (B, 1) is T -local by

the representability of cohomology and B is T -local by the previous result. The

converse holds by the definition of a ZT -equivalence. �

proposition 5.2.7. A homomorphism φ : A −→ B of abelian groups is an

algebraic localization at T if and only if the map, unique up to homotopy,

φ : K (A, 1) −→ K (B, 1)

that realizes φ on π1 is a topological localization at T.
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proof. By Corollary 5.1.4 and (4.1.5), if φ : A −→ B is an algebraic localiza-

tion at T , then φ : K (A, 1) −→ K (B, 1) is a ZT -equivalence. Since K (B, 1) is

T -local by the previous result, this proves that φ is a topological localization.

Conversely, if φ : K (A, 1) −→ K (B, 1) is a localization at T and C is any T -local

abelian group, then the isomorphism

φ∗ : H1(K (B, 1),C) −→ H1(K (A, 1),C)

translates by the representability of cohomology and passage to fundamental

groups into the isomorphism

φ∗ : Hom(B,C) −→ Hom(A,C).

This adjunction expresses the universal property of algebraic localization. �

By induction on n, we can now localize Eilenberg-Mac Lane spaces K (A, n).

theorem 5.2.8. If B is a T-local abelian group, then K (B, n) is a T-local space

and H̃∗(K (B, n);Z) is T -local in each degree. For any abelian group A, the map

φ : K (A, n) −→ K (AT , n), unique up to homotopy, that realizes the localization

φ : A −→ AT on πn is a localization at T.

proof. If ξ : X −→ Y is a ZT -equivalence, then

ξ∗ : [Y ,K (B, n)] −→ [X ,K (B, n)]

is the isomorphism induced on the nth cohomology group. Thus K (B, n) is

T -local.

For n ≥ 2, we may write �K (A, n) = K (A, n− 1), and the map φ induces a

map of path space fibrations

K (A, n− 1) ��

�φ

��

PK (A, n)

��

�� K (A, n)

φ

��
K (AT , n− 1) �� PK (AT , n) �� K (AT , n).

This induces a map of Serre spectral sequences converging to the homologies

of contractible spaces. The map �φ on fibers realizes φ on πn−1, and we

assume inductively that it is a ZT -equivalence. By the comparison theorem for

spectral sequences, Theorem 24.6.1 below, it follows that the map φ on base

spaces is also a ZT -equivalence. This proves the last statement.
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TakingA = B to beT -local, we prove that H̃∗(K (B, n),Z) isT -local by induc-

tive comparison of the Z and ZT homology Serre spectral sequences of the

displayed path space fibrations. Starting with the case n = 1 in Theorem 5.1.3,

we find that

H̃∗(K (B, n),Z) ∼= H̃∗(K (B, n),ZT ). �

5.3. Localizations of nilpotent spaces

Our construction is based on a special case of the dual Whitehead theorem.

Take A in Theorem 3.3.9 to be the collection of ZT -modules. Then that result

takes the following form, which generalizes the fact that K (B, n) is a T -local

space if B is a T -local abelian group.

theorem 5.3.1. Every ZT -tower is a T-local space.

We use this result to construct localizations of nilpotent spaces.

theorem 5.3.2. Every nilpotent space X admits a localization φ : X −→ XT .

proof. In view of Theorem 3.5.4, we may assume without loss of

generality that X is a Postnikov tower lim Xi constructed from maps

ki : Xi −→ K (Ai, ni + 1), whereAi is an abelian group, ni+1 ≥ ni ≥ 1, and only

finitelymany ni = n for any n ≥ 1. HereX0 = ∗, andwe let (X0)T = ∗. Assume

inductively that a localization φi : Xi −→ (Xi)T has been constructed and

consider the following diagram, in which we write K (Ai, ni) = �K (Ai, ni + 1).

K (Ai, ni) ��

�φ

��

Xi+1 ��

φi+1
���
�
�

Xi

ki
��

φi

��

K (Ai, ni + 1)

φ

��
K ((Ai)T , ni) �� (Xi+1)T �� (Xi)T

(ki)T

�� K ((Ai)T , ni + 1)

By Theorem 5.3.1, since φi is a ZT -equivalence and K ((Ai)T , ni + 1) is a

ZT -local space there is a map (ki)T , unique up to homotopy that makes the

right square commute up to homotopy. The space Xi+1 is the fiber Fki, and

we define (Xi+1)T to be the fiber F(ki)T .

ByLemma1.2.3, there is amapφi+1 thatmakes themiddle square commute

and the left square commute up to homotopy. By Theorem 5.3.1, (Xi+1)T is



“530-46909_Ch05_6P.tex” — 8/25/2011 — 10:37 — page 95

−1
0

+1

5.3. localizations of nilpotent spaces / 95

T -local since it is a ZT -tower. We claim that φi+1 induces an isomorphism

on homology with coefficients in ZT and is thus a localization at T . Applying

the Serre spectral sequence to the displayed fibrations, we obtain spectral

sequences

E2
p,q
∼= Hp(Xi;Hq(K (Ai, ni);ZT )) =⇒ Hp+q(Xi+1;ZT )

E2
p,q
∼= Hp((Xi)T ;Hq(K ((Ai)T , ni);ZT )) =⇒ Hp+q((Xi+1)T ;ZT )

and a map between them. By Theorem 5.2.8, the induced map on the homol-

ogy of fibers is an isomorphism. Since φi is a localization at T and thus a

ZT -equivalence, the map on E2 terms is an isomorphism. It follows that

φi+1 is a ZT -equivalence, as claimed.

Let XT = lim (Xi)T and φ = lim φi : X −→ XT . Then φ is a ZT -equivalence

by Proposition 2.5.9 and is thus a localization of X at T . �

Our explicit “cocellular” construction of localizations of Postnikov towers

allows us to be more precise about functoriality than in Remark 5.2.4.

theorem 5.3.3. Let X and Y be Postnikov towers and let ψ : X −→ Y be a cocel-

lular map. Choose cocellular localizations at T of X and Y. Then there exists

a cocellular map ψT : XT −→ YT , unique up to cocellular homotopy, such that

ψT ◦φ is homotopic to φ ◦ψ .

proof. We construct ψT and h : ψT ◦φ � φ ◦ψ by inductive application of

coHELP, Theorem 3.3.7, to the following diagrams and passage to limits.

(Yi+1)T

��

F(I+, (Yi+1)T )
p0

��

��

p1
�� (Yi+1)T

��

Xi+1

φi+1◦ψi+1""!!!!!!!!

hi+1 ��"
"

"
"

"

��

φi+1
�� (Xi+1)T

(ψi+1)T ���
�

�
�

�

��
Xi

hi



###########

φi
�� (Xi)T

(ψi)T

��$$$$$$$$$

(Yi)T F(I+, (Yi)T )
p0

��
p1

�� (Yi)T
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Now let ψT and η be maps XT −→ YT such that both ψT ◦φ and

η ◦φ are homotopic to φ ◦ψ . Let Pi+1 be the pullback of F(I+, (Yi)T ) and

F({0, 1}+, (Yi+1)T ) over F({0, 1}+, (Yi)T ) and observe that the fibration

(Yi+1)T −→ (Yi)T and cofibration {0, 1} −→ I induce a canonical fibration

F(I+, (Yi+1)T ) −→ Pi+1.

We construct the following diagram inductively and apply coHELP to it.

F(I+, (Yi+1)T )

��

F(I+,F(I+, (Yi+1)T ))
p1

��

��

p0
�� F(I+, (Yi+1)T )

��

Xi+1

fi+1##��������
φi+1

��

h̃i+1 ���
�

�
�

�

hi+1

��$$$$$$$$$
(Xi+1)T

g̃i+1 $$%
%

%
%

gi+1

��!!!!!!!!

Pi+1 F(I+,Pi+1)
p1

��
p0

�� Pi+1

The map fi+1 : Xi+1 −→ F(I+, (Yi+1)T ) is a composite of homotopies

ψT ◦φ � φ ◦ψ � η ◦φ.

The map gi+1 : (Xi+1)T −→ Pi+1 is the map into Pi+1 defined by the maps

(Xi+1)T −→ (Xi)T
g̃i−→ F(I+, (Yi)T )

and

α : (Xi+1)T −→ F({0, 1}+, (Yi+1)T ),

where α(x)(0) = ψT (x) and α(x)(1) = η(x). It is not difficult to check induc-

tively that this pair of maps does define a map into the pullback. Similarly, the

map hi+1 : Xi+1 −→ F(I+,Pi+1) is defined by the pair of maps

Xi+1 −→ Xi
h̃i−→ F(I+,F(I+, (Yi)T ))

and

Xi+1 −→ (Xi+1)T
β−→ F(I+,F({0, 1}+, (Yi+1)T )),

whereβ(x)(t)(0) = ψT (x) andβ(x)(t)(1) = η(x). Onpassage to limits, themaps

g̃i give the desired homotopy from ψT to η. �

We have analogous conclusions for quotient towers and pullbacks.
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proposition 5.3.4. Let W be a quotient tower of a Postnikov tower X with

projection π : X −→W. Then there are cocellular localizations XT of X and

WT of W such that WT is a quotient tower of XT whose projection satisfies

πT ◦φ = φ ◦π . If π−1( ∗ ) is connected, the map φ : π−1( ∗ ) −→ (πT )−1( ∗ )
obtained by restricting φ : X → XT to fibers is again a localization at T. If, further,

Y is a Postnikov tower, θ : Y −→W is a cocellular map, and θT : YT −→WT

is chosen as in Theorem 5.3.3, then the pullback XT ×WT YT of πT and θT is a

cocellular localization of the pullback X ×W Y of π and θ .

proof. The first statement is an easy induction based on the definition of

a quotient tower. For the second statement, note that π−1( ∗ ) is a Postnikov
tower with one cocell for each cocell of X that does not factor through W . For

the last statement, note that X ×W Y can be viewed as a Postnikov tower with

one cocell for each cocell of X that does not factor through W and each cocell

of Y . �

Taking W = ∗, we have the following special case.

corollary 5.3.5. XT ×YT is a cocellular localization of X ×Y.

Either applying Proposition 5.3.4 to the path space fibration or arguing

directly, we obtain a similar result for loop spaces.

corollary 5.3.6. If X is a simply connected Postnikov tower, then �(XT ) is a

cocellular localization of �X.

5.4. Localizations of nilpotent groups

Let q be a prime. A group G is said to be uniquely q-divisible if the qth power

function G −→ G is a bijection.

remark 5.4.1. Of course, an abelian group B is uniquely q-divisible if and

only if the multiplication homomorphism q : B −→ B is an isomorphism. In

turn, this holds if and only if B⊗Fq = 0 and Tor (B,Fq) = 0.

remark 5.4.2. If G is uniquely q-divisible for all primes q /∈ T and g ∈ G is

an element of finite order prime to T , so that gr = 1 for some product r of

primes not in T , then g = 1.

definition 5.4.3. A T -local group is a nilpotent group that is uniquely

q-divisible for all primes q not in T .
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Thus, for us, a T -local group is necessarily nilpotent. The localization of

a nilpotent group G at T is defined the same way as for abelian groups. It

is a map φ : G −→ GT to a T -local group GT that is universal among such

maps. However, it is no longer obvious how to construct such a map, and we

will use topology rather than algebra to do so. We need some preliminaries

that allow us to recast the definitions just given in terms of ZT -nilpotency. We

give a complete proof of the following generalization of Lemma 5.1.1 to help

familiarize the reader with the relevant kinds of algebraic arguments, but the

result itself will be superceded by Corollary 5.4.11 below, which shows that

the centrality assumption is unnecessary. Thus the result can be viewed as

scaffolding leading toward that generalization.

lemma 5.4.4. Let

1 −→ G′ ι−→ G
ψ−→ G′′ −→ 1

be a central extension of groups. If any two of G′, G, and G′′ are uniquely

q-divisible, then so is the third.

proof. First assume that G′ and G′′ are uniquely q-divisible. To show that

the qth power map of G is surjective, let x ∈ G. Then ψ(x) = zq for some

z ∈ G′′ since G′′ is uniquely q-divisible. Since ψ is surjective, ψ(y) = z for

some y ∈ G. Therefore x = yqι(y′) for some y′ ∈ G′. Since G′ is uniquely

q-divisible, y′ = x′q for some x′ ∈ G′ and thus x = yqι(x′)q = (yι(x′))q since

our extension is central. To show that the qth power map of G is injective, let

xq = yq for x, y ∈ G. Thenψ(x)q = ψ(y)q and, sinceG′′ is uniquely q-divisible,

ψ(x) = ψ(y). By exactness, x = yι(x′) for some x′ ∈ G′ and so xq = yqι(x′q).
Since ι is injective x′q = 1. Since G′ is uniquely q-divisible, x′ = 1 and x = y.

Next, assume that G′ and G are uniquely q-divisible. The qth power map of

G′′ is surjective since the qth power map of G is surjective. Suppose that

ψ(x)q = ψ(y)q. Then xq = ι(z)yq for some z ∈ ι(G′). Since G′ is uniquely

q-divisible, z = wq for some w. By centrality, xq = ι(w)qyq = (ι(w)y)q. Since

G is uniquely q-divisible, x = ι(w)y and thus ψ(x) = ψ(y).

Finally, assume that G and G′′ are uniquely q-divisible. The qth power map

of G′ is injective since the qth power map of G is injective. Let x ∈ G′. In G,

ι(x) = yq for some y, hence ψ(y)q = 1. This implies that ψ(y) = 1 and thus

y = ι(z) for some z ∈ G′, and zq = x since ι(zq) = ι(x). �

It is convenient to use this result in conjunction with the following obser-

vation. Let Z(G) denote the center of a group G. Of course, Z(G) is nontrivial

if G is nilpotent.
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lemma 5.4.5. If G is a uniquely q-divisible nilpotent group, then Z(G) is a uniquely

q-divisible abelian group.

proof. The qth power operation on Z(G) is injective because that is true in

G. If z ∈ Z(G), then z = yq for a unique y ∈ G. For any g ∈ G,

z = yq = g−1yqg = (g−1yg)q

and therefore y = g−1yg , so that y ∈ Z(G). Thus the qth power operation on

Z(G) is also surjective. �

Using these results, we can generalize our alternative descriptions of what

it means for an abelian group to be T -local to the nilpotent case.

lemma 5.4.6. Let G be a nilpotent group. Then G is T-local if and only if G is

ZT -nilpotent.

proof. We prove both implications by induction on the nilpotency class of

G, starting with the abelian case.

Suppose first that G is T -local. By the previous lemma, Z(G) is a nonzero

T -local abelian group (and thus a ZT -module). Applying Lemma 5.4.4 to the

central extension

1 −→ Z(G) −→ G −→ G/Z(G) −→ 1,

we conclude that G/Z(G) is T -local. By the induction hypothesis, this im-

plies that G/Z(G) is ZT -nilpotent. Therefore, by Lemma 3.1.3, G is also

ZT -nilpotent.

Conversely, suppose that G is ZT -nilpotent with a ZT -central series

1 = Gq ⊂ Gq−1 ⊂ · · · ⊂ G1 ⊂ G0 = G

ofminimal length. ThenGq−1 is central inG, andGq−1 andG/Gq−1 areT -local

by the induction hypothesis. Therefore, by Lemma 5.4.4, G is also T -local. �

This allowsus to generalizePropositions 5.2.5 and5.2.7 tonilpotent groups.

proposition 5.4.7. A nilpotent group G is T-local if and only if the space K (G, 1)

is T -local.

proof. If G is T -local and thus ZT -nilpotent, then Theorem 3.5.4 constructs

K (G, 1) as a Postnikov ZT -tower and thus as a T -local space. Conversely, if
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K (G, 1) is T -local, then it is equivalent to its cocellular localization, which is a

ZT -tower and thus displays G as a ZT -nilpotent group on passage to π1. �

proposition 5.4.8. A homomorphism φ : G −→ H between nilpotent groups

is an algebraic localization at T if and only if the map, unique up to homotopy,

φ : K (G, 1) −→ K (H, 1)

that realizes φ on π1 is a topological localization at T.

proof. If φ : K (G, 1) −→ K (H, 1) is a localization, then specialization of its

universal property to target spaces Z = K ( J, 1) and passage to fundamental

groups shows that φ : G −→ H satisfies the universal property required of an

algebraic localization at T . For the converse, we know by the proof of Theo-

rem 5.3.2 that K (G, 1) has a topological localization K (GT , 1). If φ : G −→ H

is an algebraic localization at T , then H must be isomorphic to GT , since both

are algebraic localizations, and therefore K (H, 1) must also be a topological

localization of K (G, 1). �

In the course of proving that localizations exist, we implicitly proved the

following homological result, which generalizes Corollary 5.1.4.

proposition 5.4.9. If φ : G −→ GT is the localization of a nilpotent group G,

then φ∗ : H∗(G;ZT ) −→ H∗(GT ;ZT ) is an isomorphism and therefore

φ∗ : H∗(GT ;B) −→ H∗(G;B)

is an isomorphism for all T -local abelian groups B.

The exactness of localization also generalizes from abelian to nilpotent

groups.

proposition 5.4.10. If 1 −→ G′ −→ G −→ G′′ −→ 1 is an exact sequence

of nilpotent groups, then

1 −→ G′T −→ GT −→ G′′T −→ 1

is an exact sequence.

proof. The given exact sequence implies that the homotopy fiber of the

evident map K (G, 1) −→ K (G′′, 1) is a K (G′, 1). Using a given central series

for K (G, 1) and the quotient central series for K (G′′, 1), the arguments of
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the previous section show that we can construct K (G, 1) −→ K (G′′, 1) as the
projection of a tower onto a quotient tower. As in Proposition 5.3.4, we can

then choose localizations such that K (GT , 1) −→ K (G′′T , 1) is also a projec-

tion onto a quotient tower and the induced map on fibers is a localization

K (G′, 1) −→ K (G′T , 1). This gives us a fibration

K (G′T , 1) −→ K (GT , 1) −→ K (G′′T , 1).

Its long exact sequence of homotopy groups reduces to the claimed short exact

sequence. �

This implies the promised generalization of Lemma 5.4.4 to non-central

extensions.

corollary 5.4.11. Let

1 �� G′ ��

��

G

��

�� G′′ ��

��

1

1 �� H′ �� H �� H′′ �� 1

be a commutative diagram of nilpotent groups with exact rows. If any two of G′, G,

and G′′ are T-nilpotent, then so is the third. If any two of the vertical arrows are

localizations at T, then so is the third.

proof. First let the bottom row be the localization of the top row. If two ofG′,
G, and G′′ are T -nilpotent, then two of the vertical arrows are isomorphisms,

hence the third vertical arrow is also an isomorphism by the five lemma.

Therefore the third group is T -nilpotent. Returning to the general diagram

and taking two of its vertical arrows to be localizations at T , we have just

shown that the bottom row is an exact sequence of T -local groups. Therefore

the map from the top exact sequence to the bottom exact sequence factors

through the localization at T of the top sequence. Two of the resulting new

vertical arrows are isomorphisms, hence so is the third, and therefore the third

vertical arrow of the original diagram is a localization at T . �

5.5. Algebraic properties of localizations of nilpotent groups

We have constructed localizations of nilpotent groups topologically. While

that gives the most efficient exposition, it obscures elementwise algebraic
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properties. We here describe some results that give a better algebraic under-

standing of localizations of nilpotent groups and of maps between them,

focusing primarily on just what we shall need later and proving only those

results that play an essential role. Considerably more information appears in

both the topological and algebraic literature; see for example [60, 62, 141]. It

is convenient to introduce the following notation.

definition 5.5.1. A T ′-number is a product of primes not in T . An ele-

ment g of a group G is T ′-torsion if gr = 1 for some T ′-number r ; G is

a T ′-torsion group if all of its elements are T ′-torsion. A homomorphism

α : G −→ H is

(i) a T -monomorphism if its kernel is a T ′-torsion subgroup;

(ii) a T -epimorphism if for each element h ∈ H, there is an element g ∈ G

and a T ′-number r such that h = α(g)r ; this implies that the cokernel of

α is a T ′-torsion group; and

(iii) a T -isomorphism if it is a T -monomorphism and a T -epimorphism.

Observe that the proof of Theorem 5.3.2 shows that the nilpotency class of

GT is at most the nilpotency class of G.

proposition 5.5.2. Let G be a nilpotent group and let φ : G −→ GT be its

localization at T.

(i) φ is a T-monomorphism; its kernel is the set of all T ′-torsion elements of G,

hence this set is a normal subgroup of G.

(ii) φ is a T-epimorphism; that is, for every element h ∈ GT , there is an element

g ∈ G and a T ′-number r such that hr = φ(g).

(iii) Every element of G is T ′-torsion if and only if GT = 1.

proof. The proof is by induction on the nilpotency class of G. We first show

(i) and (ii) for abelian groups and then deduce them for nilpotent groups.

For an abelian group A, φ : A −→ AT is part of the exact sequence

0 −→ Tor (A,ZT/Z) −→ A
φ−→ AT−→A⊗ (ZT/Z) −→ 0

that arises from the short exact sequence

0 −→ Z −→ ZT −→ ZT/Z −→ 0.
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All elements of ZT/Z are T ′-torsion, so the cokernel A⊗ZT/Z and kernel

Tor(A,ZT/Z) of φ are T ′-torsion. The conclusion follows easily.

For a nilpotent group G, there is a central series

1 = Gq ⊂ Gq−1 ⊂ · · · ⊂ G1 ⊂ G0 = G.

Since localization is exact, we have a commutative diagram with exact rows

1 �� G1 ��

φ

��

G

φ

��

�� G/G1 ��

φ

��

1

1 �� (G1)T �� GT �� (G/G1)T �� 1.

By induction, we may assume that the conclusion holds for G1 and G/G1.

From here, the proof is diagram chasing reminiscent of the proof of the five

lemma and of Lemma 5.4.4 above. We leave the details as an exercise for the

reader.

For (iii), if GT = 1, then all elements of G are in the kernel of φ and G

is a T ′-torsion group by (i). For the converse, let h ∈ GT . By (ii), there is an

element g ∈ G and a T ′-number r such that hr = φ(g). Since G is a T ′-torsion
group, there is also a T ′-number s such that gs = 1. Then hrs = φ(gs) = 1,

hence h = 1 by Remark 5.4.2. �

corollary 5.5.3. Let α : G −→ H be a homomorphism from a nilpotent group

G to a T-local group H. Then α is a localization at T if and only if it is a

T-isomorphism.

proof. The forward implication is given by parts (i) and (ii) of Proposi-

tion 5.5.2, and the converse follows from (iii), which shows that the locali-

zations at T of the kernel and cokernel of α are trivial. �

With a little more work, one can prove the following more general result.

proposition 5.5.4. Letα : G −→ H be a homorphism between nilpotent groups

and let αT : GT −→ HT be its localization.

(i) αT is a monomorphism if and only if α is a T-monomorphism.

(ii) αT is an epimorphism if and only if α is a T-epimorphism.

(iii) αT is an isomorphism if and only if α is a T-isomorphism.



“530-46909_Ch05_6P.tex” — 8/25/2011 — 10:37 — page 104

−1
0

+1

104 / localizations of nilpotent groups and spaces

sketch proof. One would like to say that since localization is exact, the

sequence

1 −→ ( kerα)T −→ GT −→ HT −→ ( cokerα)T −→ 1

is exact, so that the conclusions follow fromProposition 5.5.2(iii). However, in

our non-abelian situation, wemust take into account that the two implicit short

exact sequences do not splice, since the image of α is not a normal subgroup

of H. Part (i) works naively but part (ii) needs more a little more work to

show how the notion of T -epimorphism circumvents this problem. Details

are given in [60, Cor. 6.4]. The key element of the proof is the following group

theoretic observation, which is [60, Thm. 6.1]. We shall have another use for it

shortly. �

Recall that the lower central series of G is defined by �1(G) = G and,

inductively, �j+1(G) = [G,�j(G)].

lemma 5.5.5. Let g and h be elements of a group G. If hq = 1, then

(gh)q
j ≡ gqi

mod �j+1(G).

Therefore, if G is nilpotent of nilpotency class c, then (gh)q
c = gqc

.

The following observations will play a role in proving the fracture theorems

for localization. Recall that localization commutes with finite products. It does

not commute with infinite products in general, but we have the following

observation.

lemma 5.5.6. If Gi is a T-local group for all elements of an indexing set I, then∏
i∈I Gi is T-local.

proof. A group G is T -local if and only if the qth-power function G −→ G

is a bijection for all q not in T . A product of bijections is a bijection. �

lemma 5.5.7. Localization at T commutes with pullbacks.

proof. LetG andH be the pullbacks displayed in the following commutative

diagram, where γ is obtained by the universal property of pullbacks.
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G ��

��

γ

��								
K

��

φ

		�������

H ��

��

KT

��

J

φ ����������
�� L

φ

��								

JT �� LT

The claim is that γ is a localization of G at T . When J, K , and L are abelian, G

is the kernel of the differencemap J×K −→ H and the conclusion follows by

the exactness of localization. A different proof applies in general. For a prime

q /∈ T , the qth power function on H ⊂ JT ×KT is a bijection since (x, y) ∈ H if

and only if (xq, yq) ∈ H. Therefore H is T -local. We now use Corollary 5.5.3.

Let ( j, k) ∈ G. If γ ( j, k) = 1, then φ( j) = 1 ∈ JT and φ(k) = 1 ∈ KT , hence

jr = 1 and ks = 1 for T ′-numbers r and s. Therefore ( j, k)rs = 1. This implies

that the kernel of γ is the T ′-torsion subgroup of G, so that γ is a T -mono-

morphism. If (x, y) ∈ H, we must have xq = φ( j′) ∈ JT and yr = φ(k′) ∈ KT

for some j′ ∈ J, k′ ∈ K and T ′-numbers q and r . Let s = qr , j = ( j′)r , and
k = (k′)q. Then xs = φ( j) and ys = φ(k). Let m and n denote the images of j

and k in L. Thesemay not be equal, but � = m−1nmaps to 1 in LT , hence there

is a T ′-number u such that �u = 1. Of course, n = m�. Lemma 5.5.5 shows

that nuc = muc
, where c is the nilpotency class of L. Therefore ( ju

c
, kuc

) is in

G and γ maps it to (x, y)su
c
in H. This proves that γ is a T -epimorphism. �

We round out our discussion with some discussion of the behavior of local-

ization with respect to various central series of a nilpotent group G. We first

record a direct consequence of our cocellular construction of localizations.

proposition 5.5.8. For any central series

{1} = Gq ⊂ Gq−1 ⊂ · · · ⊂ G0 = G

of G, the localization φ : G −→ GT passes to subquotients to give localizations

Gj/Gj+1 −→ (Gj/Gj+1)T , Gj −→ (Gj)T and G/Gj −→ (G/Gj)T

for 1 ≤ j.
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This should make the following pair of results not too surprising. For

complete proofs, see [60, Thms. 5.6, 5.9]. Note that the lower central series

is functorial in G. Using that together with the two out of three result in

Corollary 5.4.11, we obtain an inductive proof of the following result.

proposition 5.5.9. The localization φ : G −→ GT at T passes to subquotients

to give localizations

�j(G) −→ �j(GT ) and G/�j(G) −→ GT/�
j(GT )

for 1 ≤ j.

Recall that the upper central series of G is defined inductively by letting

Z0(G) = 1, letting Z1(G) be the center of G, and letting Zj+1(G)/Zj(G) be the

center of G/Zj(G). Note that since the center is not functorial, neither is the

upper central series. Proposition 4.5.9 gives the starting point for the follow-

ing result, and we shall prove part of it in Lemma 5.6.6 below.

proposition 5.5.10. If H is T-local, then so is Zj(H) for j ≥ 1. The localization

φ : G −→ GT restricts to maps Zj(G) to Zj(GT ) and, if G is finitely generated, these

restrictions are localizations for 1 ≤ j.

5.6. Finitely generated T -local groups

It is often necessary to restrict attention to finitely generated modules over

the principal ideal domain ZT , and we need the appropriate notion of finite

generation for T -local groups. Although the ideas are clear enough, we have

not found a treatment adequate for our purposes in either the algebraic or

the topological literature. We prove what we need in this section, leaving some

details to the algebraic literature. Our purpose is to say just enough to lay

the groundwork for the later fracture theorems.

Recall that an f ZT -nilpotent group G is one that admits a ZT -central series

whose subquotients are finitely generated ZT -modules. It is immediate from

our cocellular construction of localizations that GT is f ZT -nilpotent if G is

f -nilpotent. We gave several equivalent conditions for a group to be f -nilpotent

in Proposition 4.5.9, and we shall prove a T -local analogue of that result. We

shall use it to characterize f ZT -nilpotent spaces in Theorem 6.1.4, in analogy

with our characterization of f -nilpotent spaces in Theorem 4.5.2.

Remember that we require T -local groups to be nilpotent and not just

uniquely q-divisible for primesnot inT . We shall need the followingdefinition.
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definition 5.6.1. For a subgroup H of a group G, define HG
T to be the set

of elements g ∈ G such that gr ∈ H for some T ′-number r .1

The following result is due toWarfield [141, Thm. 3.25]; we shall not repeat

its proof.

lemma 5.6.2. For any subgroup H of a nilpotent group G, the set HG
T is a subgroup

of G.

For a subgroup H of a T -local group G, HG
T can be characterized as the

smallest T -local subgroup of G that contains H. By Proposition 5.5.2, if

φ : G −→ GT is a localization of G, then GT = φ(G)GT . We adopt the following

terminology.

definition 5.6.3. If H is the subgroup of a nilpotent group G generated by

a set S, then we call HG
T the subgroup of G T -generated by S. We say that G is

T -generated by S if G = HG
T . We say that G is finitely T -generated if it has a

finite set of T -generators.

By an easy clearing of denominators argument, a finitely generated

ZT -module is a finitely T -generated abelian group. The following analogue

of Proposition 4.5.9 admits a similar proof. However, since the details are not

obvious and the result is not in the literature, we shall give the proof. We will

need the following notion.

definition 5.6.4. AgroupG isT -supersolvable if it has a finite normal series

of subgroups that are uniquely q-divisible for q /∈ T and whose successive

subquotients are cyclic ZT -modules.

proposition 5.6.5. Let G be a T-local group. Then the following statements are

equivalent.

(i) G is f ZT -nilpotent.

(ii) G/([G,G]GT ) is finitely T-generated.

(iii) G is finitely T-generated.

(iv) Every T-local subgroup of G is finitely T-generated.

1. In [78, 141], HG
T is called the T ′-isolator of H, where T ′ is the set of primes not in T .
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proof. WriteG′ = [G,G]GT . It is easily checked thatG′ is a normal subgroup

of G, and we let π : G −→ G/G′ be the quotient homomorphism. Certainly

(i) implies (ii). Assume (ii). To prove (iii), choose a finite set S of elements hi

of G such that the elements π (hi) T -generate G/G′, let H be the subgroup of

G generated by S and let HG
T ⊃ H be the subgroup of G T -generated by S.

The restriction of π to HG
T is an epimorphism. Indeed, if k ∈ G/G′, then there

is a T ′-number r such that kr is in the subgroup generated by the π (hi), say

kr = π (h) forh ∈ H. SinceG isT -local, there is a unique j ∈ G such that jr = h,

and then π ( j) = k since π ( j)r = kr . It follows exactly as in the proof of Propo-

sition 4.5.9 thatG = G′HG
T . By Lemma 5.6.7 below, this implies that HG

T = G.

The proof that (iii) implies (iv) is a modification of the proof in [56,

Thm. 10.2.4] of the corresponding implication of Proposition 4.5.9. It pro-

ceeds in two steps. First, by Lemma 5.6.8 below, if G is finitely T -generated,

then G is T -supersolvable. Second, by Lemma 5.6.9 below, every T -local sub-

group of a T -supersolvable group is T -supersolvable and therefore T -finitely

generated. Finally, if (iv) holds, then the centerZ(G) is T -local by Lemma 5.4.5

and is therefore finitely T -generated. Since G is finitely T -generated, so is

G/Z(G). By induction on the nilpotency class, we may assume that G/Z(G) is

f ZT -nilpotent. Therefore G is f ZT -nilpotent. �

Wemust prove the lemmas quoted in the proof just given.Weuse the upper

central series, andweusually abbreviateZj(G) toZj . It is standard group theory

that Zq = G if and only if G is nilpotent of nilpotency class q. The following

observation is false for the lower central series since [G,G] need not be T -local

when G is T -local.

lemma 5.6.6. If G is nilpotent, then G is ZT -nilpotent if and only if each Zj is

ZT -nilpotent or, equivalently, each Zj/Zj−1 is a T-local abelian group.

proof. By induction on the nilpotency class of G, this is immediate from

Lemmas 5.4.4 and 5.4.5. To see this, it helps to observe that

Zj−1(G/Z1(G)) = Zj(G)/Z1(G). �

lemma 5.6.7. Let G be T-local and suppose that G = [G,G]GT J, where J ⊂ G is

T-local. Then J = G.

proof. Let J0 = J and Ji+1 = Zi+1Ji. Then Ji is a normal subgroup of Ji+1.
Indeed, for z ∈ Zi+1 and g ∈ G [z, g] = zgz−1g−1 is in Zi. When g ∈ Ji, this
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gives that zgz−1 = [z, g]g is inZiJi = Ji, the last equality holding since Ji ⊃ Zi.

Suppose that J is a proper subgroup of G. Since Zm = G for some m, there

is an i such that Ji+1 = G but Ji �= G. The quotient G/Ji is a T -local abelian

group, since it is isomorphic toZi+1/Ji ∩Zi+1, and it follows that Ji ⊃ [G,G]GT .
Therefore

G = [G,G]GT J ⊂ [G,G]GT Ji = Ji,

which is a contradiction. �

lemma 5.6.8. A finitely T-generated T-local group G is T-supersolvable.

proof. Let H be the subgroup generated (in the usual sense) by a finite

set of T -generators, so that G = HG
T . Since G is nilpotent, so is H, by

Lemma 3.1.3. By Proposition 4.5.9, Z(H) is finitely generated. We claim that

Z(G) = Z(H)GT and is therefore finitely T -generated. To see this, let z ∈ Z(H)

and g ∈ G. There is a T ′-number r such that gr ∈ H, and then g = zgz−1 since
gr = zgrz−1 = (zgz−1)r . This shows that Z(H) ⊂ Z(G), and therefore

Z(H) = Z(G)∩H. It follows that

Z(H)GT = (Z(G)∩H)GT = Z(G)GT ∩HG
T = Z(G)∩G = Z(G).

The second equality holds since it is easily checked that ( J ∩H)GT = JG
T ∩HG

T

for any pair of subgroups of a T -local group, and the third equality holds by

Lemma 5.4.5. Now Z(G) is a finitely generated ZT -module and is thus a finite

direct sumof cyclicZT -modules, soZ(G) is obviouslyT -supersolvable.Wemay

assume by induction on the nilpotency class that G/Z(G) is T -supersolvable,

and it follows that G is T -supersolvable. �

lemma 5.6.9. Let G be a T-supersolvable group. Then G is finitely T-generated. If

H is a subgroup that is uniquely q-divisible for q /∈ T, then H is T-supersolvable.

If H is also normal in G, then G/H is T-supersolvable.

proof. Consider a finite normal series

{1} = Gm ⊂ Gm−1 ⊂ · · · ⊂ G0 = G

such that the Gi are uniquely q-divisible for q /∈ T and the Gi+1/Gi are cyclic

ZT -modules. Inductively, G1 is T -generated by m− 1 elements, and these

elements together with an element that projects to a ZT -generator of G/G1

T -generate G. The intersections H ∩Gi give a similar normal series for H

and, if H is normal, the images of the Gi in G/H give a similar normal series
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for G/H. The essential point is just that submodules and quotient modules of

cyclic ZT -modules are cyclic. �

remark 5.6.10. The algebra of T -local and especially finitely T -generated

T -local groups deserves more algebraic study than it has yet received. For

just one example of a further result that seems not to be in the literature, one

can prove by themethods of [78, §67] that the normalizer of a T -local subgroup

of a T -local group is again T -local.
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6
CHARACTERIZATIONS AND PROPERTIES
OF LOCALIZATIONS

We give several characterizations of localizations in §6.1, and we use these to

study the homotopical behavior of localization with respect to standard con-

structions on based spaces in §§6.2–6.4. Here §6.2 deals with limits and fibra-

tions, §6.3 deals with function spaces, and §6.4 deals with colimits and cofiber

sequences. The commutation relations in §6.4 lead to a dual cellular construc-

tion of localizations of simply connected spaces, as we explain in §6.5. We

give still other constructions of localizations of H-spaces and co-H-spaces in

§6.6, and we show that localizations preserve such structure. Finally, in §6.7,

we discuss rationalization. In particular, we calculate the rationalizations of

spheres and use the result to give a quick proof of Serre’s theorem about the

finiteness of the homotopy groups of spheres.

6.1. Characterizations of localizations of nilpotent spaces

In order to understand the behavior of various space-level constructions with

respect to localization, we need to show that several alternative conditions on a

map are equivalent to its being a localization. We state two omnibus theorems

for ease of reference and then proceed to their proofs.

theorem 6.1.1. The following properties of a nilpotent space Z are equivalent,

and they hold if and only if Z is T-local.

(i) Z is a ZT -nilpotent space.

(ii) ξ∗ : [Y ,Z] −→ [X ,Z] is a bijection for every ZT -equivalence ξ : X −→ Y.

(iii) Each πnZ is a T-local group (nilpotent if n = 1, abelian if n > 1).

(iv) Each H̃n(Z;Z) is a T-local abelian group.

theorem 6.1.2. For a nilpotent space X , the following properties of a map

φ : X −→ Y from X to a T-local space Y are equivalent. There exists one and,

up to homotopy, only one such map, namely the localization X −→ XT .
111
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(i) φ∗ : [Y ,Z] −→ [X ,Z] is an isomorphism for all T -local spaces Z.

(ii) φ is a ZT -equivalence.

(iii) φ∗ : πnX −→ πnY is localization at T for n ≥ 1.

(iv) φ∗ : H̃n(X ;Z) −→ H̃n(Y ;Z) is localization at T for n ≥ 1.

In Theorem 6.1.1, (ii) is the definition of what it means to be T -local. In

Theorem 6.1.2, (ii) is the definition of what it means for φ to be a localization

at T , and we have already proven the existence and uniqueness of such a local-

ization. Thus in both results, it suffices to prove the equivalence of (ii) with

the remaining properties. It is noteworthy in all three results that the actions

of fundamental groups on higher homotopy groups are not mentioned. In

particular, the implication (iii) =⇒ (i) in Theorem 6.1.1 shows that if the

groups πnZ are T -local, then π1Z must act ZT -nilpotently on them. We com-

ment on the meaning of (iv), which will have no analogue in the case of

completions, and interpolate an important variant of Theorem 6.1.1 before

proceeding to the proofs.

remark 6.1.3. Since ZT is Z-flat, Tor (A,ZT ) = 0 for all abelian groups A and

the universal coefficient theorem gives an isomorphism

α : H̃n(X ;Z)⊗ZT −→ H̃n(X ;ZT ).

Moreover, under this isomorphism the canonical map

β : H̃∗(X ;Z) −→ H̃∗(X ;ZT )

induced by Z −→ ZT coincides with the localization homomorphism. There-

fore (iv) in Theorem 6.1.1 is equivalent to the assertion that β is an isomor-

phism when X is T -local. By the naturality of α and β applied to the map φ,

this implies that (iv) in Theorem 6.1.2 is equivalent to the assertion that

φ∗ : H̃∗(X ;ZT ) −→ H̃∗(XT ;ZT )

is an isomorphism.

theorem 6.1.4. The following properties of a nilpotent space Z are equivalent.

(i) Z is an f ZT -nilpotent space.

(ii) Each πn(Z) is a finitely T-generated T-local group.

(iii) Hi(Z;Z) is a finitely generated ZT -module for each i ≥ 1.

remark 6.1.5. We shall develop a theory of “T -CW complexes” in §6.5, but

only for simply connected T -local spaces. With that theory in place, we can

prove as in Theorem4.5.2 that a simply connected space is f ZT -nilpotent if and



“530-46909_Ch06_6P.tex” — 8/25/2011 — 10:37 — page 113

−1
0

+1

6.1. characterizations of localizations of nilpotent spaces / 113

only if it has the weak homotopy type of a T -CW complex with finite skeleta.

We say that a space weakly equivalent to such a space is simply connected of

finite T -type.

proof of theorem 6.1.1. We proceed step by step.

(i) =⇒ (ii). Since a ZT -nilpotent space is weakly equivalent to a Postnikov

ZT -tower, this is a special case of Theorem 5.3.1.

(ii) =⇒ (i). Since Z is T -local, its localization φ : Z −→ ZT must be a weak

equivalence, by the uniqueness of localizations. By our cocellular construction,

ZT is a Postnikov ZT -tower and is therefore ZT -nilpotent.

(i) =⇒ (iii). If Z is ZT -nilpotent, then πnZ is a ZT -nilpotent π1Z-group for

n ≥ 1 and is thusT -local by Lemma 5.4.6 if n = 1 and by Lemma 5.1.1 if n > 1.

(iii) =⇒ (i). We can prove this algebraically or topologically. Algebraically,

since each πnZ is T -local, π1Z is a ZT -nilpotent π1Z-group by Lemma 5.4.6

and πnZ for n > 1 is a ZT -nilpotent π1Z-group by Lemmas 4.1.1 and 4.1.2.

Topologically, since Z is nilpotent, it has a cocellular localization φ : Z→ZT

in which ZT is ZT -nilpotent. By (iii) of Theorem 6.1.2, proven below,

φ∗ : πnZ −→ πnZT is localization at T and is thus an isomorphism. Therefore

φ is a weak equivalence and Z is ZT -nilpotent.

(i) =⇒ (iv). When Z = K (B, n) for a ZT -module B, (iv) holds by Theo-

rem 5.2.8. For the general case, wemay assume thatZ is a PostnikovZT -tower

Z = limZi, where Zi+1 is the fiber of a map ki : Zi −→ K (Bi, ni + 1) and Bi is

a ZT -module. Using the form of (iv) given in Remark 6.1.3, the map from the

Serre spectral sequence

Hp(Zi;Hq(K (Bi, ni);Z)) =⇒ Hp+q(Zi+1;Z)

to the Serre spectral sequence

Hp(Zi;Hq(K (Bi, ni);ZT )) =⇒ Hp+q(Zi+1;ZT )

shows that (iv) for Zi implies (iv) for Zi+1. On passage to limits, we see by

Proposition 2.5.9 that (iv) holds for Z.

(iv) =⇒ (i). We have the localization φ : Z −→ ZT . We shall shortly prove

the implication (ii) =⇒ (iv) in Theorem 6.1.2, and this gives that

φ∗ : H̃∗(Z;Z) −→ H̃∗(ZT ;Z)
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is localization at T . By our assumption (iv), the domain here is T -local,

so that this localization is an isomorphism. Since Z and ZT are nilpotent

spaces, φ is a weak equivalence by Theorem 3.3.8 and therefore Z, like ZT , is

ZT -nilpotent. �

proof of theorem 6.1.4. Proposition 4.5.9 implies that (i) and (ii) are

equivalent. One can see that (i) implies (iii) by inductive use of the Serre spec-

tral sequences of the stages in a Postnikov tower of X . Changing the ground

ring from Z to ZT , the proof that (iii) implies (ii) is the same as the proof that

(iv) implies (iii) in Theorem 4.5.2. �

proof of theorem 6.1.2. Again, we proceed step by step.

(ii)=⇒ (i). Since T -local spaces are weakly equivalent to Postnikov T -towers,

this is a special case of Theorem 5.3.1.

(i) =⇒ (ii). Since K (B, n) is T -local for a ZT -module B, this implication is

immediate from the representability of cohomology.

(ii) =⇒ (iii) and (iv). By the uniqueness of localizations, it is enough to

prove that our cocellular localization φ : X −→ XT satisfies (iii) and (iv).

Thus we assume that X is a Postnikov tower limXi constructed from maps

ki : Xi −→ K (Ai, ni + 1), whereAi is an abelian group, ni+1 ≥ ni ≥ 1, and only

finitely many ni = n for each n ≥ 1. Construct XT by Theorem 5.3.2. On pas-

sage to homotopy groups, the map of fibrations constructed in the proof of

Theorem 5.3.2 gives a map of short exact sequences

1 �� Ai
��

φ

��

πni Xi+1 ��

φi+1∗
��

πni Xi ��

φi∗
��

1

1 �� (Ai)T �� πni [(Xi+1)T ] �� πni [(Xi)T ] �� 1.

By construction, the groups in the lower sequence are T -local. Since the left

and right vertical arrows are localizations at T , so is the middle arrow, by

Corollary 5.4.11. Inductively, this proves that (iii) holds. To see that (iv) holds

in the form given in Remark 6.1.3, we just repeat the proof of Theorem 5.3.2

using homology rather than cohomology.

(iv) =⇒ (ii). This is an application of the universal coefficient theorem. Let

C be T -local and consider the map of exact sequences
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0 �� Ext(Hn−1(XT ;ZT ),C) ��

��

Hn(XT ;C) ��

��

Hom(Hn(XT ;ZT ),C) ��

��

0

0 �� Ext(Hn−1(X ;ZT ),C) �� Hn(X ;C) �� Hom(Hn(X ;ZT ),C) �� 0

induced byφ. By assumption andRemark 6.1.3, the left and right verticalmaps

are isomorphisms, hence the middle vertical map is also an isomorphism and

φ is a ZT -equivalence.

(iii)=⇒ (ii). Assuming that φ∗ : πnX −→ πnY is a localization at T for every

n ≥ 1, we must prove that φ is a ZT -equivalence. This is given by Proposi-

tion 5.4.8 when X = K (G, 1) for a nilpotent group G and by Theorem 5.2.8

when X = K (A, n) for an abelian group A.

We first deal with the case when X and Y are simple spaces and then

use universal covers to deal with the general case. Thus suppose that X

and Y are simple. We may assume that they are simple Postnikov tow-

ers and that φ is cocellular. Then X = limXi is defined by k-invariants

ki+2 : Xi −→ K (πi+1X , i+ 2), and similarly for Y . The map φ induces maps

of fibration sequences.

K (πi+1X , i+ 1) ��

��

Xi+1 ��

��

Xi

��
K (πi+1Y , i+ 1) �� Yi+1 �� Yi

Let B be a ZT -module. We have Serre spectral sequences of the form

E
p,q
2 = Hp(Xi;H

q(K (πi+1X , i+ 1);B)) =⇒ Hp+q(Xi+1;B)

and similarly for the Yi. Since the base spaces are simple, the local sys-

tems are trivial. By induction and the case of Eilenberg-Mac Lane spaces, the

induced map of E2 terms is an isomorphism and therefore so is the map

H∗(Yi+1;B) −→ H∗(Xi+1;B). Passing to limits, we conclude from Proposi-

tion 2.5.9 that φ is a ZT -equivalence. Now consider the general case. We have

a map of fibrations

X̃ ��

��

X ��

��

K (π1X , 1)

��

Ỹ �� Y �� K (π1Y , 1).
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The Serre spectral sequence for X has the form

E
p,q
2 = Hp(K (π1X , 1);Hq(X̃ ;B)) =⇒ Hp+q(X ;B)

and similarly forY . Here the action of the fundamental group of the base space

on the cohomology of the fiber can be nontrivial. By the case of K (G, 1)’s,

φ∗ : H∗(K (π1Y , 1);B) −→ H∗(K (π1X , 1);B)

is an isomorphism for all ZT -modules B. By Proposition 4.2.1, Hq(Ỹ ;B) is a

ZT -nilpotent π1Y -module. By Lemma 4.1.6, this implies that

φ∗ : H∗(πiY ,Hp(Ỹ ;B)) −→ H∗(π1X ,Hp(Ỹ ;B))

is an isomorphism, where π1X acts on Hq(Ỹ ;B) through φ. By the previous

step, φ∗ : Hq(Ỹ ;B) −→ Hq(X̃ ;B) is an isomorphism, and the actions of π1X

are the same on the source and target. Therefore the map

φ∗ : H∗(π1Y ,H∗(Ỹ ;B)) −→ H∗(π1X ,H∗(X̃ ;B))

of E2 terms is an isomorphism and φ is a ZT -equivalence. �

6.2. Localizations of limits and fiber sequences

The characterizations of localizations imply numerous basic commutation

relations between localization and familiar topological constructions. We gave

some such results using the explicit cocellular construction of localizations in

Proposition 5.3.4 and Corollaries 5.3.5 and 5.3.6. Their homotopical versions

can be proven either directly from the characterizations or by approximating

given nilpotent spaces and maps by Postnikov towers and cocellular maps.

The latter approach leads to the following homotopical observation. Recall the

notion of a ZT -map from Definition 4.3.2.

lemma 6.2.1. If f : X −→ Y is a map between nilpotent spaces, then its localiza-

tion fT : XT −→ YT is a ZT -map.

proof. By Theorem 3.5.4 wemay assume that X and Y are Postnikov towers

and that f is a cocellular map. We may then construct φX : X −→ XT and

φY : Y −→ YT by Theorem 5.3.2 and construct fT by Theorem 5.3.3, so that

it too is a cocellular map. Since a map of abelian groups between T -local

abelian groups is a map of ZT -modules, by Lemma 4.1.2, the conclusion

follows. �
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remark 6.2.2. Recall Notations 4.5.1 and 4.3.3. There are precise analogues

for f -nilpotent and f ZT -nilpotent spaces for all results in this section and

the next. That is, if we start with finitely generated input in any of our results,

then we obtain finitely generated output. On the fundamental group level, this

relies on Proposition 5.6.5.

We first record the homotopical versions of commutation results that we

have already seen cocellularly and then give a stronger result about fibrations.

proposition 6.2.3. If X and Y are nilpotent spaces, then (X ×Y )T is naturally

equivalent to XT ×YT .

proposition 6.2.4. If X is nilpotent and�0(X ) denotes the basepoint component

of �X, then (�0X )T is naturally equivalent to �0(XT ).

proof. This is immediate by inspection of homotopy groups. Alternatively,

observe that �0X is equivalent to �X̃ , where X̃ is the universal cover of X ,

and apply the cocellular version to X̃ . �

We state the following result in terms of homotopy pullbacks, as defined

in Definition 2.2.1, rather than fibrations. The conclusion is that localization

commutes with homotopy pullbacks. This will play a key role in the fracture

theorems for localization.

proposition 6.2.5. Let f : X −→ A and g : Y −→ A be maps between nilpo-

tent spaces, let N0( f , g) be the basepoint component of the homotopy pullback

N( f , g), and let fT and gT be localizations of f and g at T.

(i) N0( f , g) is nilpotent.

(ii) If N( f , g) is connected, then N( fT , gT ) is connected.

(iii) N0( f , g) is T -local if X , Y , and A are T-local.

(iv) N0( fT , gT ) is a localization at T of N0( f , g).

proof. Part (i) holds by the case C = Ab of Proposition 4.4.3. For part (ii),

Corollary 2.2.3 shows how to determine connectivity by the tail end of an exact

sequence, and the exactness of localization of nilpotent groups gives the con-

clusion. Since a space is ZT -nilpotent if and only if it is T -local and nilpotent,

we have a choice of proofs for part (iii), depending on whether or not we

want to use the notion of a ZT -map. While the homotopy groups of a homo-

topy pullback are not the pullbacks of the corresponding homotopy groups in
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general, the description given in Corollary 2.2.3, together with Lemma 5.5.7,

implies that the homotopy groups of N0( f , g) are T -local. Alternatively, we

can use the case C = AZT of Proposition 4.4.3 to prove directly that N( f , g)

is ZT -nilpotent. Using Corollary 5.4.11, part (iv) follows by comparison of the

long exact sequences of homotopy groups for N0( f , g) and N0( fT , gT ) given in

Corollary 2.2.3. �

theorem 6.2.6. Let f : X −→ Y be a map to a connected space Y such that Y

and all components of X are nilpotent. Let F = Ff . Then each component of F is

nilpotent and there is a homotopy commutative diagram

�Y
ι

��

�φ

��

F
p

��

ψ

��

φ

����������
X

f
��

φ

��

Y

φ

��

FT

pT

		��������

ξ��









�YT
ι

�� FfT
p

�� XT
fT

�� YT

with the following properties.

(i) The map φ : Y −→ YT is a localization at T.

(ii) The maps φ : X −→ XT and φ : F −→ FT are the disjoint unions of local-

izations at T of the components of X and F defined using any (compatible)

choices of basepoints in these components.

(iii) The rows are canonical fiber sequences.

(iv) The restriction of ψ to a map from a component of F to the component of its

image is a localization at T.

(v) The map ξ : FT −→ FfT is an equivalence to some of the components of FfT .

(vi) Fix x ∈ X, let y = f (x) ∈ Y, and assume that the images of

f∗ : π1(X , x) −→ π1(Y , y) and fT ∗ : π1(XT ,φ(x)) −→ π1(YT ,φ(y))

are normal subgroups. Then

(a) the quotient group π̃0(F) is nilpotent;

(b) the quotient group π̃0(FfT ) is ZT -nilpotent; and

(c) ψ∗ : π̃0(F) −→ π̃0(FfT ) is a localization at T.
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proof. We may as well replace f by its mapping path fibration. We see

that the fiber F = Ff is nilpotent by Proposition 4.4.1 or 4.4.2. We start the

construction of the diagram with the upper fibration sequence and chosen

localizations φ of Y and the components of X and F. By the universal property,

applied one component of X and F at a time, there are maps fT : XT −→ YT

and pT : FT −→ XT , unique up to homotopy, such that fT ◦φ � φ ◦ f and

pT ◦φ � φ ◦ p. The map fT then gives rise to the bottom fibration sequence.

Again by Proposition 4.4.1 or 4.4.2, the components ofFfT are nilpotent. More-

over, the groups in (vi) are nilpotent by Lemmas 3.1.3 and 4.3.4. We see that

FfT and π̃0(FpT ) are T -local by Corollary 5.4.11. Let ψ be any fill-in making

the left and middle squares commute up to homotopy. Then a comparison of

long exact sequences of homotopy groups shows that ψ : F −→ FfT restricts

to localizations of components and the last clause of (vi) holds. By the unique-

ness of localization, there results a componentwise equivalence ξ such that

ξ ◦φ � ψ , and p ◦ ξ � pT by the uniqueness of pT . �

The previous result simplifies when Y is simply connected and therefore

F is connected. In that case, we can ignore the interior of the central square

and parts (v) and (vi), concluding simply that ψ : F −→ FfT is a localization of

F at T .

6.3. Localizations of function spaces

We first record an essentially obvious consequence of the general theory of

localizations. All of our spaces have given basepoints, and we let X∗ denote
the component of the basepoint of X .

lemma 6.3.1. Let X be nilpotent and Y be T-local and nilpotent. Then

φ∗ : F(XT ,Y )∗ −→ F(X ,Y )∗

is a weak homotopy equivalence.

proof. We state this in terms of weak equivalence since F(X ,Y ) need not

have the homotopy type of a CWcomplex even under our standing assumption

that all given spaces have the homotopy types of CW complexes. Since X is

connected,

πn(F(X ,Y )∗) = [Sn,F(X ,Y )∗] ∼= [X , (�nY )∗]
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for n > 0, and similarly with X replaced by XT . The space (�nY )∗ is T -local

since Y is T -local, and the conclusion follows from the universal property of

the localization φ : X −→ XT . �

Ourmain interest in this section is to use our study of fibrations to examine

the interaction between localization at T and function spaces. The results here

will play a key role in the proofs of the fracture theorems for localization.

Changing notation, we take X to be the target space and K to be the source.

We are interested in finite based CW complexes K , not necessarily nilpotent.

For such K , F(K ,X ) does have the homotopy type of CW complex, by [103].

Without changing its homotopy type, we can arrange that K has a single

vertex and based attaching maps. By a based CW complex, we mean one of

this sort. We form the function space F(K ,X ) of based maps K −→ X . It has

a canonical basepoint, namely the trivial map, which we denote by ∗, but we
generally ignore this fact.

theorem 6.3.2. Let X be a nilpotent space and K be a finite based connected CW

complex. Let f ∈ F(K ,X ), and let F(K ,X )f denote the component of F(K ,X ) that

contains f . Let Ki denote the i-skeleton of K and define [K ,X ]f to be the set of all

g ∈ [K ,X ] such that g |Kn−1 = f |Kn−1 in [Kn−1,X ], where n is the dimension of

K. Let φ : X −→ XT be a localization of X at T. Then the following statements

hold.

(i) F(K ,X )f is a nilpotent space, F(K ,XT )φ◦f is a ZT -nilpotent space, and

φ∗ : F(K ,X )f −→ F(K ,XT )φ◦f is a localization of spaces at T .

(ii) [K ,X ]f is a nilpotent group, [K ,XT ]φ◦f is a ZT -nilpotent group, and

φ∗ : [K ,X ]f −→ [K ,XT ]φ◦f is a localization at T.

proof. First consider the case when K is a finite wedge of i-spheres, where

i ≥ 1. Here F(K ,X )f = F(∨Si,X )f is a component of a finite product of

copies of �iX and is thus a simple space. Since F(K ,X ) is a loop space and

thus a group up to homotopy, its components are all homotopy equivalent.

Thereforeπn(F(K ,X )f ) ∼= ×πn(�iX ) ∼= ×πn+i(X ) forn ≥ 1, and similarlywith

X replaced by XT . Since πn+i(XT ) is a localization of πn+i(X ), we see that

F(K ,XT )φ◦f is T -local and φ∗ is a localization of F(K ,X )f at T by use of the

homotopical characterizations in Theorems 6.1.1 and 6.1.2. Similarly, (ii)

holds since the skeletonKi−1 is a point, so that [K ,X ]f = [K ,X ] is a finite prod-
uct of copies ofπi(X ) and [K ,XT ]φ◦f = [K ,XT ] is the corresponding product of
copies of πi(XT ).
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Now assume that (i) holds for Kn−1, where K has dimension n with n ≥ 2.

Let K be the cofiber of a wedge of attaching maps j : J −→ Kn−1 where J is a

finite wedge of (n− 1)-spheres. Since K can be identified with Cj, the fiber Fj∗,
j∗ = F( j, id ), is homeomorphic to F(K ,X ) by Lemma 1.1.6. (Here the fiber Fj∗

is defined with respect to the canonical basepoint of F( J,X )). Thus, for any

map f : K −→ X with restriction e to Kn−1, we have a restriction

F(K ,X )f −→ F(Kn−1,X )e −→ F( J,X )∗

to components of a canonical fibration sequence. By the first case and the

induction hypothesis, the components F(Kn−1,X )e and F( J,X )∗ are nilpotent
with localizations F(Kn−1,XT )φ◦e and F( J,XT )∗. Now (i) follows directly from

Theorem 6.2.6(i). Note that we can take ψ = F( id,φ) in this specialization of

that result, so that its diagram takes a more canonical form.

To prove (ii), it suffices to identify the set [K ,X ]f with the group

π̃0(F(K ,X ), f ), and similarly with X replaced by XT . We have the required

normality conditions since F( J,X )∗ is a loop space, so that its fundamental

group is abelian and the image of the fundamental group of F(Kn−1,X )e is

necessarily a normal subgroup. By Theorem 6.2.6(ii),

ψ∗ : π̃0(F(K ,X ), f ) −→ π̃0(F(K ,XT ),φ ◦ f )

is a localization at T for each f ∈ F(K ,X ), so that these identifications will

imply (ii). Thus consider the exact sequence of pointed sets

π1(F(K
n−1,X ), e)

j∗→ π1(F( J,X ), f ◦ j)
∂→ π0(F(K ,X ), f )

i∗→ π0(F(K
n−1,X ), e).

Here [K ,X ] can be identified with π0(F(K ,X ), f ), and [K ,X ]f can be identified

with the kernel of i∗. This exact sequence restricts to the sequence

0 −→ π̃0(F(K ,X ), f )
∂−→ π0(F(K ,X ), f )

i∗−→ π0(F(Kn−1,X ), e)

and this identifies π̃0(F(K ,X ), f ) with the kernel [K ,X ]f of i∗. �

6.4. Localizations of colimits and cofiber sequences

Using the homological characterization of localizations, we obtain analogues

of the results in §6.2 for wedges, suspensions, cofiber sequences, and smash

products. However, in the non-simply connected case, the required preserva-

tion of nilpotency is not automatic. Wedges behave badly, for example. The

wedgeS1 ∨S1 is not nilpotent since a free group on two generators is not nilpo-

tent, and the wedge S1 ∨S2 is not nilpotent since π1 does not act nilpotently
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on π2. In the following series of results, appropriate naturalmaps are obtained

from the universal properties or functoriality of the specified constructions.

proposition 6.4.1. If X , Y , and X ∨Y are nilpotent spaces, then (X ∨Y )T is

naturally equivalent to XT ∨YT .

proposition 6.4.2. If X is nilpotent, then (�X )T is naturally equivalent to

�(XT ).

proposition 6.4.3. Let i : A −→ X be a cofibration and f : A −→ Y be a map,

where A, X , Y , X/A, and X ∪A Y are nilpotent. If we choose localizations such that

iT : AT −→ XT is a cofibration, then XT ∪AT YT is a localization of X ∪A Y.

proof. We first note that CiT � XT/AT is a localization of X/A and then

use the long exact sequences of ZT -local homology groups of the cofibration

sequences Y −→ X ∪A Y −→ X/A and YT −→ XT ∪AT YT −→ XT/AT . �

proposition 6.4.4. Let f : X −→ Y be a map such that X , Y , and Cf are

nilpotent and let φ : X −→ XT and φ : Y −→ YT be localizations. Then any fill-in

φ in the map of canonical cofiber sequences

X
f

��

φ

��

Y
i

��

φ

��

Cf
π

��

φ

���
�
�

�X

�φ

��
XT

fT

�� YT
i

�� CfT
π

�� �YT

is a localization of Cf at T.

proposition 6.4.5. Let X be the colimit of a sequence of cofibrations

Xi −→ Xi+1 between nilpotent spaces and choose localizations (Xi)T −→ (Xi+1)T
that are cofibrations. Then colim (Xi)T is naturally a localization of X .

proposition 6.4.6. If X , Y , and X ∧Y are nilpotent, then (X ∧Y )T is natu-

rally equivalent to XT ∧YT .

proof. The Künneth theorem and the homological characterization of

T -local spaces imply that XT ∧YT is T -local. The Künneth theorem also
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implies that the smash product of localizations is a localization. The universal

property of (X ∧Y )T gives the conclusion. �

6.5. A cellular construction of localizations

We have constructed localizations of nilpotent spaces at T using a cocellular

method, andwehave proven anumber of properties of localizations that do not

depend on the particular construction. Other constructions can also be useful.

In this section, we describe a dual cellular construction of the localizations of

simply connected spaces. The construction does not generalize to nilpotent

spaces, but it has redeeming features. For example, it gives rise to local cellular

chain complexes for the computation of T -local homology.

Since we are interested in simply connected spaces, the logical first step in

the construction is to pick a fixed localization for S2. However, it is easier to

start with S1. We can construct a localization φ : S1 −→ S1
T by taking S1

T to be

K (ZT , 1) for some particular construction of this Eilenberg-Mac Lane space;

the map φ : S1 −→ S1
T is then induced by the inclusion Z −→ ZT . We gave

an explicit construction in the proof of Theorem 5.1.3.

Now takeS2 = �S1 andS2
T = �(S1

T ). Inductively, defineSi to be�Si−1 and
define Si

T to be�Si−1
T . Define φ : Si −→ Si

T to be�φ. This gives a localization

by Proposition 6.4.2. Similarly, we localize wedges of spheres, pushouts along

attaching maps, and sequential colimits by the evident and natural use of

Propositions 6.4.1, 6.4.3, and 6.4.5. Note that we must start with S2 rather

than S1 since otherwise taking wedges of spheres loses nilpotency. This is

where the restriction to simply connected spaces enters.

Now recall the definition of J -complexes from Definition 3.3.3. It spe-

cializes to give JS2-complexes and JS2
T -cell complexes. In both cases, we

can define CW complexes by requiring cells to be attached only to cells of

lower dimension, and then we can arrange that the sequential filtration that

describes when cells are attached coincides with the skeletal filtration; note

that the 1-skeleton of such a CW complex is just the basepoint. We refer to cell

complexes and CW complexes in JS2
T as T -cell complexes and T -CW com-

plexes. The following theorem hardly requires proof since it follows directly

from the results of the previous section. However, we give some details to

illustrate the duality with the cocellular construction.

theorem 6.5.1. There is a cellular localization functor from the homotopy cate-

gory of JS2-cell complexes to the homotopy category of JS2
T -cell complexes that

takes CW complexes to T-CW complexes.
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proof. Describe X ∈JS2 as in Definition 3.3.3. Thus X is the colimit of a

sequence of cofibrations Xn −→ Xn+1 such that X0 = ∗, Xn+1 is the pushout
of the cofibration Jn −→ CJn and a map jn : Jn −→ Xn, where Jn is a wedge

of spheres of dimension at least two. When X is a CW complex, we may take

Jn to be a wedge of n-spheres and then Xn is the n-skeleton of X . We define

(XT )n inductively, starting with (XT )0 = ∗. Given (XT )n, consider the following

diagram.

Jn

jn
��

φ

��

Xn ��

φn

��

Xn+1 ��

φn+1
���
�
�

�Jn

�φ

��
( Jn)T

( jn)T

�� (Xn)T �� (Xn+1)T �� (�Jn)T

The upper row is a cofiber sequence, and ( Jn)T is the wedge of the localiza-

tions of the wedge summands Sq of Jn. There is a map ( jn)T , unique up to

homotopy, such that the left square commutes up to homotopy by the univer-

sal property of localizations. We define (Xn+1)T to be its cofiber and then the

lower row is also a cofiber sequence. There is a fill-in map φn+1 that makes the

middle square commute and the right square commute up to homotopy, by

Lemma 1.2.1. As noted in the previous section, the homological characteriza-

tions of T -local spaces and localizations at T imply that φn+1 is a localization
at T and that if XT is the colimit of the (Xn)T , then the map φ : X −→ XT

obtained by passage to colimits is also a localization at T . A quick summary

of the construction is that we can construct (XT )n as (Xn)T . �

In the previous result, we understand the relevant homotopy categories

to be full subcategories of HoT , and then the functoriality of the construc-

tion is immediate from the functoriality of localization in general. However,

we can refine this by dualizing the cocellular functoriality of Theorem 5.3.3.

Recall from [93, p. 74] that, for CW complexes X and Y , any map X −→ Y

is homotopic to a cellular map and any two homotopic cellular maps are cel-

lularly homotopic. The proof works equally well to give precisely the same

conclusion for CW complexes in JS2 or JS2
T . Therefore, restricting to CW

complexes (which is no restriction on homotopy types), the full subcategories

just mentioned are the same as the categories of CW complexes and cellular

homotopy classes of cellular maps.

In the construction above, if we start with a CW complex X , we obtain

a T -CW complex XT . If f : X −→ X ′ is a cellular map, we can construct
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fT : XT −→ X ′T to be a cellular map, and it will be unique up to cellular

homotopy.

We can define the cellular chains of a T -CW complex Y in the same way as

for ordinary CW complexes, letting

6.5.2 Cq(Y ) = Hq(Yq,Yq−1;ZT )

and letting the differential come from the connecting homomorphism of the

triple (Yq,Yq−1,Yq−2), as in [93, p. 117]. In positive degrees, we get isomorphic

chains if we replaceZ byZT . IfY = XT is the cellularly constructed localization

of a CW complex X , then

6.5.3 Cq(XT ) ∼= Cq(X ;ZT ).

The cellular chains ofT -CWcomplexes are functorial on cellularmaps, and the

isomorphism (6.5.3) is natural with respect to cellular localizations of maps.

We remark parenthetically that when Y is of dimension n, the corresponding

cochains satisfy

6.5.4 C̃q(Y ;π ) ∼= πn−qF(Yq/Yq−1,K (π , n))

for any ZT -module π , as in Exercise 3.3.4.

6.6. Localizations of H-spaces and co-H-spaces

Recall that an H-space, or Hopf space, X is a space together with a product

X ×X −→ X such that the basepoint∗ ∈ X is a two-sidedunit up tohomotopy.

Wemay assume that thebasepoint is a strict unit, andweoftendenote it by e. Of

course, topological monoids and loop spaces provide the canonical examples.

Nonconnected examples are often of interest, but we continue to take X to be

connected. Recall from Corollary 1.4.5 that X is a simple space.

The elementary construction of S1
T in the proof of Theorem 5.1.3 used the

product on S1, and we can use the product on any H-space Y to obtain a

precisely similar construction of YT . Again, we order the primes qi not in T

by size and define r1 = q1 and ri = qi
1 · · · qi, so that ZT is the colimit over i of

the maps ri : Z −→ Z. Applied pointwise, the product on Y gives a product

between based maps Sn −→ Y . This product is homotopic to the product

induced by the pinch map Sn −→ Sn ∨Sn, as we leave to the reader to check.

The latter product induces the addition on homotopy groups, hence so does

the former. An H-space is homotopy associative if its product satisfies the

associative law up to homotopy. We do not require this. However, associating

the product in any fixed order, we can define iterated products. In particular,
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restricting such an r-fold product to the image of the diagonal Y −→ Yr , we

obtain an r th-power map r : Y −→ Y . It induces multiplication by r on each

group πn(Y ).

proposition 6.6.1. For an H-space Y , the localization YT can be constructed

as the telescope of the sequence of rth
i -power maps Y −→ Y.

proof. Writing YT for the telescope, we have πn(YT ) = colimπn(Y ), where

the colimit is taken with respect to the homomorphisms given by multiplica-

tion by ri, and this colimit is πn(Y )T . The inclusion of the base of the telescope

is a map Y −→ YT that induces localization on homotopy groups. �

The following basic result is more important than this construction and

does not depend on it.

proposition 6.6.2. If Y is an H-space with product μ, then YT is an H-space

with product μT such that the localization φ : Y −→ YT is a map of H-spaces.

proof. Consider the diagram

Y ×Y
μ

��

φ×φ
��

Y

φ

��
YT ×YT

μT

�� YT .

The map φ×φ is a localization of Y ×Y at T , by Theorem 6.1.1. By the

universal property, there is a map μTi making the diagram commute up to

homotopy. To see that the basepoint of YT is a homotopy unit forμTi , consider

the diagram

∗×Y
ι

��

id

%%

id×φ
��

Y ×Y
μ

��

φ×φ
��

Y

φ

��

∗×YT

ι
��

id

��YT ×YT

μT
�� XTi .
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The identity map of YT and the map μT ι are both localizations of id = μι on

Y, hence they are homotopic, and similarly for the right unit property. �

The converse does not hold. There are many interesting spaces that are not

H-spaces but have localizations that are H-spaces. In fact, in 1960, well before

localizations were constructed in general, Adams [2] observed that Sn
T is an

H-space for all odd n and all sets T of odd primes. In fact, there is a quite

simple construction of a suitable product.

exercise 6.6.3. [130, p. 14] . Let n be odd. Give Sn ⊂ Dn+1 the basepoint

∗ = (1, 0, . . . , 0). Define f : Sn×Sn−→Sn by f (x, y) = y− (2�xiyi)x. Observe

that f does have image in Sn and show that the degrees of the restrictions

Sn −→ Sn of f to x = ∗ and y = ∗ are 2 and −1, respectively.

That is, f has bidegree (2,−1). Since πn(Sn
T ) = [Sn

T ,S
n
T ] = ZT and 1/2 ∈

ZT , we have a map of degree 1/2 on Sn
T . We also have a map of degree −1.

The required product on Sn
T is the composite

Sn
T ×Sn

T

(1/2,−1)
��Sn

T ×Sn
T

fT
��Sn

T .

This map has bidegree (1, 1), which means that it gives Sn
T an H-space

structure. Adams observed further that Sn
T is homotopy commutative and

is homotopy associative if 3 /∈ T . These can be checked from the construction.

In contrast, Sn itself is an H-space only if n = 0, 1, 3, or 7, by Adams’

solution to the Hopf invariant one problem [1]. Here the Lie group S3 is not

homotopy commutative and the H-space S7 given by the unit Cayley num-

bers is not homotopy associative. There is a large literature on finite T -local

H-spaces, especially when T = {p}. In the simply connected case, finite here

is best understood as meaning homotopy equivalent to a T -CW complex that

has finitely many cells.

The study breaks into twomain variants. In one of them, one allows general

finite T -local H-spaces, not necessarily homotopy associative or commutative,

and asks what possible underlying homotopy types they might have. In the

other, one studies finite T -local loop spaces, namely spaces X that are of the

homotopy type of finite T -CW complexes and are also homotopy equivalent

to�BX for some T -local space BX . Such X arise as localizations of finite loop

spaces. One asks, typically, how closely such spaces resemble compact Lie

groups and what limitations the H-space structure forces on the homology

and homotopy groups. The structure theorems for Hopf algebras that we give

later provide a key starting point for answering such questions.
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Although of less interest, it should be observed that Propositions 6.6.1

and 6.6.2 have analogues for co-H-spaces. A co-H-space Z is a space with a

coproduct δ : Z −→ Z ∨Z such that ∇ ◦ δ is homotopic to the identity, where

∇ : Z ∨Z −→ Z is the folding map. Suspensions �X with their pinch maps

provide the canonical examples. We can define r th copower maps Z −→ Z by

iterating the coproduct in some fixed order and then applying the r-fold itera-

tion of∇. Assuming for simplicity thatZ is simply connected, to avoid dealing

with the group π1(Z), we can check that this map too induces multiplication

by r on homotopy groups. From here the proof of the following result is the

same as the proof of Proposition 6.6.1.

proposition 6.6.4. For a simply connected co-H-space Z, the localization ZT

can be constructed as the telescope of the sequence of rth
i copower maps Z −→ Z.

proposition 6.6.5. If Z is a simply connected co-H-space with coproduct δ, then

ZT is a co-H-space with coproduct δT such that the localization φ : Z −→ ZT is a

map of co-H-spaces.

proof. Since Z is simply connected, the wedge ZT ∨ZT is a localization of

Z ∨Z, and the conclusion follows by use of the universal property. �

6.7. Rationalization and the finiteness of homotopy groups

Localization at the empty set of primes is called rationalization. Logically it

should be denoted X∅, but it is usually denoted X0. It will play a special role in

the fracture theorems since rationalizationX −→ X0 factors up to equivalence

as the composite X −→ XT −→ X0 of localization at T and rationalization for

every set of primesT . It is also of considerable interest in its own right. We give

a few examples here and return to the rationalization ofH-spaces in Chapter 9.

Many results in algebraic topology that preceded the theory of localization

are conveniently proven using the newer theory. We illustrate this with a

proof of a basic theorem of Serre on the finiteness of the homotopy groups of

spheres. Serre proved the result using (Serre) classes of abelian groups [125].

The proof using rationalization is simpler and more illuminating.

theorem 6.7.1 (serre). For n ≥ 1, the homotopy groups πq(Sn) are finite with

the exceptions of πn(Sn) = Z for all n and π2n−1(Sn) = Z⊕Fn for n even, where

Fn is finite.
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The fundamental class ιn ∈ Hn(K (Q, n);Q) is represented by the identity

map of K (Q, n), and we have the following easy calculation.

proposition 6.7.2. The cohomology algebra H∗(K (Q, n);Q) is the exterior

algebra on ιn if n is odd and the polynomial algebra on ιn if n is even.

proof. For n = 1 and n = 2, this is clear from Theorem 5.2.8 and the fact

that S1 = K (Z, 1) and CP∞ = K (Z, 2). We proceed by induction on n, using

the Serre spectral sequence of the path space fibration

K (Q, n) −→ PK (Q, n+ 1) −→ K (Q, n+ 1).

Here ιn transgresses (via dn+1) to ιn+1. For n even, the Leibnitz rule im-

plies that dn+1(ιqn) = qιn+1ιq−1n , and the spectral sequence is concentrated

on the 0th and (n+ 1)st columns. For n odd, the Leibnitz rule implies that

dn+1(ιqn+1ιn) = ι
q+1
n+1, and the spectral sequence is concentrated on the 0th and

nth rows. �

proof of theorem 6.7.1. Starting with a representative k : Sn−→K (Z, n)

for the fundamental class of Sn and arguing as in the cocellular construction

of localizations, we obtain a homotopy commutative diagram

K (Z, n− 1) ��

φ

��

Sn〈n〉 ��

φ

��

Sn
k

��

φ

��

K (Z, n)

φ

��
K (Q, n− 1) �� Sn〈n〉0 �� Sn

0
k0

�� K (Q, n)

in which the rows are canonical fiber sequences and the maps φ are rationali-

zations.

If n is odd, k0 induces an isomorphism in rational cohomology and is there-

fore an equivalence. This implies that all homotopy groups πq(Sn), q > n, are

in the kernel of rationalization. That is, they are torsion groups. Since they are

finitely generated by Theorem 4.5.4, they are finite.

If n is even, the Serre spectral sequence of k0 implies that H∗(Sn〈n〉0;Q)

is an exterior algebra on a class ι2n−1 of degree 2n− 1 that transgresses to ι2n.

Here d2n(ι
q
nι2n−1) = ι

q+2
n , the spectral sequence is concentrated on the 0th and

(2n− 1)st rows, and ιn survives to the fundamental class of Sn
0 . Therefore

the Hurewicz dimension of Sn〈n〉0 is 2n− 1, and a map S2n−1
0 −→ Sn〈n〉 that

represents ι2n−1 must be an equivalence. Thus the rationalization of the homo-

topy group πq(Sn), q > 0, is 0 if q �= 2n− 1 and is Q if q = 2n− 1. Since
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π2n−1(Sn) is a finitely generated abelian group with rationalization Q, it must

be the direct sum of Z and a finite group. �

We point out an implication of the proof just given.

corollary 6.7.3. Consider the rationalization k0 : Sn
0 −→ K (Q, n) of the canon-

ical map k : Sn −→ K (Z, n). If n is odd, k0 is an equivalence. If n is even, the fiber

of k0 is K (Q, 2n− 1).

6.8. The vanishing of rational phantom maps

In this brief section, we give an observation that shows, in effect, that phantom

maps are usually invisible to the eyes of rational homotopy theory.

lemma 6.8.1. Let X be a connected CW complex with finite skeleta. If Z is f Q-

nilpotent, then

lim1 [�Xn,Z] = 0

and

[X ,Z] → lim [Xn,Z]
is a bijection.

proof. We claim that each [�Xn,Z] is an f Q-nilpotent group. The proof is

by induction on n. Note first that if J is a finite wedge of i-spheres, i ≥ 1, then

[�J,Z] is a finite dimensional Q-vector space and [ J,Z] is an f Q-nilpotent

group.

We may assume that X 0 = ∗. Let Jn, n ≥ 1, be a wedge of n-spheres such

thatXn+1 is the cofiber of amapμn : Jn → Xn. Then there is an exact sequence

· · · �� [�2Xn,Z]
(�2μn)∗

�� [�2Jn,Z]
δ
�� [�Xn+1,Z]

ι∗
�� [�Xn,Z]

(�μn)∗
�� [�Jn,Z].

By Lemma 1.4.6(v), the image of δ is central in [�Xn+1,Z].
Assume inductively that [�Xn,Z] is an f Q-nilpotent group. By Lemma

5.1.2, (�2μn)∗ is a map of Q-vector spaces and (�μn)∗ is a Q-map. By

Lemma 4.3.4, im δ ∼= coker (�2μn)∗ is a finite dimensional Q-vector space

and coker δ ∼= ker (�μn)∗ is an f Q-nilpotent group. Then Lemma 5.1.2 and

the exact sequence

0→ im δ→ [�Xn+1,Z] → coker δ→ 0
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imply that [�Xn+1,Z] is Q-nilpotent. By Proposition 5.6.5, im δ and coker δ

both have finite sets of ∅-generators. The images of the ∅-generators for im δ

and a choice of inverse images of the ∅-generators for coker δ give a finite set
of ∅-generators for [�Xn+1,Z]. Proposition 5.6.5 then implies that [�Xn+1,Z]
is f Q-nilpotent.

Now the following easy observation, which is trivial in the abelian case,

implies that the sequence [�Xn,Z] satisfies the Mittag-Leffler condition des-

cribed in Section 2.3, so that the result follows from Theorem 2.3.3(i). �

lemma 6.8.2. Any descending chain of f Q-nilpotent groups has finite length.
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7
FRACTURE THEOREMS FOR
LOCALIZATION: GROUPS

In Chapter 5, we described how to construct localizations of nilpotent spaces.

In the next chapter, we go in the opposite direction and describe how to start

with local spaces and construct a “global space” and how to reconstruct a given

global space from its localizations. Results such as these are referred to as frac-

ture theorems. In contrast to Chapter 5, where we constructed localizations

of nilpotent groups from localizations of nilpotent spaces, we first prove frac-

ture theorems for abelian and nilpotent groups in this chapter and then use

the results of Chapter 6 to extend the algebraic fracture theorems to nilpotent

spaces in the next.

Although much of this material can be found in [21, 62, 133], there seem

to us to be significant gaps and oversights in the literature, including some

quite misleading incorrect statements, and there is no single place to find a

full account. There are also some ways to proceed that are correct but give less

complete answers; we shall say little about them here. The new concept of a

“formal localization” plays a central role in our exposition, and that concept

leads us (in §7.5) to a new perspective on the “genus” of a nilpotent group,

namely the set of isomorphism classes of nilpotent groups whose localizations

at each prime are isomorphic to those of the given group. In the next chapter,

we will find an analogous perspective on the genus of a nilpotent space.

Throughout this chapter, let I be an indexing set and let Ti be a set of

primes, one for each i ∈ I. Let S =⋂
i∈I Ti and T =⋃

i∈I Ti; it is sensible to

insist that Ti ∩Tj = S for i �= j and that Ti �= S for all i, and we assume that

this holds. Thus the Ti −S give a partition of the primes in T −S.

We aremainly interested in the casewhen S is empty and localization at S is

rationalization. We are then starting with a partition of the set of primes in T ,

andwe aremost often interested in the case whenT is the set of all primes. For

example, I might be the positive integers and Ti might be the set consisting

of just the ith prime number pi. A common situation is when I = {1, 2},

132
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T1 = {p}, and T2 is the set of all other primes. For example, spaces often look

very different when localized at 2 and when localized away from 2.

Until §7.6, all given groups in this chapter are to be nilpotent. We have

two kinds of results. In one, we start with a T -local group G and ask how

to reconstruct it from its localizations at the Ti. We call these global to local

results and treat them in §7.2, after developing perspectives and preliminaries

in §7.1. We give a conceptual proof that works simultaneously for nilpotent

and abelian groups, but in §7.6 we give a general group theoretical result that

allows an alternative proof by induction on the nilpotency class and that will

be needed later to prove the analogous global to local result for completions.

In the other, we are given Ti-local groups and ask how to construct a T -local

group from them. We call these local to global results and treat them in §7.4,

after developing the notion of a formal localization in §7.3. In both, we are

concerned with certain basic pullback diagrams, and it turns out that there

are simplifying features when the indexing set I is finite or the given groups

are finitely generated.

As a matter of philosophy or psychology, the global to local and local to

global perspectives should be thought of as two ways of thinking about essen-

tially the same phenomenon. We either start with a global object and try to

reconstruct it up to equivalence from its local pieces or we start with local

pieces and try to construct a global object with equivalent local pieces. These

processes should be inverse to each other. In all cases the global to local results

are actually implied by the local to global results, but for purposes of exposition

we prefer to think of first localizing and then globalizing, rather than the other

way around.

7.1. Global to local pullback diagrams

For nilpotent groups G, and in particular for T -local groups G, we have the

localizations

φ : G −→ GS, φi : G −→ GTi , and ψi : GTi −→ GS.

SinceGS is Ti-local for each i, we can and do chooseψi to be the unique homo-

morphismsuch thatψiφi = φ for each i. Wealso letφS :
∏

i GTi −→ (
∏

i GTi )S
denote a localization at S. We fix these notations throughout this section. We

are headed toward a description of a T -local group G in terms of its local-

izations. We have the following two commutative diagrams, in which φS is a

localization at S, P andQ are pullbacks, and α and β are given by the universal

property of pullbacks.



“530-46909_Ch07_6P.tex” — 8/25/2011 — 10:37 — page 134

−1
0

+1

134 / fracture theorems for localization: groups

7.1.1 G
(φi)

��

φ

��

α

��								

∏
i∈I GTi

φS

��

P

��&&&&&&&&&&

����������

GS
(φi)S

�� (
∏

i∈I GTi )S

7.1.2 G
(φi)

��

φ

��

β

����������

∏
i∈I GTi

�iψi

��

Q

����������

�����������

GS
�

�� ∏
i∈I GS

Here (φi) denotes the map with coordinates φi and (φi)S denotes its local-

ization at S. By Lemma 5.5.6,
∏

i GS is S-local and we may identify it with

its localization at S. Applying Lemma 5.5.7 to commute pullbacks with locali-

zaton at T and at Tk, we obtain the following conclusion.

proposition 7.1.3. The groups P and Q are T-local, and for each k ∈ I local-

ization at Tk gives pullback diagrams

PTk
��

��

(
∏

i∈I GTi )Tk

(φS)Tk

��

GS
(φi)S

�� (
∏

i∈I GTi )S

and QTk
��

��

(
∏

i∈I GTi )Tk

(�iψi)Tk

��

GS
�

�� ∏
i∈I GS.

We have a comparison diagram that relates the T -local groups P and Q . If

πi :
∏

GTi−→GTi is the projection, there is a uniquemap π̃i : (
∏

GTi )S−→GS

such that π̃i ◦φS = ψi ◦πi. The map (π̃i) : (
∏

GTi )S −→
∏

i GS with coor-

dinates π̃i is the localization (ψi)S of the map (ψi) :
∏

GTi −→
∏

i GS.
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7.1.4

G

��								
(φi)

&&'''''''''''''''''''''''''''

φ

''(
((

((
((

((
((

((
((

((
((

((
((

((
(

P ��

��

γ

										

∏
i∈I GTi

φS

��

))))))))))

))))))))))

Q ��

��

∏
i∈I GTi

�iψi

��

GS

								

								
�� (

∏
i∈I GTi )S

(π̃i)



))))))))))

GS
�

�� ∏
i∈I GS

Here γ is given by the universal property of the pullback Q . It is immediate

α

from thediagram thatγ ◦α = β. Since localization commuteswithfinite prod-

ucts, the map (π̃i) is an isomorphism and the distinction between diagrams

(7.1.1) and (7.1.2) disappears when I is finite.

lemma 7.1.5. If I is finite, the pullback diagrams (7.1.1) and (7.1.2) may be

identified and the map γ : P −→ Q is an isomorphism.

We are interested in determining when α and β are isomorphisms. Since

γα = β, they can both be isomorphisms only if γ is an isomorphism. This

can easily happen even when (π̃i) is not an isomorphism and the pullback

diagrams cannot be identified. Indeed, we have the following observation.

lemma 7.1.6. Suppose that (π̃i) : (
∏

i∈I GTi )S −→
∏

i∈I GS is a monomorphism.

Then γ is an isomorphism, hence α is an isomorphism if and only if β is an

isomorphism.

proof. Let g ∈ GS and h ∈∏
i GTi . If (g , h) ∈ P and γ (g , h) = (1, 1), then

of course the coordinates must be g = 1 and h = 1. That is, γ is always a

monomorphism. Now suppose that (g , h) ∈ Q . Then g = ψi(h) = π̃iφS(h) for

all i. If ḡ denotes the image of g in (
∏

i GTi )S, then we also have g = π̃i(ḡ) for
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all i. Since (π̃i) is a monomorphism, ḡ = φS(h) and (g , h) ∈ P. Thus γ is an

epimorphism. �

Before giving our general results, we record an important elementary

example where the two pullback diagrams do not coincide, but their pullback

groups do.

proposition 7.1.7. Let Ti be the ith prime pi. If A is a finitely generated abelian

group, then both of the following diagrams are pullbacks.

A

(φpi
)

��

φ0

��

∏
i A( pi)

φ0

��

A0
(φpi

)S

�� (
∏

i A( pi))0

and A

(φpi
)
��

φ0

��

∏
i∈I A( pi)

�iψi

��

A0
�

�� ∏
i A0

However, the difference map

(φpi )S−φ0 : A0×∏
i A( pi)

�� (
∏

i A( pi))0,

whose kernel in the left diagram is A is an epimorphism, but the difference map

�−�iψi : A0×∏
i A( pi)

�� ∏
i A0,

whose kernel in the right diagram is also A is only an epimorphism in the trivial

case when A is finite.

proof. Since A is a finite direct sum of cyclic groups, it suffices to prove this

when A = Z/pn for some prime p and when A = Z. The first case is trivial.

We leave the second as an illuminating exercise for the reader. �

In some of the early literature, the focus is on the pullback Q and the

resulting map β : G −→ Q , but then there are counterexamples that show

that β is not always an isomorphism and thus the pullback Q does not always

recover the original group. In fact, that is usually the casewhen the indexing set

I is infinite. Of course, such counterexamples carry over to topology.Moreover,

even when γ : P −→ Q is an isomorphism, its topological analogue will not

induce an equivalence of homotopy pullbacks in general. The reader who

looks back at Corollary 2.2.3 will see the relevance of the observation about

epimorphisms in the previous result.
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We shall prove in the next section that α is always an isomorphism. The

proof will use the following observation about the detection of isomorphisms.

lemma 7.1.8. A homomorphism α : G −→ H between T-local groups is an iso-

morphism if and only if αTk : GTk −→ HTk is an isomorphism for all k ∈ I.

proof. This is proven by two applications of Proposition 5.5.4. Since αTk is

an isomorphism, α is a Tk-isomorphism. Since T is the union of the Tk, it

follows that α is a T -isomorphism. In turn, this implies that αT is an isomor-

phism. Since G and H are T -local, α itself is an isomorphism. �

However, perhaps the most interesting aspect of the proof will be the cen-

tral role played by the following categorical observation about pullbacks. It

applies to any category that has categorical products. Such categories are said

to be cartesian monoidal. Examples include the categories of abelian groups,

groups, spaces, and sets. Less obviously, the homotopy category HoT is an-

other example, even though pullbacks do not generally exist in HoT .

lemma 7.1.9. In any cartesian monoidal category, a commutative diagram of the

following form is a pullback.

A
(id,gf )

��

f

��

A×C

f ×id
��

B
(id,g)

�� B×C

proof. A proof using elements, if we have them, just observes that if a ∈ A,

b ∈ B, and c ∈ C satisfy (b, g(b)) = ( f (a), c), then b = f (a) and c = g( f (a)).

However, it is an easy categorical exercise to verify the result directly from the

universal properties that define products and pullbacks (e.g., [93, p. 16]). �

7.2. Global to local: abelian and nilpotent groups

Here, finally, is our main algebraic global to local result.

theorem 7.2.1. Let G be a T-local group.

(i) (φi) : G −→∏
i∈I GTi is a monomorphism.

(ii) The following diagram is a pullback.
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G
(φi)

��

φ

��

∏
i∈I GTi

φS

��

GS
(φi)S

�� (
∏

i∈I GTi )S

Moreover, every element z ∈ (
∏

i∈I GTi )S is a product z = φS(x)(φi)S(y) for

some x ∈∏
i∈I GTi and y ∈ GS.

(iii) If G is finitely T-generated, the following diagram is also a pullback.

G
(φi)

��

φ

��

∏
i∈I GTi

�iψi

��

GS
�

�� ∏
i∈I GS

proof.

(i). This holds by two applications of Proposition 5.5.2. The group ker (φi)

is the intersection of the kernels of the localizations φi : G −→ GTi and

all elements of ker φi are T ′i -torsion. Since T is the union of the Ti, all

elements of the intersection are T ′-torsion. Since G is T -local, ker (φi) is

trivial.

(ii). Let α : G −→ P be the map given in (7.1.1). We must prove that α is

an isomorphism. Since P is T -local, by Proposition 7.1.3, it suffices to

show that αTk : GTk −→ PTk is an isomorphism for all k ∈ I. Again by

Proposition 7.1.3, PTk is the pullback of the localizations at Tk of the

maps (φi)S and φS. It suffices to show that GTk is also the pullback of

these localizations at Tk. To get around the fact that localization does

not commute with infinite products, we think of
∏

i∈I GTi as the product

of the two groups GTk and
∏

j �=k GTj . Localization at Tk commutes with

finite products and is the identity on Tk-local groups, such as GS. Thus,

after localization at Tk, our maps are

GTk × (
∏

j �=k GTj )Tk

(ψk,ψk)

��

GS
(id,(φj )S)

�� GS× (
∏

j �=k GTj )S.
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We claim that the group H = (
∏

j �=k GTj )Tk is S-local, so that the second

component ψk of the right-hand map is the identity. By Lemma 7.1.9,

this will imply that GTk is the pullback of these two maps and will thus

complete the proof. To prove the claim, let q be a prime that is not in S.

If q is not in Tk, then the qth power function H −→ H is a bijection since

H is Tk-local. If q is in Tk, then q is not in any Tj with j �= k since q is not

in S = Tj ∩Tk. The qth power function is then an isomorphism on each

GTj and therefore also on H. This proves the claim.

An alternative argument is possible. One can first prove this in the

abelian case by the argument just given and then argue by induction on

the degree of nilpotency of G. The argument is not uninteresting but is

longer. We give a general group theoretical result that specializes to the

required inductive step in Lemma 7.6.2.

We must still prove the last statement in (ii). We show this when

G = A is abelian here. Using the exactness of localization at Ti and

S and the fact that a product of exact sequences is exact, the proof

when G is nilpotent is completed by induction up a central series, using

Lemma7.6.1 below. In the abelian case, letC be the cokernel of the differ-

ence map

(φi)S−φS : AS×∏
i ATi

�� (
∏

i ATi )S ,

whose kernel isA. It suffices to prove thatC = 0. SinceC is aZT -module,

this holds if the localization ofC at each prime p ∈ T is zero (e.g., [6, Prop.

3.8]). In turn, since p is in some Tk, this holds if the localization of C at

Tk is zero. But we have just shown that after localization at Tk we obtain

a pullback diagram of the simple form displayed in Lemma 7.1.9, and it

is obvious that the difference map for such a pullback of modules over

any ring is an epimorphism.

(iii). In this case we do not have a direct argument that works for general

nilpotent groups.Wefirst use the structure theorem forfinitely generated

modules over the PID ZT to prove the result in the abelian case. Here

the result reduces to the case of cyclic T -modules, where the proof is

no more difficult than that of Proposition 7.1.7. A few more details will

be given in the local to global analogue, Proposition 7.4.4 below. The

general case follows by induction on the degree of nilpotency of G, using

that T -local subgroups of finitely T -generated T -local groups are T -local,

by Proposition 5.6.5, and that the center of a T -local group is T -local, by

Lemma 5.4.5.
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The inductive step can be viewed as a specialization of Lemma 7.6.2

below, but special features of the case at hand allow a simpler argument.

Thus let

1 ��H
ι

��G
ρ

����K ��1

be an exact sequence of finitely T -generated T -local groups and assume

that the conclusion holds for H and K . Let gi ∈ GTi and g0 ∈ GS be given

such thatψi(gi) = g0 for all i ∈ I. Wemust show that there is a unique el-

ement g ∈ G such thatφi(g)= gi for all i and thereforeφ(g)=ψiφi(g)=g0.

There is a unique element k ∈ K such that φi(k) = ρi(gi) for all i, where

ρi denotes the localization of ρ at Ti. Choose g ′ ∈ G such that ρ(g ′) = k.

Then ρi(gi) = φiρ(g ′) = ρiφi(g ′), hence gi = φi(g ′)ιi(hi) where hi ∈ HTi

and, again, ιi denotes the localization of ι at Ti. Since ψi(gi) = g0 and

ψiφi = φ, ψi(hi) is independent of i. Therefore there is a unique element

h ∈ H such that φi(h) = hi for all i. Let g = g ′ι(h). Then

φi(g) = φi(g
′)φiι(h) = φi(g

′)ιi(hi) = gi

for all i. To prove that g is unique, it suffices to show that 1 is the unique

element g ∈ G such that φi(g) = 1 ∈ GTi for all i. For such a g , ρ(g) = 1

by the uniqueness in K , so that we can write g = ι(h). Then we must

have φi(h) = 1 ∈ HTi for all i, hence h = 1 by the uniqueness in H. �

remark 7.2.2. Theorem 7.2.1(ii) was proven under a finite generation hypo-

thesis inHilton, Mislin, and Roitberg [62], andHilton andMislin later noticed

that the hypothesis can be removed [61]. That fact is not as well-known as it

should be. We learned both it and most of the elegant proof presented here

from Bousfield.

7.3. Local to global pullback diagrams

In §7.2, we started with a T -local group and showed that it was isomorphic to

the pullback of some of its localizations. In the next section, the results go in

the opposite direction. We start with local groups with suitable compatibility,

and we use these to construct a “global” group. Again, all given groups are to

be nilpotent. However, we need some preliminaries since, a priori, we do not

have an analogue of the pullback diagram (7.1.1).

Quite generally, we do have an analogue of the pullback diagram (7.1.2). Let

I be an indexing set and suppose that we are given groups H and Gi for i ∈ I
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together with homomorphisms ψi : Gi −→ H. We understand the pullback

of the ψi’s to be the pullback Q displayed in the diagram

7.3.1 Q
(δi)

��

ε

��

∏
i∈I Gi

�iψi

��

H
�

�� ∏
i∈I H.

Now return to the standing assumptions in this chapter, so that we have

an indexing set I together with sets of primes Ti for i ∈ I such that T =⋃
Ti,

Ti
⋂

Tj = S for i �= j, and Ti �= S for i ∈ I. We consider the pullback diagram

(7.3.1) when Gi is Ti-local, H is S-local, and ψi : Gi −→ H is localization at

S for each i. Since it is a pullback of T -local groups, the group Q is then

T -local. In general, we cannot expect the coordinates δk to all be localizations

at k. By comparison with §7.2, we expect to encounter difficulties when the

indexing set I is infinite, and that is indeed the case. However, in view of

Proposition 7.1.7, we also expect these difficulties to diminish under finite

generation hypotheses. That, however, is less true than we might expect.

The diagram (7.1.2) displays the special case of (7.3.1) that we obtain when

we start with a T -local group G and consider its localizations at the Ti and S.

As in §7.2, we would like to have a companion pullback diagram

7.3.2 P
(μi)

��

ν

��

∏
i∈I Gi

φS

��

H
ω

�� (
∏

i∈I Gi)S,

where φS is a localization at S. However, since we do not start with a global

groupG and its localizations φi, as in (7.1.1), we do not, a priori, have amapω.

This suggests the following definition. Observe that if πi :
∏

Gi→Gi is the pro-

jection, then there is a uniquemap π̃i :(
∏

Gi)S→H such that π̃i ◦φS = ψi ◦πi,

and (π̃i) is the localization (ψi)S of the map (ψi) :
∏

Gi −→
∏

i H.

definition 7.3.3. Let Gi be a Ti-local group and H be an S-local group, and

let ψi : Gi −→ H be a localization at S for each i. Let φS :
∏

i Gi −→ (
∏

i Gi)S
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be a localization at S and let π̃i : (
∏

i∈I Gi)S −→ H be the unique map such

that π̃i ◦φS = ψi ◦πi for all i. A formal localization associated to the ψi is a

map ω : H −→ (
∏

i∈I Gi)S such that the composite π̃i ◦ω is the identity map

of H for each i ∈ I.

The name comes from the fact that when ω exists, it turns out that the map

μi : P −→ Gi in (7.3.2) is a localization at Ti, hence the map ν is a localization

at S and ω is the localization of (μi) at S. There must be a formal localization

ω whenever the maps δk : Q −→ Gk in (7.3.1) are localizations at Tk for all k.

Indeed, the composites ψk ◦ δk = ε : Q −→ H are then localizations at S for

all k. By Theorem 7.2.1(ii), if we define P to be the pullback of φS and the

localization ω = (δi)S such that ω ◦ ε = φS ◦ (δi), then the resulting canonical

map α : Q −→ P that we obtainmust be an isomorphism. We conclude that a

general local to global construction that recovers the local groups that we start

with must incorporate the existence of a map ω as in (7.3.2).

Whenwe are given a formal localizationω, we obtain a comparisondiagram

and a comparison map γ : P −→ Q analogous to (7.1.4), but with GTi and GS

there replaced by Gi and H.

7.3.4 P
(μi)

��

ν

��

γ

((��������

∏
i∈I Gi

φS

��

#########

#########

Q
(δi)

��

ε

��

∏
i∈I Gi

�iψi

��

H

��������

��������

ω
�� (

∏
i∈I Gi)S

(π̃i)



#########

H
�

�� ∏
i∈I H

In view of the following observation, the notion of a formal localization is

only needed when the indexing set I is infinite.

lemma 7.3.5. Let I be finite. Then (π̃i) is an isomorphism and the composite

ω = (π̃i)−1 ◦� is the unique formal localization associated to the ψi : Gi −→ H,

hence the diagrams (7.3.2) and (7.3.1) are canonically isomorphic.
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7.4. Local to global: abelian and nilpotent groups

With the notations of (7.3.2), here is ourmain algebraic local to global theorem.

theorem 7.4.1. Let Gi be a Ti-local group and H be an S-local group, and let

ψi : Gi −→ H be a localization at S for each i ∈ I. If I is finite or, more generally,

if I is infinite and the ψi have a formal localization ω, then P is T-local and the

induced map μ̃k : PTk −→ Gk is an isomorphism for each k ∈ I.

proof. Despite the difference in context, the proof is exactly the same as the

proof of part (ii) of Theorem 7.2.1, with GTi and GS there replaced by Gi and

H and with (φi)S there replaced by ω. Thus P is T -local since it is a pullback of

T -local groups, and themaps μ̃k are isomorphisms since Lemma 7.1.9 applies

to show that Gk agrees with the pullback obtained by localizing the pullback

diagram that defines P at Tk. �

remark 7.4.2. In fact, the global to local result Theorem7.2.1(ii) canbe viewed

as a direct corollary of the local to global result Theorem 7.4.1. To see that, we

apply Theorem 7.4.1 to GTi and G0 for a given T -local group G and then use

Lemma 7.1.8 to conclude that α : G −→ P is an isomorphism.

In many of the applications, the indexing set I is finite and of course it

is then most natural to work directly with Q rather than introduce formal

localizations. In that case, the following addendum is important. Recall the

characterization of f ZT -nilpotent groups from Proposition 5.6.5.

proposition 7.4.3. Assume in Theorem 7.4.1 that I is finite and Gi is

f ZTi -nilpotent. Then Q is f ZT -nilpotent.

proof. Assume first that Gi = Ai is abelian. Then Ai is a finitely generated

ZTi -module. Multiplying any given generators by scalars to clear denomina-

tors, we can assume that the generators ofAi are in the image of theZT -module

Q . Let Q ′ ⊂ Q be the ZT -submodule generated by pre-images of the gener-

ators of the Ai for all i ∈ I. The localization of Q/Q ′ at each prime p ∈ T is

zero, hence Q/Q ′ = 0 and Q is a finitely generated ZT -module.

The nilpotent case is proven by induction on the least common bound q of

the lower central series
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{1} = Gi,q ⊂ Gi,q−1 ⊂ · · · ⊂ Gi,1 ⊂ Gi,0 = Gi

of the Gi. We prove inductively that G is f ZT -nilpotent. It is therefore finitely

T -generated by Proposition 5.6.5. We use the lower central series since it is

functorial, so that the lower central series of each Gi maps to the lower central

series

{1} = Hq ⊂ Hq−1 ⊂ · · · ⊂ H1 ⊂ H0 = H

of H. We have induced maps of central extensions

1 �� Gi,j/Gi,j+1 ��

��

Gi/Gi,j+1 ��

��

Gi/Gi,j ��

��

1

1 �� Hj/Hj+1 �� H/Hj+1 �� H/Hj �� 1.

For each j, we obtain three pullbacks as in (7.3.1), and they assemble to a central

extension of pullbacks by Lemma7.6.2(ii), whose key epimorphismhypothesis

is satisfied by the abelian case of the last statement of Theorem 7.2.1(ii). �

There is sometimes an analogue of Theorem7.4.1 for the pullbackQ , rather

than the pullback P, even when I is infinite. When this holds, γ : P −→ Q is

an isomorphism. However, the analogous statement for homotopy pullbacks

in topology will fail in general.

proposition 7.4.4. Let Ai be a finitely generated ZTi -module and B be a finitely

generated ZS-module, and let ψi : Ai −→ B be a localization at S for each i ∈ I.

Assume that Ai has no (Ti −S)-torsion for all but finitely many i. Then the induced

map QTk −→ Ak is an isomorphism for all k ∈ I.

proof. We use the structure theory for modules over a PID. Since the Ai all

localize to B at S, we find that

Ai
∼= FTi ⊕Ci ⊕D and B ∼= FT ⊕D

for some finitely generated free abelian group F, some finite (Ti −S)-torsion

abelian groups Ci, and some finite S-torsion abelian group D. Here all but

finitely many of the Ci are zero. Under these isomorphisms, ψi is the sum

of a localization FTi −→ FS at S, the zero homomorphism on Ci, and an

isomorphism D −→ D. From this, we cannot conclude that

Q ∼= FT ⊕
∏

i∈I

Ci ⊕D.
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However, observing as in the proof of Theorem 7.2.1(iii) that (
∏

j �=k Aj)Tk is

S-local, we can conclude that for each k

QTk
∼= FTk ⊕Ck⊕D. �

remark 7.4.5. In contrast with Proposition 7.4.3, we shall see in the next

section that Q need not be finitely T -generated even when F is free on one

generator and all Ci and D are zero.

remark 7.4.6. Onemight conjecture that a generalization ofProposition 7.4.4

would apply when given f ZTi -nilpotent groups Gi with a common bound

on their nilpotency class. The outline of proof would follow the proof of

Proposition 7.4.3. However, application of Lemma 7.6.2(ii) fails since its key

epimorphism hypothesis usually fails, as noted in Proposition 7.1.7.

7.5. The genus of abelian and nilpotent groups

It is natural to ask how many groups can have isomorphic localizations at

each set of primes Ti. In general, this relates to the question of how unique

formal localizations are. This in turn raises the question of how unique the

localizations ψi : Gi −→ H are in the local to global context. For definiteness

and familiarity, we assume that T is the set of all primes, S is the empty set,

and Ti is the set consisting of just the ith prime number pi.

A first thoughtless answer is that the ψi are unique since the rationaliza-

tion ψi : Gi −→ H of a pi-local group Gi is unique. But of course it is only

unique up to a universal property, and if one composes ψi with an isomor-

phism ξi : H −→ H, then the resulting composite ψ ′i = ξiψi again satisfies

the universal property. If we have formal localizations associated to theψi and

the ψ ′i and form the associated pullbacks P and P′, then P and P′ need not be

isomorphic, but they do have isomorphic localizations at each prime pi. This

leads to the following definition.

definition 7.5.1. Let G be a nilpotent group. The extended genus of G is

the collection of isomorphism types of nilpotent groups G′ such that the local-

izations Gp and G′p are isomorphic for all primes p. If G is finitely generated,

then the genus of G is the set of isomorphism classes of finitely generated

nilpotent groups in the extended genus of G.

There is an extensive literature on these algebraic notions, and we shall not

go into detail. Rather, we shall explain how to calculate the extended genus
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under a simplifying hypothesis that holds when G is finitely generated and

serves to eliminate the role of formal localizations. The actual genus can then

be sought inside the extended genus, one method being to exploit partitions

of the set of primes into finite sets and make use of Proposition 7.4.3. This

gives a partial blueprint for the analogous topological theory.

Let Aut (G) denote the group of automorphisms of G. We show that ele-

ments of the extended genus are usually in bijective correspondence with

double cosets

Aut (G0)\∏i Aut (G0)/
∏

i Aut (Gi).

Any nilpotent group G is isomorphic to a pullback as displayed in (7.1.1).

Here we start from localizations φi : G −→ Gi of G at pi and rationalizations

ψi : Gi → G0 and use the resulting rationalizationω = (φi)0 : G0 → (
∏

i Gi)0,

which is a formal rationalization of G0. We can reconstruct a representa-

tive group in each element of the extended genus of G starting from these

fixed groups Gi and G0, using pullbacks as displayed in (7.3.2). However, the

rationalizations ψi : Gi −→ G0 used in the specification of the relevant for-

mal completion ω : G0 −→ (
∏

i Gi)0 can vary, the variation being given by an

automorphism ξi of the rational nilpotent group G0. Similarly, the rational-

ization of
∏

i Gi can vary by an automorphism of the rational nilpotent group

(
∏

i Gi)0.

To be more precise about this, observe that, up to isomorphism, any two

groups G and G′ in the same extended genus can be represented as pullbacks

P and P′ as displayed in the top triangles of commutative diagrams

P

))%%%%%%%%%%

��$$$$$$$$$$

G0

ω
��

� �����������
(
∏

i Gi)0

(π̃i)

��

∏
i Gi

φ0
��

(ψi)��&&&&&&&&&

∏
i G0

and P′

))%%%%%%%%%%

��$$$$$$$$$$

G0

ω′
��

� �����������
(
∏

i Gi)0

(π̃ ′i )

��

∏
i Gi

φ′0
��

(ψ ′i )��&&&&&&&&&

∏
i G0.

Here π̃i is the unique map (
∏

i Gi)0 −→ G0 such that π̃i ◦φ0 = ψi ◦πi, and

similarly for π̃ ′i . Usually the pullbacks P and P′ of (ω,φ0) and (ω′,φ′0) are
not isomorphic. We fix a reference pullback P ∼= G and have the following

result.
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proposition 7.5.2. Assume that (π̃i) is a monomorphism. Then the extended

genus of G is in bijective correspondence with

Aut (G0)\∏i Aut (G0)/
∏

i Aut (Gi).

proof. Since (π̃i) is a monomorphism, ω is uniquely determined and, by

Lemma 7.1.6, the canonical map γ : P −→ Q from the pullback P of (ω,φ0) to

the pullback Q of (�, (ψi)) is an isomorphism. Since localizations are unique

up to automorphisms of their targets, we see that (π̃ ′i ) is also amonomorphism

and that the analogous canonical map γ ′ : P′ −→ Q ′ is also an isomorphism.

Thus the monomorphism hypothesis allows us to ignore formal localizations

and concentrate on pullbacks of diagrams of the form (�, (ψ ′i )).
The double cosets are defined with respect to � : G0 −→∏

i Aut (G0) and

the homomorphisms Aut (Gi) −→ Aut (G0) that send an automorphism ζi of

Gi to the unique automorphism ζ̃i ofG0 such that ζ̃i ◦ψi = ψi ◦ ζi. We empha-

size that this definition refers to the ψi of the fixed reference pullback P ∼= Q .

For any rationalizations ψ ′i : Gi −→ G0, there are automorphisms ξ ′i of G0

such that ξ ′i ◦ψi = ψ ′i . Sending the automorphism ξ ′ = (ξ ′i ) to the isomor-

phism class of the pullback Q ′ of

G0
�

�� ∏
i G0

∏
i Gi

(ψ ′i )
��

gives a surjection from the set Aut (
∏

i G0) to the extended genus of G. Sup-

pose we have an isomorphism ζ : Q ′ −→ Q ′′ between two such pullbacks

and consider the following diagram, in which the front and back squares are

pullbacks.

7.5.3 Q ′ ��

��

ζ

										

∏
i∈I Gi

(ζi)

��$$$$$$$$$

(ψ ′i )
��

��$$$$$$$$$

Q ′′ ��

��

∏
i∈I Gi

(ψ ′′i )

��

G0

ζ0 										

�
�� ∏

i∈I G0

(ζ0) ��$$$$$$$$$

G0
�

�� ∏
i∈I G0
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The unlabeled left vertical arrows are rationalizations and the coordinates of

the unlabeled top horizontal arrows are localizations at pi. The universal prop-

erty of localizations gives automorphisms ζi of Gi and ζ0 of G0 making the

top and left squares commute. The bottom square obviously commutes, and

then the right square must also commute, so that ζ0 ◦ψ ′i = ψ ′′i ◦ ζi. As above,

we have a unique automorphism ζ̃i of G0 such that ζ̃i ◦ψi = ψi ◦ ζi. Writing

ψ ′i = ξ ′i ◦ψi and ψ ′′i = ξ ′′i ◦ψi, these equalities imply that ξ ′′i = ζ0 ◦ ξ ′i ◦ ζ̃−1i ,

so that the automorphisms ξ ′ = (ξ ′i ) and ξ ′′ = (ξ ′′i ) are in the same double

coset. Conversely, if ξ ′ and ξ ′′ are in the same double coset, then we obtain an

isomorphism ζ as displayed in (7.5.3). �

remark 7.5.4. If G is abelian, then (π̃i) is a monomorphism if and only if

all but finitely many of the pi-local abelian groups Gi are torsion free. It fol-

lows that (π̃i) is a monomorphism when G is f -nilpotent or, equivalently by

Proposition 4.5.9, finitely generated.

Wegive an illuminating elementary example. Above, we startedwith agiven

group G together with fixed localizations Gi = Gpi and a fixed rationalization

G0. If we start out with an abelian group A = A⊗Z, we have the canonical

localizationsAi = A⊗Z( pi) and the canonical rationalizationA0 = A⊗Q. The

inclusions Z ⊂ Z( pi), Z ⊂ Q, and Z( pi) ⊂ Q induce canonical localizations and

rationalizations

φi : A −→ Ai, φ : A −→ A0, and ψi : Ai −→ A0

such that ψiφi = φ. This gives a canonical pullback diagram with pull-

back A.

example 7.5.5. Let A = Z. An automorphism of Q is just a choice of a unit

in Q, and similarly for Z( pi). We are interested in varying choices of ψ ′i ,
and these amount to choices of nonzero rational numbers ξi. We are only

interested in the coset of ξi modulo the action of the units of Z( pi) given

by multiplication, hence we may as well take ξi = p−ri for some ri ≥ 0 for

each i. We are only interested in the coset of the resulting automorphism

( p−ri
i ) modulo action by units of Q. If we can clear denominators, the coset

is that of (1i), so that to obtain noncanonical pullback diagrams up to iso-

morphism, we must assume that ri > 0 for all but finitely many i. We obtain

a diagram
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Q

ω
��

� ��!!!!!!!!!!
(
∏

i Z( pi))0

(π̃ )i
��

∏
i Z( pi)

φ0
��

( p
−ri
i )**""""""""""

∏
i Q

by letting φ0 be the canonical rationalization, φ0(1i) = (1i), so that

π̃i(1i) = p−ri
i . Then ω can and must be defined by setting ω(1) = ( pri

i ). The

pullback that we obtain is the subgroup of Q consisting of fractions (in redu-

ced form) whose denominators are not divisible by pri+1
i for any i. These are

infinitely generated groups when ri > 0 for all but finitely many i. Multiplica-

tion by a fixed nonzero rational number gives an isomorphism from one of

these groups to another. The resulting isomorphism classes give the extended

genus of Z, which is uncountable.

In contrast, the structure theory for finitely generated abelian groups has

the following immediate consequence.

proposition 7.5.6. The isomorphism class of A is the only element of the genus

of a finitely generated abelian group A.

example 7.5.7. In contrast, non-isomorphic finitely generated nilpotent

groups can be in the same genus, and this can already happen when the nilpo-

tency class is two. A class of examples due toMilnor is described in [62, p. 32]. If

r and s are relatively prime integers, let Gr/s be the group with four generators

g1, g2, h1, h2 and with relations specified by letting

[g1, g2]s = 1 and [g1, g2]r = [h1, h2]

and letting all triple commutators be 1. Then Gr/s and Gr ′/s′ are non-iso-

morphic groups that are in the same genus if and only if either r ≡ r ′ mod s or

rr ′ ≡ ±1 mod s.

remark 7.5.8. The word “genus” is due to Mislin [105], following an analogy

due to Sullivan [133], and has nothing to do with the use of the word elsewhere

in mathematics. Rather, the analogy is with genetics or, perhaps better, taxo-

nomy. Think of a group as an animal, isomorphic groups as animals in the

same species, and groups in the same genus as animals in the same genus.
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Since groups in the same extended genus can be quite unlike each other, they

might be thought of as animals in the same family.

7.6. Exact sequences of groups and pullbacks

We prove two results about pullback diagrams and exact sequences here.

Exceptionally, we do not require our groups to be nilpotent. Our first result

was used in the proof of Theorem7.2.1(ii) andwill be used again inChapter 12.

lemma 7.6.1. Suppose that the rows in the following commutative diagram are

exact and that the image of ρ1 is a central subgroup of G1.

H2

ρ2
��

α2,1

��

G2

σ2
��

β2,1

��

K2

γ2,1

��

�� 1

H1

ρ1
�� G1

σ1
�� K1 �� 1

H3
ρ3

��

α3,1

++

G3
σ3

��

β3,1

++

K3

γ3,1

++

�� 1

Assume that for each element h1 ∈ H1 there are elements h2 ∈ H2 and h3 ∈ H3

such that h1 = α2,1(h2)α3,1(h3) and similarly for the groups Ki. Then for each

g ∈ G1, there are elements g2 ∈ G2 and g3 ∈ G3 such that g1 = β2,1(g2)β3,1(g3).

proof. Let g1 ∈ G1. There are elements k2 ∈ K2 and k3 ∈ K3 such that

σ1(g1) = γ2,1(k2)γ3,1(k3). There are also elements g ′2 ∈ G2 and g ′3 ∈ G3 such that

σ2(g ′2)= k2 and σ3(g ′3)= k3. Then σ1(g
−1
1 β2,1(g ′2)β3,1(g ′3))= 1, so there is an ele-

ment h1 ∈ H1 such that ρ1(h
−1
1 ) = g−11 β2,1(g ′2)β3,1(g ′3) and therefore, by cen-

trality, g1 = β2,1(g ′2)ρ1(h1)β3,1(g ′3). Moreover, there are elements h2 ∈ H2 and

h3 ∈ H3 such thath1 = α2,1(h2)α3,1(h3) and thusρ1(h1) = β2,1ρ2(h2)β3,1ρ3(h3).

Let g2 = g ′2ρ2(h2) and g3 = ρ3(h3)g ′3. Then g1 = β2,1(g2)β3,1(g3). Note that we

do not assume and do not need any of the ρi to be monomorphisms in this

proof. �

The first part of the following result is relevant to global to local results. It

allows alternative inductive proofs of some of our results in this chapter and

is used in Chapter 12. The second part is relevant to local to global results. It

was used to prove Proposition 7.4.3.
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lemma 7.6.2. Consider a commutative diagram of groups

1 �� H4

α4,3

��

ρ4
��

α4,2

		��������
G4

β4,3

��

β4,2

		�������

σ4
�� K4

γ4,3

��

γ4,2

									
�� 1

1 �� H2

ρ2
��

α2,1

��

G2

σ2
��

β2,1

��

K2 ��

γ2,1

��

1

1 �� H3

ρ3
��

α3,1 		��������
G3

σ3
��

β3,1 		�������
K3 ��

γ3,1 									
1

1 �� H1
ρ1

�� G1
σ1

�� K1 �� 1.

Assume that the three rows

1 ��Hi

ρi
��Gi

σi
��Ki ��1,

1 ≤ i ≤ 3 are exact. Consider the fourth row and the three squares

H4

α4,2
��

α4,3

��

H2

α2,1

��
H3

α3,1

�� H1

G4

β4,2
��

β4,3

��

G2

β2,1

��
G3

β3,1

�� G1.

K4

γ4,2
��

γ4,3

��

K2

γ2,1

��
K3

γ3,1

�� K1.

(i) If the fourth row is a central extension and the left and right squares are

pullbacks, then the middle square is a pullback.

(ii) If all three squares are pullbacks and every element h1 ∈ H1 is a product

α2,1(h2)α3,1(h3) for some h2 ∈ H2 and h3 ∈ H3, then the fourth row is

exact.

proof.

(i) We verify the universal property required for the middle square to be a

pullback. Let τ2 : G −→ G2 and τ3 : G −→ G3 be homomorphisms such

that β2,1τ2 = β3,1τ3. We must show there is a unique homomorphism

τ4 : G −→ G4 such that β4,2τ4 = τ2 and β4,3τ4 = τ3.
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Note that γ2,1σ2τ2 = σ1β2,1τ2 = σ1β3,1τ3 = γ3,1σ3τ3. Since the square

formed by the Ki’s is a pullback there is an induced homomorphism

ω : G −→ K4

such that γ4,2ω = σ2τ2 and γ4,3ω = σ3τ3.

Since σ4 is surjective, for each g ∈ G there is a g4 ∈ G4 such that

σ4(g4) = ω(g). Then

σ2(β4,2(g4) · τ2(g−1)) = γ4,2σ4(g4) · σ2τ2(g−1) = γ4,2ω(g) · σ2τ2(g−1) = 1,

hence there is a unique h2 ∈ H2 such that ρ2(h2) = β4,2(g4) · τ2(g−1).
Similarly,

σ3(β4,3(g4) · τ3(g−1)) = 1,

hence there is a unique h3 ∈ H3 such that ρ3(h3) = β4,3(g4) · τ3(g−1).
Note that

ρ1(α2,1(h2) ·α3,1(h−13 )) = β2,1ρ2(h2) ·β3,1ρ3(h−13 )

= β2,1β4,2(g4) ·β2,1τ2(g−1) ·β3,1τ3(g) ·β3,1β4,3(g−14 )

= 1.

Since ρ1 is injective, α2,1(h2)=α3,1(h3). Since the square formed by the

Hi’s is a pullback, there is aunique elementh4 ∈H4 such thatα4,2(h4)= h2
and α4,3(h4) = h3. Then, using that ρ4(H4) is central in G4 and

β4,2ρ4 = ρ2α4,2,

β4,2(g4 · ρ4(h−14 )) = β4,2(ρ4(h
−1
4 ) · g4)

= ρ2(h
−1
2 ) ·β4,2(g4)

= τ2(g) ·β4,2(g−14 ) ·β4,2(g4) = τ2(g).

Similarly,

β4,3(g4 · ρ4(h−14 )) = τ3(g).

To each element g ∈ G this associates an element

τ4(g)= g4 · ρ4(h−14 )∈G4 such thatβ4,2(τ4(g))= τ2(g) andβ4,3(τ4(g))= τ3(g).

To show that τ4 is a well-defined function G −→ G4, we must show that

it is independent of the choice of g4. Again using that ρ4 factors through

the center of G4, it will follow that τ4 is a homomorphism.

Suppose that g ′4 is another element of G4 such that σ4(g ′4) = ω(g). As

above, we obtain elements h′2, h′3, and h′4 such that
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ρ2(h′2) = β4,2(g ′4) · τ2(g−1), ρ3(h′3) = β4,3(g ′4) · τ3(g−1),
α4,2(h′4) = h′2, and α4,3(h

′
4) = h′3.

Again as above, this implies that

β4,2(g ′4 · ρ4((h′4)−1)) = τ2(g) and β4,3(g ′4 · ρ4((h′4)−1)) = τ3(g).

We must show that g4 · ρ4(h−14 ) = g ′4 · ρ4((h′4)−1). Since σ4ρ4 is trivial,
σ4(g4 · ρ4(h−14 ) · ρ4(h′4) · (g ′4)−1) = σ4(g4) · σ4((g ′4)−1) = 1.

Therefore, there is an element x ∈ H4 such that

ρ4(x) = g4 · ρ4(h−14 ) · ρ4(h′4) · (g ′4)−1. Then, using that ρ2α4,2 = β4,2ρ4,

ρ2α4,2(x) = β4,2(g4) ·β4,2ρ4(h−14 ) ·β4,2ρ4(h′4) ·β4,2((g ′4)−1)
= τ2(g) · τ2(g−1) = 1.

Since ρ2 is injective α4,2(x) = 1. Similarly, α4,3(x) = 1. Therefore x = 1.

This implies that the map τ4 : G −→ G4 is a well-defined homomor-

phism.

A similar argument shows that τ4 is unique. Suppose we have another

homomorphism τ ′4 : G −→ G4 such that β4,2τ
′
4 = τ2 and β4,3τ

′
4 = τ3.

Little diagram chases show that

γ4,2σ4τ4 = γ4,2σ4τ
′
4 and γ4,3σ4τ4 = γ4,3σ4τ

′
4.

Since the square formed by the Ki’s is a pullback, this implies that

σ4τ4 = σ4τ
′
4. Therefore τ4(g)(τ ′4)−1(g) = ρ4(x) for some x ∈ H4. Further

little diagram chases and the fact that ρ2 and ρ3 are injective imply that

α4,2(x) = 1 and α4,3(x) = 1. Since the square formed by the Hi’s is a

pullback, this implies that x = 1 and therefore that τ4 = τ ′4.
(ii) It is clear that ρ4 is a monomorphism, σ4ρ4 is trivial, and

ker (σ4) = im(ρ4). Wemust show that themap σ4 is an epimorphism. Let

(k2, k3) ∈ K4, so that γ2,1(k2) = γ3,1(k3), and choose g ′2 ∈ G2 and g ′3 ∈ G3

such that σ2(g ′2) = k2 and σ3(g ′3) = k3. Then σ1(β2,1(g ′2)β3,1(g ′3)−1) = 1,

hence β2,1(g ′2)(β3,1(g ′3)−1 = ρ1(h1) and h1 = α2,1(h
−1
2 )α3,1(h3) for some

hi ∈ Hi. Let g2 = ρ2(h2)g ′2 and g3 = ρ3(h3)g ′3. Then (g2, g3) ∈ G4 and

σ4(g2, g3) = (k2, k3). �
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8
FRACTURE THEOREMS
FOR LOCALIZATION: SPACES

In this chapterwe extend the results of the previous chapter to nilpotent spaces.

We first consider fracture theorems for maps from finite CW complexes into

nilpotent spaces and then consider fracture theorems for nilpotent spaces

themselves. For the former, we induct up the skeleta of the domain. For the

latter, we could use the results of the previous chapter to conclude corre-

sponding results for Eilenberg-MacLane spaces and then induct up Postnikov

towers to extend the conclusions to nilpotent spaces. However, we shall see

that more elegant proofs that directly mimic those of the previous chapter are

available. As usual, all given spaces are taken to be based, connected, and of

the homotopy types of CW complexes.

As in the previous chapter, let Ti, i ∈ I, be sets of primes, and let

T =⋃
i∈I Ti, and S =⋂

i∈I Ti. We assume that Ti ∩Tj = S if i �= j, and that

Ti �= S for i ∈ I.

8.1. Statements of the main fracture theorems

For ease of reference we record the main results of this chapter, which are

analogues of the main results of the previous chapter. For our global to local

results, we let

φ : X −→ XS, φi : X −→ XTi , and ψi : XTi −→ XS

be localizations of a nilpotent space X such that ψiφi � φ for each i ∈ I. We

also let φS :
∏

i XTi −→ (
∏

i XTi )S denote a localization at S.

theorem 8.1.1. Let X be a T-local space and let K be a finite CW complex. Then

the function

(φi∗) : [K ,X ] −→
∏

i∈I

[K ,XTi ]

154
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is an injection and the following diagram is a pullback of sets.

8.1.2 [K ,X ]
(φi)∗

��

φ∗
��

[K ,
∏

i∈I XTi ]

φS∗
��

[K ,XS]
((φi)S)∗

�� [K , (
∏

i∈I XTi )S]

theorem 8.1.3. Let X be a T-local space. Then the following diagram is a

homotopy pullback of spaces.

X
(φi)

��

φ

��

∏
i∈I XTi

φS

��

XS
(φi)S

�� (
∏

i∈I XTi )S

addendum 8.1.4. If the indexing set I is finite, then both theorems remain

valid if we replace (
∏

i∈I XTi )S by the equivalent space
∏

i∈I XS in the lower

right corner of the pullback diagrams. Now suppose that I is infinite and that

X is f ZT -nilpotent.

(i) In Theorem 8.1.1, the conclusion remains true if we replace (
∏

i∈I XTi )S
by

∏
i∈I XS in the lower right corner.

(ii) In Theorem 8.1.3, the conclusion generally fails if we replace (
∏

i∈I XTi )S
by

∏
i∈I XS in the lower right corner.

For our local to global results, let Xi be a Ti-local nilpotent space, let Y be an

S-local space, and let ψi : Xi −→ Y and φS :
∏

i∈I Xi −→ (
∏

i∈I Xi)S be local-

izations at S. Let π̃i : (
∏

i∈I Xi)S −→ Y be the map, unique up to homotopy,

such that π̃i ◦φS � ψi ◦πi. Then (π̃i) : (
∏

i∈I Xi)S −→
∏

i Y is a localization

of (ψi) at S.

definition 8.1.5. A formal localization associated to themapsψi : Xi −→ Y

is a homotopy class of maps ω : Y −→ (
∏

i∈I Xi)S that satisfies the following

two properties.

(i) The composite of ω and π̃i is homotopic to the identity map for each

i ∈ I.
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(ii) Each element z ∈ π1((
∏

i∈I Xi)S) is the product of an element φS∗(x) and
an element ω∗(y), where x ∈ π1(

∏
i∈I Xi) and y ∈ π1(Y ) .

As will emerge shortly, ω exists and is unique if I is finite. Given ω, let P

be the homotopy pullback in the diagram

8.1.6 P
μ

��

ν

��

∏
i∈I Xi

φS

��

Y
ω

�� (
∏

i∈I Xi)S.

By Corollary 2.2.3, property (ii) is equivalent to requiring P to be connected.

theorem 8.1.7. Let Xi be Ti-local and Y be S-local, and let ψi : Xi −→ Y be a

localization at S for each i ∈ I. Assume that either I is finite or I is infinite and

the ψi have an associated formal localization ω. Then P is T-local and the induced

map PTk −→ Xk is an equivalence for all k ∈ I.

corollary 8.1.8. The coordinate P −→ Xk of μ in (8.1.6) is a localization at

Tk, hence ν in (8.1.6) is a localization at S and ω is the localization of μ at S.

We have phrased our results in terms of P, but much of the literature

focuses instead on the homotopy pullback Q in the diagram

8.1.9 Q ��

��

∏
i∈I Xi

�iψi

��

Y
�

�� ∏
i∈I Y .

Here there is no formal localization, and the following observation, whose

proof is the same as that of Lemma 7.3.5, shows that the notion of a formal

localization is only needed when the indexing set I is infinite.

lemma 8.1.10. Let I be finite. Then (π̃i) is an equivalence and the composite

ω = (π̃i)−1 ◦� is the unique formal localization associated to the ψi : Xi −→ Y,

hence the diagrams (8.1.6) and (8.1.9) are canonically equivalent.
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By Proposition 7.4.3 and Theorem 4.5.2, Theorem 8.1.7 has the following

important refinement when the indexing set I is finite.

corollary 8.1.11. If I is finite and Xi is f ZTi -nilpotent for each i ∈ I, then

Q � P is f ZT -nilpotent. In particular, if T is the set of all primes, then Q is

f -nilpotent.

warning 8.1.12. The space Q is always T -local. However, even if each Xi is

f ZTi -nilpotent and simply connected, the induced map QTk −→ Xk is gener-

ally not an equivalence for all k ∈ I (since otherwise P −→ Q would be an

equivalence) and the homotopy groups of Q are generally not finitely gener-

atedZT -modules (as will become clear in our discussion of the extended genus

in §8.5). This contradicts claimsmade in several important early papers on the

subject.

We prove Theorem 8.1.1 in §8.2, Theorem 8.1.3 in §8.3, and Theorem 8.1.7

in §8.4. The latter two proofs are direct and conceptual, but we explain alter-

native proofs by induction up Postnikov towers in §8.6. This depends on the

general observation that homotopypullbacks ofhomotopypullbacks arehomo-

topy pullbacks, which is a topological analogue of Lemma 7.6.2. We note that

it would be possible to instead first prove Theorem 8.1.7 and then deduce

Theorem 8.1.3 from it, following Remark 7.4.2. The starting points for all of

our proofs are the characterizations of T -local spaces and of localizations at

T in terms of homotopy groups that are given in Theorems 6.1.1 and 6.1.2.

In analogy with §7.5, in §8.5 we use the notion of a formal localization to

describe the genus of a nilpotent space, namely the equivalence classes of

spaces whose localizations at all primes p are equivalent to those of the given

space.

8.2. Fracture theorems for maps into nilpotent spaces

We prove Theorem 8.1.1 in this section. Thus let K be a finite CW complex

and X be a T -local nilpotent space. We emphasize that even if K and X are

simply connected, the proofs here require the use of nilpotent groups.

theorem 8.2.1. The function

(φi∗) : [K ,X ] �� ∏
i∈I[K ,XTi ]

is an injection.
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proof. When K = Sn, the claim is that (φi∗) : [Sn,X ] −→∏
i∈I[Sn,XTi ] is a

monomorphism. This means that

(φi∗) : πnX −→∏
i∈I (πnX )Ti

is amonomorphism. The claim follows fromTheorem7.2.1(i) since the groups

πnX are T -local.

The case K = ∨JSn reduces to showing that

(φi∗) :
∏

J[Sn,X ] −→∏
i∈I (

∏
J[Sn,XTi ])

is a monomorphism, and this follows from the case K = Sn.

We now argue by induction. Thus assume that the result holds for Kn−1,
where the dimension of K is n, and recall the notation [K ,X ]f from Theo-

rem 6.3.2. Let f , g ∈ [K ,X ] and assume that φi ◦ f � φi ◦ g for all i. By induc-

tion, f |Kn−1 � g |Kn−1 and therefore g ∈ [K ,X ]f .
By Theorem 6.3.2 and the assumption that X is T -local, [K ,X ]f

is a ZT -nilpotent group, [K ,XTi ]φi◦f is a ZTi -nilpotent group, and

[K ,X ]f −→[K ,XTi ]φi◦f is localization at Ti. By Theorem 7.2.1(i), the map

[K ,X ]f −→
∏

i∈I[K ,XTi ]φi◦f

is a monomorphism. Since φi ◦ g = φi ◦ f = id in [K ,XTi ]φi◦f for each i,

f � g . �

remark 8.2.2. Except that we change the group theoretic starting point, mak-

ing use of Theorem 7.2.1(iii), the proof of (i) in Addendum 8.1.4 is exactly the

same.

example 8.2.3. The assumption that K is finite is essential. An easy coun-

terexample otherwise goes as follows. Let φ : Sn −→ Sn
T be localization at T ,

where n ≥ 2, and let Ti be the ith prime in T . Let K be the cofiber of φ, so that

we have a cofiber sequence

Sn
φ

��Sn
T

i
��K

π
��Sn+1

�φ

��Sn+1
T .

For each prime p ∈ T , φp : Sn
p −→ (Sn

T )p is an equivalence, hence so is �φp.

Since the localization at p of the cofiber sequence is again a cofiber sequence,

πp must be null homotopic. However, π itself is not null homotopic since, if

it were, the map �φ would have a left homotopy inverse and Z would be a

direct summand of ZT .
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When K has localizations, their universal property has the following con-

sequence, whose algebraic precursor is recorded in Lemma 7.1.8. It says that

to check whether or not two maps are homotopic, it suffices to check whether

or not they become homotopic after localization at each prime p.

corollary 8.2.4. Let f , g : K −→ X be maps, where K is a nilpotent finite CW

complex and X is a nilpotent space. Then f � g if and only if fp � gp for all

primes p.

proof. By the theorem, (φp∗) : [K ,X ] −→∏
p[K ,Xp] is injective. Since K

is nilpotent, we have φ∗p : [K ,Xp] ∼= [Kp,Xp]. Therefore the product of locali-

zations
[K ,X ] −→∏

p[Kp,Xp]
is injective. �

Retaining the notations of Theorem 8.2.1, observe that since ψi ◦φi � ψ

for each i the image of (φi)∗ in [K ,
∏

i∈I XTi ] factors through the pullback of

sets constructed from the lower and right legs of the diagram (8.1.2). For the

purposes of this proof, we give this pullback the abbreviated notation P[K ,X ].

theorem 8.2.5. The function

(φi)∗ : [K ,X ] −→ P[K ,X ]
is a bijection of sets.

proof. By Theorem 8.2.1, (φi)∗ is injective. We must show that it is sur-

jective. First consider the case K = Sn. We must show that (φi)∗ maps πn(X )

isomorphically onto the pullback of the diagram

∏
i∈I πn(XTi )

��

πn(XS)
(φi∗)S

�� (
∏

i∈I πn(XTi ))S.

This holds by Theorem 7.2.1(ii) since the groups πnX are T -local. The result

for a wedge of spheres again reduces to the case of a single sphere.

Assume that the result holds for Kn−1, where K has dimension n. Con-

sider an element (gi) ∈ P[K ,X ]. By the induction hypothesis there is a map
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e ∈ [Kn−1,X ] such that φi ◦ e = gi|Kn−1 for all i. Let J be a wedge of

(n− 1)-spheres, chosen so that K is the cofiber of a map j : J −→ Kn−1. Since
J is a wedge of (n− 1)-spheres,

(φi)∗ : [ J,X ] −→ P[ J,X ]
is an isomorphism. Consider the following diagram.

J
j

�� Kn−1
e

��
� �

��

X
φi

�� XTi

K

f


��������� gi

�������������������

Since φi ◦ e extends to gi, φi ◦ e ◦ j is trivial by the long exact sequence for a

cofibration. For maps from J, (φi∗) is a bijection by the previous case. There-

fore, e ◦ j is trivial and e extends to a map f ∈ [K ,X ]. Note that φi f |Kn−1 is

homotopic to gi|Kn−1 , but φi f is not necessarily homotopic to gi on all of K .

However, since φi f |Kn−1 ∼= gi|Kn−1 for all i, the maps (gi) define an element of

the nilpotent group given by the pullback of the diagram

∏
i∈I[K ,XTi ]φi◦f

�iψi∗
��

[K ,XS]
(φi∗)S

�� (
∏

i∈I[K ,XTi ]φ◦f )S.

By Theorems 6.3.2 and 7.2.1, there is an element g ∈ [K ,X ]f such that

φi ◦ g = gi for all i. �

example 8.2.6. The assumption that K is finite is again essential. Let

T = T1 ∪T2 be a partition of the set of all primes. If K = CP∞ and X = S3,

the square

[CP∞,S3] ��

��

[CP∞,S3
T1
]

��

[CP∞,S3
T2
] �� [CP∞,S3

0]

is not a pullback because the canonical map of lim1 terms
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lim1 [�CPn,S3] −→ lim1 [�CPn,S3
T1
]⊕ lim1 [�CPn,S3

T2
]

is not amonomorphism. The details are similar to those of §2.4; see [21, V.7.7].

While less important than the previous results, we record the following

observation since it does not appear in the literature.

proposition 8.2.7. If I is finite, then the formal sum
∏

i∈I[�K ,XTi ] −→ [�K ,XS]
is a surjection.

proof. The claim is that every element of the target is a product of elements

ψi∗(xi) from the source. Since [�K ,Y ] ∼= π1(F(K ,Y ), ∗) for any Y , this follows

fromTheorem 6.3.2 by inducting up the skeleta ofK and using Theorem 7.2.1.

�

remark 8.2.8. It is possible to relax the hypothesis on the space K in Theo-

rems 8.2.1 and 8.2.5 and in Proposition 8.2.7. If we take K to be a space with

finitely generated integral homology, then there is a finite CW complex K̄ and

a map f : K̄ −→ K such that

f ∗ : [K ,Y ] ∼= [K̄ ,Y ];
see, for example, [62, II.4.2, II.4.3]. Therefore, we may apply the cited results

to any space K with finitely generated integral homology.

8.3. Global to local fracture theorems: spaces

In this section, we follow §7.2 and prove the analogous global to local result,

namely Theorem 8.1.3. Thus letX be a T -local nilpotent space. Wemust prove

that the diagram

8.3.1 X
(φi)

��

φ

��

∏
i∈I XTi

φS

��

XS
(φi)S

�� (
∏

i∈I XTi )S

is always a homotopy pullback. Recall that part (ii) of Addendum 8.1.4 states

that the analogous diagram
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8.3.2 X
(φi)

��

φ

��

∏
i∈I XTi

�iψi

��

XS
�

�� ∏
i∈I XS

is generally not a homotopy pullback, even when X is f ZT -nilpotent. Re-

member that these diagrams are equivalent when the indexing set I is finite.

Recall too that Proposition 2.2.2 and Corollary 2.2.3 tell us how to compute

the homotopy groups of homotopy pullbacks. In particular, let α : G1 −→ G0

and β : G2 −→ G0 be homomorphisms of groups with pullback G. Con-

sider the corresponding homotopy pullback X of Eilenberg-Mac Lane spaces

K (−, n), taking the given groups to be abelian when n > 1. Let G1×G2 act on

G0 by g0(g1, g2) = α(g1)−1g0β(g2) with orbit set J. Then

πn−1(X ) = J and πn(X ) = G,

with πq(X ) = 0 otherwise. Of course, for a product of groups Gi, we have

K (
∏

Gi, n) �
∏

i K (Gi, n). Now Theorem 7.2.1(ii) implies the following result

since it shows that J is trivial in this case.

lemma 8.3.3. The diagram (8.3.1) is a homotopy pullback when X is a T-local

Eilenberg-Mac Lane space.

example 8.3.4. The diagram (8.3.2) is not a homotopy pullback in the case

whenX = K (Z, n) andTi is the ith prime number since, with additive notation,

Proposition 7.1.7 shows that J is nonzero in this case.

From here, we can prove that the diagram (8.3.1) is a homotopy pullback

by inducting up the Postnikov tower of X , as we will explain in §8.6. However,

we have a simpler alternative proof that directly mimics the proof in algebra.

It starts with the analogue of Lemma 7.1.8.

lemma 8.3.5. Let X and Y be T-local nilpotent spaces. A map f : X −→ Y is an

equivalence if and only if fTk : XTk −→ YTk is an equivalence for each k ∈ I.

proof. It suffices to show that f∗ : π∗(X ) −→ π∗(Y ) is an isomorphism if and

only if ( fTk )∗ : π∗(XTk ) −→ π∗(YTk ) is an isomorphism for all k. Thismeans that

( f∗)Tk : π∗(X )Tk −→ π∗(Y )Tk

is an isomorphism for all k. Lemma 7.1.8 gives the conclusion. �
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Recall from Proposition 6.2.5 that localization preserves homotopy pull-

backs.

theorem 8.3.6. The diagram (8.3.1) is a homotopy pullback for any T-local

nilpotent space X .

proof. Let P be the homotopy pullback displayed in the diagram

X
(φi)

,,******************

f

����������

φ

--+
++++++++++++++++

P ��

��

∏
i∈I XTi

φ

��

XS ��
(φi)S

�� (
∏

i∈I XTi )S.

The outer square commutes up to homotopy, hence there is a map f that

makes the diagram commute up to homotopy. We must show that f is an

equivalence. By Lemma 8.3.5 it suffices to show that fTk is an equivalence for

all k ∈ I. By Proposition 6.2.5, we obtain another homotopy pullback diagram

after localizing at Tk.

PTk
��

��

(
∏

i∈I XTi )Tk

��
(XS)Tk

�� ((
∏

i∈I XTi )S)Tk

Arguments exactly like those in the proof of Theorem 7.2.1(ii) imply that

this diagram is equivalent to the diagram

PTk
��

��

XTk × (
∏

i �=k XTi )S

ψk×id
��

XS
( id,(φi)S)

�� XS× (
∏

i �=k XTi )S.

To interpret this homotopy pullback, we assume or arrange that ψk is a fibra-

tion and then take the actual pullback. Here we are using actual identity maps
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where indicated, and we can apply Lemma 7.1.9 in the cartesian monoidal

category of spaces to conclude that the homotopy pullback is equivalent to

XTk . Parenthetically, we can also apply Lemma 7.1.9 in the homotopy cate-

gory of spaces, and we conclude that in this case the homotopy pullback is in

fact a pullback in the homotopy category. In any case, it follows that fTk is an

equivalence. �

remark 8.3.7. We repeat Remark 7.2.2, since it applies verbatim here. Theo-

rem 8.1.3 was proven under a finite generation hypothesis in Hilton, Mislin,

and Roitberg [62], and Hilton and Mislin later noticed that the hypothesis can

be removed [61]. That fact is not as well-known as it should be. We learned

both it and most of the elegant proof presented here from Bousfield.

8.4. Local to global fracture theorems: spaces

We here prove Theorem 8.1.3. Thus let Xi be a Ti-local nilpotent space and

Y be an S-local nilpotent space. Let ψi : Xi −→ Y be a localization at S for

each i. When the indexing set I is infinite, we assume that we have a for-

mal localization ω : Y −→ (
∏

i Xi)S. We then have the homotopy pullbacks

P and Q of (7.1.1) and (7.1.2). These are both homotopy pullbacks of dia-

grams of T -local spaces and are therefore T -local if they are connected, by

Proposition 6.2.5. Again, remember that these diagrams are equivalent when

the indexing set I is finite. In that case, it is clear from algebra that P and

Q are connected, and our definition of a formal localization ensures that P

is connected in general. However, the algebraic description of the homotopy

groups of a homotopy pullback in Proposition 2.2.2 shows that the homo-

topy groups of Q are quite badly behaved when I is infinite: quotients of the

huge ZS-module
∏

i∈I πn(Y ) appear with a shift of degree. In fact, Q is rarely

a connected space.

We must prove that the induced map PTk −→ Xk is an equivalence for all

k ∈ I. The proof follows the outline of the proofs in §7.4 and §8.3. As in the

latter section, we could start by using the algebraic result, Theorem 7.4.1, to

prove the following topological analogue.

lemma 8.4.1. The maps PTk −→ Xk are equivalences when the Xi are Ti-local

Eilenberg-Mac Lane spaces.

However, an argument precisely like the proofs of Theorem 7.4.1(ii) and

Theorem 8.1.3 gives the general conclusion directly.
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theorem 8.4.2. The maps PTk −→ Xk are equivalences.

proof. Let P be the homotopy pullback displayed in (8.1.6). We have as-

sumed that P is connected, and by Proposition 6.2.5 we obtain another

homotopy pullback diagram after localizing at Tk.

PTk
��

��

(
∏

i∈I Xi)Tk

��
YTk

ω

�� ((
∏

i∈I Xi)S)Tk

Arguments exactly like those in the proof of Theorem 7.2.1(ii) imply that this

diagram is equivalent to the diagram

PTk
��

��

Xk× (
∏

i �=k Xi)S

ψk×id
��

Y
( id,π2ω)

�� Y × (
∏

i �=k Xi)S,

where π2 denotes the evident projection. The description of the right vertical

arrow depends only on the ψi and not ω, but the assumed compatibility of ω

with � ensures that its localization at Tk takes the required form ( id,π2ω).

Lemma 7.1.9 applies to show that the homotopy pullback PTk is equivalent to

Xk (and is a pullback in the homotopy category). �

When I is infinite, we do not have an alternative inductive proof since

we must start with a formal localization and it is not clear how those behave

with respect to Postnikov towers. When I is finite, the formal localization

is equivalent to � : Y −→∏
i Y and we do have such a proof, as we explain

in §8.6.

8.5. The genus of nilpotent spaces

Much early work in the theory of localization focused on the concept of genus,

whichwas introduced byMislin [105] in the context ofH-spaces. The literature

is quite extensive and we refer the reader to the survey [100] of McGibbon for

further information and many references. We first introduce the idea, state



“530-46909_Ch08_6P.tex” — 8/25/2011 — 10:37 — page 166

−1
0

+1

166 / fracture theorems for localization: spaces

some key results, and give some examples, without proofs. We then describe

how the notion of a formal localization applies to the analysis of the extended

genus. As in §7.5, we assume that T is the set of all primes, S is the empty set,

and Ti is the set consisting of just the ith prime number pi.

definition 8.5.1. Let X be a nilpotent space. The extended genus of X , de-

noted G(X ), is the collection of homotopy types of nilpotent spaces X ′ whose
localizations at all primes p are equivalent to those ofX . WhenX is f -nilpotent,

the genus of X , denoted G(X ), is the collection of f -nilpotent homotopy types

in G(X ). A property of f -nilpotent spaces is said to be generic if it holds for all

(or none) of the spaces in a given genus.

As we shall explain in §13.6, use of completions rather than localizations

leads to two interesting variant notions of the genus of a space. A little thought

about the structureoffinitely generated abeliangroups and theuniversal coeffi-

cient theorem gives the following consequence of the fact that the genus of any

finitely generated abelian group has a single element. For the last statement,

see [100, p. 82].

proposition 8.5.2. Homology groups and homotopy groups, except for the fun-

damental group if it is non-abelian, are generic. While the integral cohomology

groups are generic, the integral cohomology ring is not.

example 8.5.3. Example 7.5.7 implies that the fundamental group is not

generic.

Perhaps for this reason, but also because of the difficulty of computations,

the study of the genus is generally restricted to simply connected spaces of

finite type. The extended genus is generally very large, probably too large to be

of interest in its own right. For example, Example 7.5.5 and Proposition 7.5.6

have the following consequence.

example 8.5.4. The extended genus of K (Z, n) is uncountable for n ≥ 1. The

genus of K (A, n) has a single element for any finitely generated abelian

group A.

McGibbon generalized this example to the following result [101, Thm. 2].

theorem 8.5.5. Let X be simply connected of finite type and assume that either

Hn(X ;Z) = 0 or πn(X ) = 0 for all but finitely many n. Then the extended genus of
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X is finite if and only if X0 is contractible. If X0 is not contractible, the extended

genus of X is uncountable.

In contrast, Wilkerson [144] proved the following opposite conclusion for

the genus; see also [100, Thm. 1].

theorem 8.5.6. Let X be simply connected of finite type and assume that either

Hn(X ;Z) = 0 or πn(X ) = 0 for all but finitely many n. Then the genus of X is finite.

Having the homotopy type of a finite CW complex is not a generic property,

by a counterexample of Mislin [106]. Being of the homotopy type of a space

with finitely generated integral homology is generic, and that gives interest

to Remark 8.2.8. Results of Zabrodsky [146, 2.9] and Mislin [107] give the

following conclusion, and Zabrodsky’s work in [146] gives a complete recipe

for the computation of the genus in this case.

theorem 8.5.7. The property of being a finite H-space is generic.

A beautiful worked out example was given by Rector [117].

theorem 8.5.8. The genus of HP∞ is uncountably infinite.

For comparison, McGibbon [99] computed the genus of the finite nilpotent

projective spaces RP2n+1, CPn and HPn for 1 ≤ n <∞. For these spaces X ,

he uses pullbacks over X to give the set G(X ) a group structure and proves the

following result.

theorem 8.5.9. Let n be a positive integer.

(i) G(RP2n+1) = 1,

(ii) G(CPn) = 1,

(iii) G(HPn) ∼= Z/2⊕ · · ·⊕Z/2, where the number of factors equals the number

of primes p such that 2 ≤ p ≤ 2n− 1.

As in the case of nilpotent groups, asking how unique formal localizations

are gives a starting point of the analysis of the extended genus, and one can

then seek the actual genus inside that. Again, a general idea is to exploit finite

partitions of theprimes andCorollary 8.1.11, and that leads tomanyof themost

interesting examples. We shall say just a little more about that in §9.4, where

we consider fracture theorems for finite H-spaces. Although we shall not cor-

relate this approach to the analysis of the genus with the existing literature
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in this book, the flavor is much the same. Many known calculations rely on

an understanding of double cosets of homotopy automorphism groups, and

we indicate their relevance, following §7.5. Roughly speaking, the conclu-

sion is that, under suitable hypotheses, elements of the extended genus of an

f -nilpotent space are in bijective correspondence with the double cosets

hAut(X0)\∏i hAut(X0)/
∏

i hAut(Xi),

where hAut denotes the group of self-homotopy equivalences of a space X .

Any nilpotent space X is equivalent to a homotopy pullback P constructed

from rationalizations ψi of its localizations Xi at pi and a formal localization

ω : X0 −→ (
∏

i Xi)0 of its rationalizationX0. Sincewe are only trying to classify

homotopy types, we can use the same spaces Xi and X0 to construct a repre-

sentative for each homotopy type in the same genus as X . Theψi can vary, the

variationbeinggivenby a self-homotopy equivalence ξi of the rational nilpotent

space X0. Similarly, the rationalization of
∏

i Xi can vary by a self-equivalence

of the rational nilpotent space (
∏

i Xi)0. Notice that Theorem 7.2.1(ii) and

Corollary 2.2.3 imply that the homotopy groups πn(P) are isomorphic to the

pullbacks πn(X0)×πn((
∏

i Xi)0) πn(
∏

i Xi) for any space P in the same extended

genus as X ; any variation is in the maps that define these pullbacks. As

already noted, the homotopy groups are genericwhenX is simply connected of

finite type.

To be more precise, up to equivalence any two spaces X and X ′ in the same

genus can be represented as homotopy pullbacks P and P′ as displayed in the

top triangles of commutative diagrams

P

))����������

��$$$$$$$$$$

X0

ω
��

� �����������
(
∏

i Xi)0

(π̃i)

��

∏
i Xi

φ0
��

(ψi)))&&&&&&&&&

∏
i X0

and P′

))����������

��,,,,,,,,,,

X0

ω′
��

� �����������
(
∏

i Xi)0

(π̃ ′i )

��

∏
i Xi

φ′0
��

(ψ ′i )))&&&&&&&&&

∏
i X0.

Here π̃i is the map (
∏

i Xi)0 −→ X0, unique up to homotopy, such that

π̃i ◦φ0 � ψi ◦πi, and similarly for π̃ ′i . Usually the homotopy pullbacks of

(ω,φ0) and (ω′,φ′0) are not equivalent. We fix a reference pullback P � X

and have the following result. It is less satisfactory than its algebraic analogue

Proposition 7.5.2 but serves to give the idea.
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proposition 8.5.10. Assume that

(π̃i)∗ : [X0, (
∏

i

Xi)0] −→ [X0,
∏

i

X0]

is a monomorphism. Then the extended genus of X is in bijective correspondence

with a subset of

hAut(X0)\∏i hAut(X0)/
∏

i hAut(Xi).

proof. Since (π̃i)∗ is a monomorphism, the homotopy class of ω is uniquely

determined by the requirement that π̃i ◦ω � id for all i. Similarly, the homo-

topy class of the localization φ0 is uniquely determined by the ψi. Since

localizations are unique up to equivalences of their targets, we see that (π̃ ′i )∗
is also a monomorphism and ω′ and φ′0 are also uniquely determined.

The double cosets of the statement are defined with respect to

the diagonal � : h Aut (X0) −→∏
i h Aut (X0) and the homomorphisms

h Aut (Xi) −→ h Aut (X0) that send a self-equivalence ζi of Xi to the self-

equivalence ζ̃i of X0, unique up to homotopy, such that ζ̃i ◦ψi = ψi ◦ ζi. This

definition refers to the ψi of the fixed-reference pullback P. We must restrict

to the double cosets of K (which is not claimed to be a subgroup).

At this point the analysis diverges from the algebraic setting, since the

homotopy pullbacksP andQ of (ω,φ0) and (�, (ψi)) are not only not equivalent

but, in contrast to Proposition 8.5.2, they can have very different homotopy

groups. This means that we cannot even take for granted the existence of

formal localizations ω′ for all choices of the ψ ′i . However, since we are trying

to determine the extended genus, we are starting with given global spaces that

determine the required formal localizations.

For each P′ and each i, there is a self-equivalence ξ ′ of X0 such that

ξ ′i ◦ψi � ψ ′i . Let K be the subset of
∏

i hAut(X0) consisting of those ξ = (ξ ′)
such that the ψ ′i admit a formal localization ω′, necessarily unique. Sending
ξ to the homotopy class of the pullback P′, we obtain a surjection from K to

the extended genus of X .

The double cosets of the statement are defined with respect to

the diagonal � : h Aut (X0) −→∏
i h Aut (X0) and the homomorphisms

h Aut (Xi) −→ h Aut (X0) that send a self-equivalence ζi of Xi to the self-

equivalence ζ̃i of X0, unique up to homotopy, such that ζ̃i ◦ψi = ψi ◦ ζi. This

definition refers to the ψi of the fixed reference pullback P. We must restrict

to the double cosets of K1.

1. We do not claim that K is a subgroup of
∏

i h Aut (X0) in general, but we expect the two to
be equal in reasonable examples.
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Suppose we have a homotopy equivalence ζ : P′ −→ P′′ between two such

pullbacks and consider the following diagram, in which the front and back

squares are pullbacks.

8.5.11

P′ ��

��

ζ

..-
------

∏
i∈I Xi

(ζi) ��,,,,,,,,,

φ0′
��

(ψ ′i )

��...............................

P′′ ��

��

∏
i∈I Xi

φ′′0
�� (ψ ′′i ) 

))))))))))))))))))))))))))))

X0

ζ0 ..-
------

ω′
�� (

∏
i∈I Xi )0

ζ̃0 ��,,,,,,,,,

(π̃ ′i )
�� ∏

i X0

(ζ0)

��							

X0
ω′′

�� (
∏

i∈I Xi)0
(π̃ ′′i )

�� ∏
i X0

The unlabeled left vertical arrows are rationalizations and the coordinates

of the unlabeled top horizontal arrows are localizations at pi. The universal

properties of localizations give self-equivalences ζi of Xi and ζ0 of X0 making

the top and left squares homotopy commutative. There is a map ζ̃0, unique

up to homotopy, thatmakes the bottom square commute up to homotopy, and

then the right squaremust also commute up to homotopy. We have completed

the diagram to the right to aid in identifying the double coset interpretation.

As above, we have a self-equivalence ζ̃i ofX0 such that ζ̃i ◦ψi � ψi ◦ ζi. We also

have self-equivalences ξ ′ and ξ ′′ of X0 such that ξ ′i ◦ψi � ψ ′i and ξ
′′
i ◦ψi � ψ ′′i .

Choosing homotopy inverses ζ̃−1i , we see that ξ ′′i � ζ0 ◦ ζ ′i ◦ ζ̃−1i . Running the

argument in reverse, we see that if ξ ′ and ξ ′′ are in the same double coset,

then we obtain an equivalence ζ as in (8.5.11). �

8.6. Alternative proofs of the fracture theorems

Weexplain parenthetically how to prove Theorems 8.1.3 and 8.1.7 by inducting

up Postnikov towers. This uses an easy but useful general observation about

homotopy pullbacks. We shall make essential use of it later.

proposition 8.6.1. Consider the following homotopy commutative diagram.
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A1 ��

��

A0

��

A2��

��

A

��
C1 �� C0 C2�� C

B1 ��

++

B0

++

B2��

++

B

++

P1 �� P0 P2��

Let the column and row displayed to the right and at the bottom be obtained by

passage to homotopy pullbacks from the corresponding rows and columns of the

diagram. Let D be the homotopy pullback of the column at the right and P be the

homotopy pullback of the row at the bottom. Then D and P are equivalent.

proof. If the diagram commutes and D and P are the actual pullbacks, then

the conclusion holds by the well-known and easy categorical analogue that

pullbacks of pullbacks are pullbacks [80, IX, §8]. To calculate the six given

homotopy pullbacks, we must use the mapping path fibration to replace at

least one of the two maps with a common target in each row and column

of the diagram by a fibration and then take actual pullbacks, and a diagram

chase shows that we can simultaneously make the diagram commute rather

than just commute up to homotopy. We claim that judicious choices make

one of the two maps in the induced column and row a fibration. That reduces

the homotopy pullbacks to actual pullbacks to which the categorical analogue

applies. We choose to replace the maps

A1 −→ A0, B2 −→ B0, A2 −→ C2, B1 −→ C1, C1 −→ C0, and B0 −→ C0

by fibrations (the last two choices being arbitrary). With these choices, the

induced maps of pullbacks A −→ C and P2 −→ P0 are also fibrations. By

symmetry, we need only prove the first of these. Thus suppose given a lifting

problem

Y ��

��

A

��
Y × I ��

λ
���

�
�

�
�

C.
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Weuse thatA2 −→ C2 is a fibration to obtain a lift λ2 in the following diagram,

and we then use that A1 −→ A0 is a fibration to obtain a lift λ1.

Y

��

�� A

��

//����������������

00////////////////

A1

��
A0 A2��

��
C2

Y × I

λ2



���������������������

λ1

110000000000000000000000000
�� C

��							

The lifts λ1 and λ2 induce the required lift λ into the pullback A. �

example 8.6.2. As a perhaps amusing example, observe that�X is the homo-

topy pullback of the diagram ∗ −→ X ←− ∗. If P is the homotopy pullback of

maps f : X −→ A and g : Y −→ A, then the proposition shows that�P is the

homotopy pullback of the maps�f and�g . As a more serious example, when

g is ∗ −→ A, P is the fiber of f . We shall shortly specialize Proposition 8.6.1 to

the case when one of the columns is trivial and we are considering pullbacks

of fibers.

Proposition 8.6.1 specializes to give the inductive step of the promised

alternative proof that the diagram (8.3.1) is a homotopy pullback. To see that,

suppose that the conclusion holds for a T -local space X and let Y be the

fiber of a map k : X −→ K , where, for definiteness, K is a simply connected

T -local Eilenberg-Mac Lane space. Note that Y is the homotopy pullback of k

and the trivial map ∗ −→ K , or the actual pullback of k and the path space

fibration PK −→ K . We apply Proposition 8.6.1 to the following homotopy

commutative diagram. The homotopy pullbacks of its rows are as indicated

in the column at the right since localizations preserve homotopy pullbacks by

Proposition 6.2.5. The homotopy pullbacks of its columns are as indicated in

the row at the bottom by Lemma 8.3.3 and asssumption.
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∏
XTi

�kTi
��

φS

��

∏
KTi

φS

��

∗��

��

∏
YTi

φS

��

(
∏

XTi )S
(�ki)S

�� (
∏

KTi )S ∗�� (
∏

YTi )S

XS
kS

��

(φi)S

++

KS

(φi)S

++

∗��

++

YS

(φi)S

++

X �� K ∗��

By Proposition 8.6.1, Y is equivalent to the homotopy pullback of the right

column.

Finally, we show how to prove inductively that the maps PTk −→ Xk of §8.4

are equivalences when I is finite. We can apply the following result to each

stage of compatible Postnikov towers for the Xi and Y and then pass to limits.

lemma 8.6.3. Let Ki be a Ti-local, simply connected Eilenberg-Mac Lane space, L

be an S-local, simply connected Eilenberg-Mac Lane space, and ψi : Ki −→ L be a

localization at S. Let Xi be a Ti-local space, Y be an S-local space, andψi : Xi −→ Y

be a localization at S. Let X ′i and Y ′ be the fibers of maps ki : Xi −→ Ki and a map

� : Y −→ L such that �ψi � ψki for all i and consider the following diagram.

∏
Xi

�ki
��

ψi

��

∏
KTi

ψi

��

∗��

��

∏
X ′i

ψi

��
∏

Y
��

�� ∏
L ∗�� ∏

Y ′

Y
�

��

�

++

L

�

++

∗��

++

Y ′

�

++

P �� P0 ∗�� P′,

where P, P0, and P′ are the homotopy pullbacks of the columns above them. Assume

that P −→ Xk is a localization at Tk for each k. Then P′ −→ X ′k is a localization

at Tk for each k.
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proof. There is a map � as stated because localization commutes with finite

products. More precisely, this is a consequence of Lemma 8.1.10. By Proposi-

tion 8.6.1, P′ is the fiber of the map P −→ P0, and for each k there results a

map of fiber sequences

P′ ��

��

P ��

��

P0

��
X ′k �� Xk

�� Kk.

The spaceX ′k isTk-local by Theorem5.3.1. Themiddle and right vertical arrows

are localizations at Tk by assumption and Lemma 8.4.1. Therefore, by the five

lemma applied to homotopy groups, the left vertical arrow is a localization

at k. �
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RATIONAL H -SPACES AND
FRACTURE THEOREMS

We here describe the category of rational H-spaces and apply this to give more

algebraically calculational fracture theorems for H-spaces. Rather tautologi-

cally, a major theme of algebraic topology is the algebraization of homotopy

theory. In some cases, the algebraization is complete, and this is true for

rational homotopy theory, as proven by Quillen [115] and Sullivan [134]; see

also Bousfield and Gugenheim [20] and Félix, Halperin, and Thomas [48].

However, the algebraization of the rational homotopy theory of H-spaces is

elementary, depending only on the structure theory for Hopf algebras that we

shall develop in Chapter 22. The readermay want to look at that chapter before

reading this one.

After describing the cited algebraization, we show how to give it more

topological content via the Samelson product on homotopy groups. This gives

a Lie algebra structure on π∗(X ) for a connected H-group X (as defined in

Definition 9.2.1) such that the Lie algebra π∗(X )⊗Q is determined by the

Hopf algebra H∗(X ;Q). This leads to an all too brief discussion of Whitehead

products, which are the starting point for serious work in unstable homotopy

theory. We then return to fracture theorems and describe how such results

can be algebraicized when restricted to H-spaces.

In this chapter, we agree to say that a rational space Y is of finite type if

its integral, or equivalently rational, homology groups are finite dimensional

vector spaces over Q.

9.1. The structure of rational H-spaces

We shall prove the following basic result, which describes the homotopy types

of rational H-spaces.

175
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theorem 9.1.1. If Y is a connected rational H-space of finite type, then Y is

equivalent to a product×nK (πn(Y ), n) of rational Eilenberg-Mac Lane spaces. If Y

is finite (as a rational CW complex), then πn(Y ) = 0 for all even n.

The finite type hypothesis is needed due to the topology rather than the

algebra. The problem is the lack of a Künneth theorem for infinite products.

Since the k-invariants of X0 are the rationalizations of the k-invariants of

X , the theorem has the following implication.

corollary 9.1.2. The k-invariants of an H-space X that is rationally of finite

type are torsion classes. If X is finite (as a CW complex), then X has the rational

homotopy type of a finite product of odd dimensional spheres.

When X is finite, the number of spherical factors is the rank of X and the

list of their dimensions is the type of X . The classification problem for finite

H-spaces considers thoseX with the same rank and type. WhenX is a compact

Lie group, this notion of rank coincides with the classical one: the rank of X

is the dimension of a maximal torus.

The multiplication on an H-space X determines a comultiplication on the

rational cohomology of X . This is compatible with the multiplication induced

on H∗(X ;Q) by the diagonal map and so H∗(X ;Q) is a commutative and asso-

ciative quasi-Hopf algebra. Here “quasi” refers to the fact that the coproduct

need not be coassociative since the product on X need not be homotopy asso-

ciative. The proof of Theorem9.1.1 is based on the following structure theorem

for rational quasi-Hopf algebras, which is Theorem 22.4.1.

theorem 9.1.3. If A is a commutative, associative, and connected quasi-Hopf

algebra over Q, then A is isomorphic as an algebra to the tensor product of an exterior

algebra on odd degree generators and a polynomial algebra on even degree gen-

erators.

We calculated the rational cohomology of K (Q; n) in Proposition 6.7.2. It

is the polynomial algebra P[ιn] if n is even and the exterior algebra E[ιn] if
n is odd.

proof of theorem 9.1.1. By Theorem 9.1.3, the rational cohomology of

X is a tensor product of exterior and polynomial algebras. We can choose

representative maps X −→ K (Q, n) for the generators and take them as the

coordinates of a map f from X to a product of K (Q, n)’s. The map f induces
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an isomorphism on rational cohomology and therefore, by our finite type

hypothesis, on rational homology. Since the source and target of f are simple

and rational, the Q-equivalence f must be an equivalence. �

While our interest is inH-spaces, the proofmakes clear that the conclusion

applies to any simple rational space of finite type whose rational cohomology

is a free commutative Q-algebra.

We can elaborate the argument to obtain an equivalence of categories.

theorem 9.1.4. Rational cohomology defines a contravariant equivalence from

the homotopy category of rational connected H-spaces of finite type to the cat-

egory of commutative, associative, and connected quasi-Hopf algebras of finite

type.

proof. The required contravariant functor S from H-spaces to Hopf alge-

bras is given by S(Y ) = H∗(Y ;Q). The inverse functor T from Hopf algebras

to H-spaces assigns to a Hopf algebra A the product of Eilenberg-Mac Lane

spaces K (Q, n), one for each algebra generator of degree n. This fixes the space

and therefore the cohomology algebra, but it does not fix the H-space struc-

ture. The coproduct ψ : A −→ A⊗A sends each generator x of degree n to an

element ofA⊗A of degree n. By the Künneth theorem, wemay identifyA⊗A

with H∗(Y ×Y ;Q). By the representability of cohomology, the element ψ(x)

is represented by a map Y ×Y to K (Q, n). These maps are the coordinates of

the product Y ×Y −→ Y that makes Y into an H-space. A moment’s reflec-

tion will convince the reader that ST(A) is isomorphic to A as a quasi-Hopf

algebra, and it follows from Theorem 9.1.1 that TS(Y ) is equivalent to Y as an

H-space. �

It is clear from the proof that this equivalence of categories provides a

dictionary for translating topological properties into algebraic properties. For

example, we have the following elaborations.

proposition 9.1.5. A rational H-space Y of finite type is homotopy associative

(or homotopy commutative) if and only if H∗(Y ;Q) is coassociative (or cocommu-

tative). If Y is of finite homological dimension, so that H∗(Y ;Q) is an exterior

algebra, then Y is homotopy associative if and only if Y is equivalent as an

H-space to a finite product of spaces K (Q, 2n− 1). In particular, it is then homotopy

commutative.
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proof. The first statement is clear. For the second, if Y is of finite homo-

logical dimension, then, as we shall prove in Corollary 22.4.3, H∗(Y ;Q) is

an exterior Hopf algebra. This means that its generators x are primitive,

ψ(x) = x⊗ 1+ 1⊗ x. Since the fundamental classes of Eilenberg-Mac Lane

spaces are clearly primitive, the conclusion follows. For the last statement,

recall from [93, p. 127] that Eilenberg-Mac Lane spaces can be constructed as

commutative topological groups. �

9.2. The Samelson product and H∗(X ; QQQ)

In this digressive section, which elaborates on [104, App.], we show that there

is a conceptual topological way of interpreting the homologyH∗(X ;Q) when X

is a connected homotopy associative H-space, not necessarily of finite homo-

logical dimension. We begin with some preliminaries on the structure of

H-spaces.

definition 9.2.1. An H-monoid is a homotopy associative H-space. An

H-group is an H-monoid with a map χ providing inverses up to homotopy,

so that

μ ◦ ( id× χ ) ◦� � ∗ � μ ◦ (χ × id ) ◦�,

where ∗ denotes the trivial map at the unit element e and μ is the product.

If we abuse notation by writing χ (x) = x−1 and writing μ(x, y) = xy, then

the condition becomes “xx−1 = e = x−1x” up to homotopy. An H-monoid

is grouplike if π0(X ) is a group under the product induced by the product

on X .

More elegantly, an H-space X is an H-monoid if the functor [−,X ] is
monoid–valued and is anH-group if the functor [−,X ] is group-valued. Using

the uniqueness of inverses in a group, a formal argument shows that if X is an

H-monoid, then it is anH-group if we have either of the homotopies displayed

in the definition; the other will follow. Note in particular that the set [S0,X ]
of components is then a group, so that an H-group is necessarily grouplike.

Less obviously, the converse often holds.

lemma 9.2.2. A connected H-monoid is an H-group.

proof. Define the “shearing map” ξ : X ×X −→ X ×X by ξ (x, y) = (x, xy).

On πn(X )×πn(X ), including n = 1, it induces the homomorphism of abelian
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groups that sends (a, b) to (a, a+ b). This is an isomorphism; its

inverse sends (a, b) to (a, b− a). Therefore ξ induces an isomorphism

on homotopy groups and is an equivalence. Choose a homotopy inverse

ξ−1 and define χ = π2 ◦ ξ−1 ◦ ι1, where ι1(x) = (x, e) and π2(x, y) = y.

Then since ξ−1 is homotopy inverse to ξ , π1 ◦ ξ−1 is homotopic to π1,

and μ ◦ ξ−1 is homotopic to π2. Using the first of these, we see that

( id×χ ) ◦�= ( id×π2) ◦ ( id×ξ−1) ◦ ( id×ι1) ◦� is homotopic to ξ−1 ◦ ι1.
Using the second, we see thatμ ◦ ξ−1 ◦ ι1 is homotopic to the constantmap. �

Digressing from our usual assumption that X is connected, we have the

following weaker analogue. We shall make use of it later, when proving Bott

periodicity.

lemma 9.2.3. If X is a grouplike H-monoid, then H is homotopy equivalent to

Xe×π0(X ), where Xe denotes the component of the unit element e. If, further, X

is homotopy commutative, then X is equivalent to Xe×π0(X ) as an H-space and

therefore X is an H-group.

proof. Choose a basepoint xi in each component [xi], taking e in the com-

ponent [e] = Xe. Write yi for the basepoint in the component inverse to [xi]
in π0(X ). Define μ : X −→ Xe×π0(X ) by μ(x) = (xyi, [xi]) for x ∈ [xi] and
define ν : Xe×π0(X ) −→ X by ν(x, [xi]) = xxi. Then μ and ν are inverse

equivalences, and they are maps of H-spaces if X is homotopy com-

mutative. �

Now consider the rational homology of a connected H-group X . Since

the Hopf algebra H∗(X ;Q) is cocommutative, it is primitively generated and

is therefore isomorphic to the universal enveloping algebra U(P), where P

denotes the Lie algebra (under the commutator) of primitive elements in

H∗(X ;Q). This statement is explained and proven in Theorem 22.3.1 and

Corollary 22.3.3. The vector space of primitive elements depends only on

the coproduct of H∗(X ;Q) and therefore depends only on the diagonal map

of X , not on its product. Therefore, as a vector space, P can be identified

with the primitive elements in the homology of the product of Eilenberg-

Mac Lane spaces that is equivalent to the rationalization of X . However,

a moment’s thought makes clear that the Hurewicz homomorphism for a

rational Eilenberg-Mac Lane space identifies its homotopy groups with the

primitive elements in its rational homology. Therefore that is also true for the

rationalization X0. This proves the following result.
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proposition 9.2.4. The Hurewicz homomorphism

h : π∗(X0) −→ H∗(X0;Z) ∼= H∗(X ;Q)

is a monomorphism whose image is the vector subspace of primitive elements.

This raises the question of whether there is a homotopical construction

of a Lie bracket on π∗(X ) for an H-group X that is compatible under the

Hurewicz homomorphism with the commutator in H∗(X ;Z). The answer is

that indeed there is. The relevant product on homotopy groups is called the

Samelson product, andwe shall define it shortly. The discussion just givenwill

then have the following immediate implication. Here and below, when X is

connected, we understand π∗(X ) to mean the graded abelian group consisting

of the homotopy groups of X in positive degrees.

theorem 9.2.5. Let X be a connected H-group of finite type. Then H∗(X ;Q) is

isomorphic as a Hopf algebra to U(π∗(X )⊗Q), where π∗(X ) is regarded as a Lie

algebra under the Samelson product.

definition 9.2.6. Let X be an H-group. Write χ (x) = x−1 and define a map

φ : X ×X −→ X by

φ(x, y) = (xy)(x−1y−1).

As noted above Proposition 1.4.3, we may assume that e is a strict two-sided

unit element, and a similar use of the nondegeneracy of the basepoint e shows

that φ is homotopic to a map φ′ that restricts to the trivial map on X ∨X and

thus factors through X ∧X . For based spaces J and K , define the generalized

Samelson product

〈−,−〉 : [ J,X ]⊗ [K ,X ] −→ [ J ∧K ,X ]
by 〈 f , g〉 = [φ′ ◦ ( f ∧ g)]. Specializing to J = Sp and K = Sq, this gives the

Samelson product

〈−,−〉 : πp(X )⊗πq(X ) −→ πp+q(X ).

proposition 9.2.7. Let X be an H-group. If x ∈ Hp(X ;Z) and y ∈ Hq(X ;Z)

are primitive, then

φ∗(x⊗ y) = xy− (− 1)pqyx ≡ [x, y].
Therefore the Hurewicz homomorphism h : π∗(X ) −→ H̃∗(X ;Z) satisfies

h(〈 f , g〉) = [h(x), h(y)].
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proof. The map φ is defined by the commutative diagram

X ×X

φ

��

�×�
�� X ×X ×X ×X

id×t×id
�� X ×X ×X ×X

id×id×χ×χ
��

X X ×X
μ

�� X ×X ×X ×X .
μ×μ

��

For a primitive element x, �∗(x) = x⊗ 1+ 1⊗ x and χ (x) = −x, by (21.3.4).

From here, a simple chase of the displayed diagram gives the first statement.

Since h( f ∧ g) = h( f )⊗ h(g), the second statement follows. �

For connected rationalH-groups Y , h : π∗(Y ) −→ H̃∗(Y ;Q) is a monomor-

phism, and it follows that π∗(Y ) is a Lie algebra under the Samelson product.

Since π∗(X0) is π∗(X )⊗Q, the rationalization of π∗(X ) is a Lie algebra for any

connected H-group. It requires more work to show that π∗(X ) is itself a Lie

algebra.We only sketch the proof. Complete detailsmay be found in [143, X§5].

proposition 9.2.8. For a connected H-group X , π∗(X ) is a Lie algebra under

the Samelson product.

sketch proof. We need three preliminaries, the first of which is group

theoretical. Recall that the lower central series {�i} of a group G is given by

�1 = G and, inductively, �i+1 = [�i,G]. If {Gi} is any central series of G,

starting as usual with G0 = G, then �i ⊂ Gi−1. If G is nilpotent of class m,

then �m+1 = 0, and it follows that all iterated commutators of length m+ 1

are zero. By [148, pp. 82–84], for x, y, z ∈ G,

9.2.9 [x, yz] ≡ [x, y][x, z] mod �3

and

9.2.10 [x, [y, z]][y, [z, x]][z, [x, y]] ≡ 1 mod �4.

Second, we need the notion of the category of a space. For finite based

connectedCWcomplexesXi, 1 ≤ i ≤ k, filter the productY = X1× · · ·×Xk by

letting (x1, . . . , xk) be in FjY if at least k− j of the coordinates xi are basepoints.

Thus F0Y is a point, F1Y is the wedge of the Xi, and so on, with FnY = Y .

Taking all Xi = X , say that the category of X is less than k if the diagonal map

� : (X , ∗) −→ (Xk,Fk−1Xk) is homotopic to a map into Fk−1Xk. It follows that

X has category less than k+ 1. The category of X , denoted cat(X ), is defined
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to be the minimal k such that X has category less than k+ 1. When k = 0, this

means that X is contractible.

Third, we need the calculation of cat(Y ) when Y is a product of spheres. A

stratification of X of height k is a filtration by subcomplexes FjX , 1 ≤ j ≤ k,

such that F0X = ∗, the boundary of each cell in FjX is contained in Fj−1X ,

and FkX = X . If X has such a stratification, then cat(X ) ≤ k; in particular,

cat(X ) ≤ dim(X ). For a lower bound on cat(X ), one checks that if X has cate-

gory less than k, then the product of any k elements in H̃∗(X ;Z) is zero. Now let

Xi = Spi, pi ≥ 1, and Y = X1× · · ·×Xk. The filtration of Y above is a stratifi-

cation of height k, hence cat(Y ) ≤ k, and equality follows since the product of

the k fundamental classes is nonzero.

Now return to our H-group X . Let K be a finite CW complex. If cat(X ) = k,

one proves that the groupG = [K ,X ] is nilpotent of class atmost k [143, X.3.6].

For a more explicit result, suppose that K has a stratification FjK , 1 ≤ j ≤ k.

Define Gj ⊂ G to be the set of maps in f ∈ [K ,X ] such that f |FjK is null

homotopic. Then {Gi} is a central series for G [143, X.3.10].

We apply all of this with K taken to be a product of either 2 or 3 spheres,

so that cat(K ) = 2 or cat(K ) = 3. We conclude that all double commutators

[x, [y, z]] vanish in the group [Sp×Sq,X ] and all triple commutators vanish in

the group [Sp×Sq×Sr ,X ]. Noticing that the maps [K ∧ L,X ] −→ [K × L,X ]
are monomorphisms, and similarly for K ∧ L∧M, we see that we can check

the required algebraic identities by working either in the group [Sp×Sq,X ], in
which �3 ⊂ G2 = 0, or in the group [Sp×Sq×Sr ,X ], in which �4 ⊂ G3 = 0.

For example, to check that 〈 f , g + h〉 = 〈 f , g〉+ 〈 f , h〉, for f ∈ πp(X )

and g , h ∈ πq(X ), we map these homotopy groups to the group

[Sp×Sq,X ], where the equation holds modulo �3 = 0 by (9.2.9). The

proof that 〈 f , g〉+ (− 1)pq〈g , f 〉 works similarly, using that

t : Sp+q = Sp ∧Sq −→ Sq ∧Sp ∼= Sq+p has degree (− 1)pq. Similarly, for

f ∈ πp(X ), g ∈ πq(X ), and h ∈ πr (X ), the Jacobi identity

(− 1)pr 〈 f , 〈g , h〉〉+ (− 1)pq〈g , 〈h, f 〉〉+ (− 1)rq〈h, 〈 f , g〉〉 = 0

can be deduced from the equation (9.2.10) in the group [Sp×Sq×Sr ,X ]. The
signs enter from transpositions needed to arrange that all elements lie in this

group. �

9.3. The Whitehead product

In this even more digressive section, we briefly describe the Whitehead prod-

uct, which is fundamental in the deeper parts of unstable homotopy theory
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and is conspicuous by its absence from [93]. It is most easily defined as a

special case of the Samelson product. That is the approach that we shall take,

although it risks obscuring the importance of the definition.

For any based spaces J and X , we may identify [�J,X ] with [ J,�X ]. It is
relevant to signs that we write suspensions on the right, �J = J ∧S1. Since

�X is an H-group under concatenation of paths, we have the generalized

Samelson product

〈−,−〉 : [ J,�X ]⊗ [K ,�X ] −→ [ J ∧K ,�X ].
We rewrite this as

[−,−] : [�J,X ]⊗ [�K ,X ] −→ [�( J ∧K ),X ]
and call it the generalized Whitehead product. Taking Taking J = Sp−1 and

K = Sq−1, this specializes to the Whitehead product

[−,−] : πp(X )⊗πq(X ) −→ πp+q−1(X ).

Clearly this is natural in X . It is determined in general by knowledge of the

[ip, iq], where ip ∈ πp(Sp) is the fundamental class.

More formally, in analogy with cohomology operations we define an r-ary

homotopy operation of degree n to be a natural transformation

� : πp1 (X )× · · ·×πpr (X ) −→ πp+n(X ), p = p1+ · · ·+ pr .

Such homotopy operations are in canonical bijective correspondence with

elements ψ ∈ πp+n(Sp1 ∨ · · · ∨Spr ). The element ψ corresponding to � is

�(ip1 , · · · , ipr ), and the operation � corresponding to ψ is given by

�( f1, · · · , fr ) = ((∇ ◦ ( f1 ∨ · · · ∨ fr ))∗(ψ).

Here fi : Spi −→ X is an element of πpi (X ), and∇ is the foldmap, which is the

identity on each wedge summand of X ∨ · · · ∨X . TheWhitehead products are

themost important examples. From this point of view, theWhitehead product

[ip, iq] is thought of as a map Sp+q−1 −→ Sp ∨Sq, and it is the attaching map

for the construction of Sp×Sq from Sp ∨Sq.

The Whitehead products appear in the EHP-sequence, which is the most

important tool for the study of unstable homotopy groups. Expositionsmay be

found in Whitehead’s 1978 book [143], which nowhere mentions localization,

and Cohen’s 1985 lecture notes [30], which assume familiarity with it. The

latter is especially recommended as a follow-up to this book for the reader

who is interested in learning more about classical homotopy theory.
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9.4. Fracture theorems for H-spaces

Now return to the fracture theorem context of the previous chapter. As there,

we let Ti, i ∈ I, be sets of primes. We now assume that Ti ∩Tj = ∅ for i �= j,

so that the set S of the fracture theorems is empty, and we assume that

T =⋃
i Ti is the set of all primes. Thus we are relating global spaces X to

their rationalizations X0 through intermediate localizations XTi .

theorem 9.4.1. Let X be a nilpotent finite CW complex or, more generally, a

nilpotent space with finitely generated integral homology.

(i) X is an H-space if and only if each XTi is an H-space and the coproducts on

H∗(X ;Q) induced by the rationalization maps ψi : XTi −→ X0 all coincide.

(ii) X is a homotopy associative (or commutative) H-space if and only if each XTi

is a homotopy associative (or commutative) H-space.

proof. First, letX be anH-space. ByProposition 6.6.2, eachXTi has a unique

H-space structure such that the localization φi : X −→ XTi is an H-map. Sim-

ilarly, the resulting product on XTi induces a unique H-space structure on X0

such that the localization ψi : XTi −→ X0 is an H-map. Since the composite

ψiφi is rationalization, each of these H-space structures on X0 must coincide

with the one induced by that of X . Thus they induce the same coproduct on

H∗(X ;Q) ∼= H∗(X0;Q). This implication does not depend on X having finitely

generated integral homology.

Conversely, suppose that eachXTi is anH-space and the induced coproducts

on H∗(X ;Q) coincide. Using Remark 8.2.8, we can apply Theorem 8.2.5 and

Addendum 8.1.4(i) with K taken to be the n-fold product Xn for any n, since

these spaces are again nilpotent and have finitely generated integral homology

groups. Using the notations for maps from the cited references, for purposes

of the present proof we let Q [Xn,X ] denote the pullback displayed in the

diagram

9.4.2 Q [Xn,X ]
(φi)∗

��

φ∗
��

[Xn,
∏

i∈I XTi ]

(
∏

i ψi)∗
��

[Xn,X0]
�∗

�� [Xn,
∏

i∈I X0].

We conclude from Theorem 8.2.5 and Addendum 8.1.4(i) that the canonical

map
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9.4.3 [Xn,X ] −→ Q [Xn,X ]
is a bijection. By the universal properties of (Xn)Ti and (Xn)0 and the commu-

tation of localization with finite products, the induced maps

[(XTi )
n,XTi ] ∼= [(Xn)Ti ,XTi ] −→ [Xn,XTi ]

and

[(X0)n,X0] ∼= [(Xn)0,X0] −→ [(Xn)Ti ,X0] −→ [Xn,X0]
are bijections for all i. Putting these bijections together, we can rewrite

(9.4.2) as

9.4.4 Q [Xn,X ]
(φi∗)

��

φ∗
��

∏
i∈I[(XTi )

n,XTi ]

φ∗
��

[(X0)n,X0]
�

�� ∏
i∈I[(X0)n,X0].

By assumption, the product maps on XTi induce the same map on H∗(X ;Q)

and, by Theorem 9.1.4, this implies that the induced products on X0 are

homotopic. Thus the assumptions give us a well-defined element ofQ [X 2,X ].
The corresponding element of [X 2,X ] is an H-space structure on X , the unit

condition being obtained by two applications of (9.4.3) with n = 1.

IfX is homotopy associative or homotopy commutative, then so isXTi since

the multiplication on XTi is induced from that on X . Conversely, if the XTi are

homotopy associative, we can apply (9.4.3) with n = 3 to see that

μ ◦ (μ× 1) � μ ◦ (1×μ) : X ×X ×X −→ X .

Similarly, if the XTi are homotopy commutative and t : X ×X −→ X ×X is

the interchange map, we can apply (9.4.3) with n = 2 to conclude that

μ ◦ t � μ : X ×X −→ X . �

theorem 9.4.5. Let I be finite. Let Yi be a Ti-local H-space such that H∗(Yi;Z)

is finitely generated over ZTi . Let A be a quasi-Hopf algebra over Q, and let

ψ∗i : A −→ H∗(Yi;Q)

be an isomorphism of quasi-Hopf algebras. Then there exists one and, up to equiv-

alence of H-spaces, only one H-space X such that XTk is equivalent as an H-space

to Yk for each k ∈ I. Moreover, X has finitely generated integral homology.
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proof. By the equivalence of categories given in Theorem 9.1.4, there is a

rational H-space Y corresponding to the Hopf algebra A and for each map ψ∗i
there is a map of H-spaces

ψi : Yi −→ Y

that realizes the map ψ∗i on rational cohomology. Let X be the homotopy

pullback of the ψi. By Theorem 8.1.7, the canonical map XTi −→ Yi is an

equivalence for each i ∈ I. Since the integral homology of Yi is finitely gener-

ated over ZTi , X has finitely generated integral homology by Proposition 7.4.3.

As in the previous proof, we nowhave the bijection (9.4.3). The product onX is

the element of [X 2,X ] that corresponds to the products on theXTi inQ [X 2,X ].
Again, the unit condition is obtained by two applications of (9.4.3) with n = 1.

The uniqueness follows from the uniqueness of Y and Theorem 8.1.1. �

The results of this section give the starting point for the subject of finite

H-space theory. For example, one can build exotic finite H-spaces, ones not

equivalent to compact Lie groups, S7, and products thereof, by patching

together localizations at different sets of primes of different global H-spaces

that happen to be rationally equivalent. Returning to the taxonomic analogy of

Remark 7.5.8, this is an application of a standard approach to the construction

of interesting examples of global spaces with well-understood localizations

that are in the same genus. Thinking of spaces, homotopy types, and spaces

in the same genus as analogous to animals, animals in the same species, and

animals in the same genus, algebraic topologists are expert at genetic mod-

ification to produce different species in the same genus. We usually modify

spaces using finite sets I, especially partitions of the primes into two disjoint

sets T1 and T2. In that case, the local to global fraction results go under the

name of Zabrodsky mixing, following [145, 146, 147].

The idea is to take two spaces X1 and X2 that are equivalent rationally but

have very different localizations at T1 and T2 and construct a hybrid beast by

our local to global construction. We refer the interested reader to [2, p. 79] for

an amusing discussion of the resulting bestiary. The historically first example

was due to Hilton and Roitberg [63]. They constructed an H-space X that is in

the same genus as the Lie group Sp(2) but is not equivalent to it. Both X and

Sp(2) are equivalent to S3×S7 away from the primes 2 and 3. As is explained

in [62, pp. 122–127], the three H-spaces in sight, X , Sp(2), and S3×S7, are

total spaces of bundles over S7 with fiber S3, and every simply connected finite

H-space with rational cohomology E[x3, x7] is equivalent to the total space of

such a bundle. There is a large literature devoted to examples such as this.
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For a beautiful concrete general result, we quote the following remarkable

theorem of Hubbuck [69].

theorem 9.4.6. Let X be a connected homotopy commutative finite H-space.

Then X is homotopy equivalent to a torus T = (S1)n for some n.

Since T admits a unique H-space structure, it follows that the equivalence

is necessarily an equivalence of H-spaces. Observe that it is not even assumed

that X is homotopy associative, but the result implies that it is. The following

corollary is essentially equivalent to the theorem.

corollary 9.4.7. A simply connected homotopy commutative finite H-space is

contractible.
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PART 3

Completions of spaces
at sets of primes
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10
COMPLETIONS OF NILPOTENT
GROUPS AND SPACES

Wedevelop completionatT for abeliangroups, nilpotent groups, andnilpotent

spaces. We say right away that there is a choice here. It is usual to focus on a

single prime p, and there is no loss of information in doing so since completion

at T is the product over p ∈ T of the completions at p, and similarly for all

relevant algebraic invariants. We have chosen to work with sets of primes, but

the reader may prefer to concentrate on a single fixed prime.

In contrast to localization, completions of abelian groups can sensibly be

defined in different ways, and the most relevant definitions are not standard

fare in basic graduate algebra courses. Here againwe construct and study com-

pletions of nilpotent groups topologically rather than algebraically. We discuss

various ways of completing abelian groups in §1. We define completions of

spaces and connect the definition to the algebraic theory of completions in §2.

We then construct completions of nilpotent spaces by induction up their Post-

nikov towers in §3. We specialize to obtain completions of nilpotent groups

in §4.

Recall our notational conventions from the Introduction. In particular, T

is a fixed and nonempty set of primes throughout this chapter. Maps φ will

always denote completions.

10.1. Completions of abelian groups

10.1.1. p-adic completion

It is usual to define the completion of an abelian group A at a given prime p

to be the p-adic completion

Âp = lim (A/prA),

where the limit is defined with respect to the evident quotient homomor-

phisms. For later reference, we recall that the limit can be displayed in the

short exact sequence

191
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10.1.1 0 −→ Âp −→ ×rA/p
rA

α−→ ×rA/p
rA −→ 0,

where α is the difference of the identitymap and themapwhose rth coordinate

is the composite of the projection toA/pr+1A and the quotient homomorphism

q : A/pr+1A −→ A/prA; since the maps q are epimorphisms, α is an epimor-

phism [93, p. 147]. This definitionwill not fully serve our purposes since p-adic

completion is neither left nor right exact in general, and exactness properties

are essential to connect up with the topology. The Artin-Rees lemma implies

the following analogue of Lemma 5.1.2.

lemma 10.1.2. When restricted to finitely generated abelian groups, the p-adic

completion functor is exact.

When A = Z, we write Zp instead of Ẑp for the ring of p-adic integers, and

we abbreviate Z/nZ to Z/n. Observe that the p-adic completion functor takes

values in the category ofZp-modules. The action is given by the evident natural

maps

limZ/pr ⊗ limA/prA −→ lim (Z/pr ⊗A/prA) ∼= limA/prA.

When A is finitely generated, p-adic completion is given by the map

ψ : A −→ A⊗Zp specified by ψ(a) = a⊗ 1, this again being a consequence

of the Artin-Rees lemma. In this case, the alternative notion of completion at

p that we shall give shortly agrees with p-adic completion. Since Zp is torsion

free, it is a flat Z-module, which gives us another way of seeing Lemma 10.1.2.

Even if we restrict to finitely generated abelian groups, we notice one

key point of difference between localization and completion. While a homo-

morphism of abelian groups between p-local groups is necessarily a map of

Z( p)-modules, a homomorphism of abelian groups between p-adically com-

plete abelian groups need not be a map of Zp-modules.

10.1.2. Derived functors of p-adic completion

To overcome the lack of exactness of p-adic completion in general, we consider

the left derived functors of the p-adic completion functor. For the knowledgable

reader, we recall that left derived functors are usually defined only for right

exact functors, in which case the 0th left derived functor agrees with the given

functor. However, the definition still makes sense for functors that are not

right exact. We shall not go into the general theory of derived functors since,

for our present purposes, the abstract theory is less useful than a concrete
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description of the specific example at hand. The left derived functors of

p-adic completion are given on an abelian group A by first taking a free

resolution

0 −→ F′ −→ F −→ A −→ 0

of A, then applying p-adic completion, and finally taking the homology of the

resulting length two chain complex F̂′p −→ F̂p. Thus the left derived functors

of p-adic completion are defined by

L0(A) = coker (F̂′p −→ F̂p) and L1(A) = ker (F̂′p −→ F̂p).

These groups are independent of the choice of resolution, as one checks by

comparing resolutions, and they are functorial in A. The higher left derived

functors are zero. We have a map of exact sequences

10.1.3 0 �� F ′

��

�� F

��

�� A ��

���
�
�

0

0 �� L1A �� F̂ ′p �� F̂p
�� L0A �� 0.

It induces a natural map

φ : A −→ L0A.

Since kernels and cokernels of maps of Zp-modules are Zp-modules, since

a free abelian group is its own free resolution, and since p-adic completion is

exact when restricted to finitely generated abelian groups, we have the follow-

ing observations.

lemma 10.1.4. The functors L0 and L1 take values in Zp-modules. If A is either a

finitely generated abelian group or a free abelian group, then L0A = Âp, L1A = 0,

and φ : A −→ L0A coincides with p-adic completion.

We usually work at a fixed prime, but we write L
p
0 and L

p
1 when we need to

record the dependence of the functors Li on the chosen prime p.

definition 10.1.5. Fix a prime p. We say that the completion of A at p is

defined if L1A = 0, and we then define the completion of A at p to be the

homomorphism φ : A −→ L0A. We say that A is p-complete if φ : A −→ L0A

is an isomorphism. As we shall see in Proposition 10.1.18, if A is p-complete,

then L1A = 0.
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example 10.1.6. We have seen that finitely generated and free abelian

groups are completable and their completions at p coincide with their p-adic

completions.

example 10.1.7. Zp⊗Zp and Z/p∞ (see below) are Zp-modules that are not

p-complete.

The essential exactness property of our derived functors, which is proven

in the same way as the long exact sequences for Tor and Ext, reads as follows.

lemma 10.1.8. For a short exact sequence of abelian groups

0 −→ A′ −→ A −→ A′′ −→ 0,

there is a six term exact sequence of Zp-modules

0 −→ L1A
′ −→ L1A −→ L1A

′′ −→ L0A
′ −→ L0A −→ L0A

′′ −→ 0.

This sequence is natural with respect to maps of short exact sequences.

10.1.3. Reinterpretation in terms of Hom and Ext

These derived functors give a reasonable replacement for p-adic completion,

but they may seem unfamiliar and difficult to compute. However, they can be

replaced by isomorphic functors that are more familiar and sometimes more

easily computed. DefineZ/p∞ to be the colimit of the groupsZ/pr with respect

to the homomorphisms p : Z/pr −→ Z/pr+1 given by multiplication by p.

exercise 10.1.9. Verify that Z/p∞ ∼= Z[p−1]/Z.

notation 10.1.10. For a prime p and an abelian group A, define EpA to be

Ext (Z/p∞,A) and define HpA to be Hom (Z/p∞,A).

Of course, EpA = 0 if A is a divisible and hence injective abelian group.

Write Hom (Z/pr ,A) = Ar for brevity. We may identify Ar with the subgroup

of elements of A that are annihilated by pr .

proposition 10.1.11. There is a natural isomorphism

HpA ∼= limAr ,

where the limit is taken with respect to the maps p : Ar+1 −→ Ar , and there is a

natural short exact sequence

0 −→ lim1 Ar −→ EpA
ξ−→ Âp −→ 0.
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proof. The exact sequence

0 −→ Z
pr

−→ Z −→ Z/pr −→ 0

displays a free resolution of Z/pr , and the sum of these is a resolution of

⊕rZ/pr . Since Hom (Z,A) ∼= A, we may identify Ext (Z/pr ,A) with A/prA.

Moreover, we have maps of free resolutions

0 ��
Z

pr+1
��

p

��

Z
�� Z/pr+1

q

��

�� 0

0 ��
Z

pr

��
Z

�� Z/pr �� 0.

The colimit Z/p∞ fits into a short exact sequence

0 −→ ⊕rZ/p
r ι−→ ⊕rZ/p

r −→ Z/p∞ −→ 0.

Writing 1r for the image of 1 inZ/pr, ι(1r ) = 1r − p1r+1. The resulting six term
exact sequence of groups Ext (−,A) takes the form
10.1.12

0 −→ HpA−→×r Ar
ι∗−→ ×rAr −→ EpA−→×r A/prA

ι∗−→ ×rA/p
rA−→0.

The first map ι∗ is the difference of the identity map and the map whose rth

coordinate is p : Ar+1 −→ Ar . Its kernel and cokernel are limAr and lim1 Ar ,

respectively. The second map ι∗ is the map α of (10.1.1) whose kernel and

cokernel are Âp and 0, respectively. �

example 10.1.13. Any torsion abelian group A with all torsion prime to p

satisfies HpA = 0 and EpA = 0.

example 10.1.14. Hp(Z/p∞) is a ring under composition, and it is isomor-

phic to the ring Zp by inspection of the limit system in the previous result;

Ep(Z/p∞) = 0 since it is a quotient of Ext (Z/p∞,Z[p−1]) = 0.

The following immediate consequence of Proposition 10.1.11 shows that

EpA is isomorphic to Âp in the situations most often encountered in algebraic

topology.

corollary 10.1.15. If the p-torsion of A is of bounded order, then HpA = 0 and

ξ : EpA −→ Âp is an isomorphism.



“530-46909_Ch10_6P.tex” — 8/25/2011 — 10:37 — page 196

−1
0

+1

196 / completions of nilpotent groups and spaces

example 10.1.16. If A = ⊕n≥1Z/pn, then EpA is not a torsion group, the map

ξ : EpA −→ Âp is not an isomorphism, and A is not p-complete.

proposition 10.1.17. There are natural isomorphisms

L0(A) ∼= EpA and L1(A) ∼= HpA.

Moreover φ : A −→ L0A coincides with the connecting homomorphism

δ : A ∼= Hom (Z,A) −→ Ext (Z/p∞,A) = EpA

associated with the short exact sequence

0 −→ Z −→ Z[p−1] −→ Z/p∞ −→ 0.

proof. Let

0 −→ F ′ −→ F −→ A −→ 0

be a free resolution of A. From this sequence we obtain the exact sequence

0 −→ L1A −→ F̂ ′p −→ F̂p −→ L0A −→ 0

of (10.1.3) and also, since HpF = 0, the exact sequence of Ext groups

0 −→ HpA −→ EpF ′ −→ EpF −→ EpA −→ 0.

Since EpF ∼= F̂p for free abelian groups F, we may identify these two exact

sequences. The last statement follows since the diagram (10.1.3) has an easily

checked analogue for Hp and Ep. �

These isomorphismsmay seem a little unnatural at first sight since Ext is a

derived functor ofHom. Itwasfirst notedbyHarrison [58] that theseExt groups

give a homologically appropriate variant of the classical p-adic completion

functor.

proposition 10.1.18. Let A be an abelian group and let B be any of Âp, HpA,

and EpA. Then HpB = 0 and δ : B −→ EpB is an isomorphism. Equivalently,

L1B = 0 and φ : B −→ L0B is an isomorphism. Therefore, if φ : A −→ L0A is an

isomorphism, then L1A ∼= L1L0A = 0.

proof. Using the six term sequence of groups Ext (−,B) associated to

the short exact sequence 0 −→ Z −→ Z[p−1] −→ Z/p∞ −→ 0, we see that

HpB = 0 and δ : B −→ EpB is an isomorphism if and only if
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10.1.19 Hom (Z[p−1],B) = 0 and Ext (Z[p−1],B) = 0.

This condition certainly holds if prB = 0 for any r , so it holds for all Ar and

A/prA. If (10.1.19) holds for groups Bi, then it holds for their product ×iBi.

Suppose given a short exact sequence 0−→B′−→B−→B′′−→0. If (10.1.19)

holds for B, then

Hom (Z[p−1],B′) = 0, Hom (Z[p−1],B′′) ∼= Ext (Z[p−1],B′),
and Ext (Z[p−1],B′′) = 0.

If (10.1.19) holds forB′′, then it holds forB′ if and only if it holds forB. Now the

short exact sequence (10.1.1) implies that (10.1.19) holds for B = Âp, and the

four short exact sequences into which the six term exact sequence (10.1.12)

breaks up by use of kernels and cokernels implies that (10.1.19) holds for

B = EpA and B = HpA. �

Further interesting group theoretical results on “cotorsion abelian groups”,

of which p-complete abelian groups are examples, were obtained by Harrison

[58] long before their relevance to topology was noticed. His results were later

summarized by Bousfield and Kan [21, pp. 181–182]. Since we will not have

need of them, we will not recall them here.

10.1.4. The generalization to sets of primes

definition 10.1.20. Fix a nonempty set of primes T and recall that Z[T−1]
is obtained by inverting the primes in T , whereas ZT is obtained by inverting

the primes not in T . Define

HT A = Hom (Z[T−1]/Z,A) and ET A = Ext (Z[T−1]/Z,A).

We say that the completion ofA at T is defined ifHT A = 0, and we then define

the completion of A at T to be the connecting homomorphism

φ : A ∼= Hom (Z,A) −→ ET A

that arises from the short exact sequence

0 −→ Z −→ Z[T−1] −→ Z[T−1]/Z −→ 0.

We say that B is T -complete if φ is an isomorphism. We let AT denote the

collection of all abelian groups that are completable at T and we let BT ⊂ AT

denote the collection of all T -complete abelian groups.
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remark 10.1.21. The short exact sequence above gives rise to an exact

sequence

0→ HT A→ Hom (Z[T−1],A)→ A→ ET A→ Ext (Z[T−1],A)→ 0;

A is completable at T if Hom (Z[T−1],A) = 0 and B is T -complete if and

only if

10.1.22 Hom (Z[T−1],B) = 0 and Ext (Z[T−1],B) = 0.

The inclusion Z[T−1] → Q induces an isomorphism Z[T−1]/Z→ Q/ZT ,

and Q/ZT is isomorphic to the T -torsion subgroup of Q/Z. In turn, Q/Z is

isomorphic to the direct sum over all primes p of the groups Z/p∞. These
statements are well-known in the theory of infinite abelian groups, and we

invite the reader to check them for herself. It follows that the definitions above

generalize those given when T is a single prime. Indeed, we have the chains

of isomorphisms

HT A = Hom (Z[T−1]/Z,A)
∼= Hom (⊕p∈T Z[p−1]/Z,A)
∼= ×p∈T Hom (Z[p−1]/Z,A)
= ×p∈T HpA

and

ET A = Ext1 (Z[T−1]/Z,A)
∼= Ext1 (⊕p∈T Z[p−1]/Z,A)
∼= ×p∈T Ext1 (Z[p−1]/Z,A)
= ×p∈T EpA.

Analogously, we define

ÂT = ×p∈T Âp.

By Lemma 10.1.4, all of these are modules over the ring ẐT = ×p∈T Zp.

The results we have proven for a single prime p carry over to sets of primes.

For example, Corollary 10.1.15 and Proposition 10.1.18 imply the following

results.
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proposition 10.1.23. If A is a torsion-free or finitely generated ZS-module for

any set of primes S ⊃ T, then HT A = 0 and the canonical map ET A −→ ÂT is an

isomorphism; its inverse can be identified with the map A⊗ ẐT −→ ET A induced

by the action of ẐT on ET A. In particular, ET restricts to an exact functor from

finitely generated ZT -modules to ẐT -modules.

proposition 10.1.24. For any abelian group A, the groups ÂT , HT A, and ET A

are T-complete.

10.2. The definition of completions of spaces at T

Recall that we take all spaces to be path connected. Recall too that we let

FT = ×p∈T Fp. Wehave the following three basic definitions, which arewritten

in precise parallel to the definitions in the case of localization. The equiva-

lence in the following definition follows directly from Definition 3.3.10 and

Proposition 3.3.11.

definition 10.2.1. A map ξ : X −→ Y is said to be an FT -equivalence if

ξ∗ : H∗(X ;Fp) −→ H∗(X ;Fp) is an isomorphism for all primes p ∈ T or, equiv-

alently, if ξ∗ : H∗(Y ;B)→ H∗(X ;B) is an isomorphism for all FT -modules B.

definition 10.2.2. A space Z is T -complete if ξ∗ : [Y ,Z] −→ [X ,Z] is a

bijection for all FT -equivalences ξ : X −→ Y .

Diagrammatically, this says that for any map f : X −→ Z, there is a map

f̃ , unique up to homotopy, that makes the following diagram commute up to

homotopy.

X
ξ

��

f ���������
Y

f̃���
�

�
�

Z

definition 10.2.3. Amap φ : X −→ X̂T from X into a T -complete space X̂T

is a completion at T if φ is an FT -equivalence.

This prescribes a universal property. If f : X −→ Z is any map from X to

a T -complete space Z, then there is a map f̃ , unique up to homotopy, that

makes the following diagram commute.
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X
φ

��

f ���������
XT

f̃���
�

�
�

Z

Therefore completions are unique up to homotopy if they exist. We shall

prove in Chapter 19 that they do always exist, but we focus on nilpotent spaces

for now.

remark 10.2.4. On the full subcategory of connected spaces in HoT that

admit completions at T , completion is automatically functorial (up to homo-

topy). For a map f : X −→ Y , there is a unique map f̂T : X̂T −→ ŶT in HoT

such that φ ◦ f = f̂T ◦φ in HoT , by the universal property.

The definitions just given do not mention any of the algebraic notions that

we discussed in the previous section. However, they lead directly to consid-

eration of the collection BT of T -complete abelian groups, as the following

analogue of Corollary 5.2.6 shows.

theorem 10.2.5. The FT -equivalences coincide with the maps that induce isomor-

phisms on cohomology with coefficients in all groups in BT, and BT is the largest

collection of abelian groups for which this is true.

proof. Let CT denote the collection of all abelian groups C such that

ξ∗ : H∗(Y ;C) −→ H∗(X ;C)

is an isomorphism for all FT -equivalences ξ : X −→ Y . Our claim is that

BT = CT . The collection CT has the following closure properties.

(i) If two terms of a short exact sequence of abelian groups are in CT, then

so is the third term since a short exact sequence gives rise to a natural

long exact sequence of cohomology groups.

(ii) If p ∈ T and prC = 0, then C ∈ CT , as we see by (i) and induction on r ;

the case r = 1 holds by the definition of an FT -equivalence.

(iii) Any product of groups in CT is also in CT since H∗(X ;×iCi) is naturally

isomorphic to ×iH
∗(X ;Ci).

(iv) By (i), the limit of a sequence of epimorphisms fi : Ci+1 −→ Ci between

groups in CT is a group in CT since we have a natural short exact

sequence



“530-46909_Ch10_6P.tex” — 8/25/2011 — 10:37 — page 201

−1
0

+1

10.2. the definition of completions of spaces at T / 201

0 −→ limCi −→ ×iCi −→ ×iCi −→ 0;

the lim1 error term is 0 on the right because the fi are epimorphisms;

see §2.3.

(v) All groups ÂT are in CT , as we see by (ii), (iii), and (iv).

(vi) ET A is in CT if A is completable at T , as we see by (i), the exact sequence

(10.1.3) and Proposition 10.1.17.

(vii) A is inCT ifA is T -complete sinceA is then completable and isomorphic

to ET A.

This proves that BT ⊂ CT . For the opposite inclusion, we observe first that

the unique map from K (Z[T−1], 1) to a point is an FT -equivalence. Indeed,

we have seen that K (Z[T−1], 1) is a localization of S1 = K (Z, 1) away from T .

Its only nonzero reduced homology group is H̃1(K (Z[T−1], 1);Z) ∼= Z[T−1].
Since multiplication by p ∈ T is an isomorphism on this group, the universal

coefficient theorem implies that H̃∗(Z[T−1],Fp) = 0 for p ∈ T . ForC ∈ CT , we

conclude that H̃∗(Z[T−1],C) = 0. By the universal coefficient theorem again,

Hom (Z[T−1],C) ∼= H1(Z[T−1],C) = 0

and

Ext (Z[T−1],C) ∼= H2(Z[T−1],C) = 0.

By Remark 10.1.21, this means that C is T -complete. �

Recall the discussion of profinite groups from §2.5 and say that a profinite

group B = lim Bd is T -profinite if the Bd are T -torsion groups. It is clear from

Theorem 10.2.5 and its proof that many T -profinite abelian groups are in BT

and are thus T -complete in our sense, but it is not clear that all of them are.

However, Theorem 10.2.5 and the restriction of Theorem 2.6.1 to T -profinite

abelian groups imply the following result.

corollary 10.2.6. All T-profinite abelian groups are in BT.

Returning to topology, we cannow relateBT to Eilenberg-Mac Lane spaces.

corollary 10.2.7. If B is T-complete, then K (B, n) is T -complete for all n ≥ 1.

proof. If ξ : X −→ Y is an FT -equivalence, then

ξ∗ : H∗(Y ;B) −→ H∗(X ;B)
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is an isomorphism by Theorem 10.2.5 and thus

ξ∗ : [Y ,K (B, n)] −→ [X ,K (B, n)]
is an isomorphism by the representability of cohomology. �

By analogy with Proposition 5.2.5, we have an alternative topological

description of the collection BT of T -complete abelian groups. As in that

result, we cannot prove this without first doing a little homological calculation,

but we defer that to the next section.

proposition 10.2.8. An abelian group B is T-complete if and only if the space

K (B, 1) is T -complete.

proof. If B is T -complete, then K (B, 1) is T -complete by the previous result.

Suppose that K (B, 1) is T -complete. Then the identity map of K (B, 1) is a

completion at T . Moreover,

ξ∗ : 0 = [∗,K (B, 1)] −→ [K (Z[T−1], 1),K (B, 1)]
is an isomorphism since K (Z[T−1], 1) −→ ∗ is an FT -cohomology isomor-

phism, as we observed in the proof of Theorem 10.2.5. Using the represent-

ability of cohomology, this gives that

Hom (Z[T−1],B) ∼= H1(Z[T−1],B) = 0.

This implies that HT B = 0, so that B is completable at T . In Theo-

rem 10.3.2 below, we shall show among other things that the map

φ : K (B, 1) −→ K (ET B, 1) that realizes φ : B −→ ET B on fundamental groups

is an FT -equivalence, and its target is T -complete since ET B is T -complete

by Proposition 10.1.24. Thus φ is also a completion of K (B, 1) at T . By the

uniqueness of completion, φ must be an equivalence and thus φ : B −→ ET B

must be an isomorphism. �

10.3. Completions of nilpotent spaces

We construct completions here, beginning with completions of Eilenberg-

Mac Lane spaces. That was the easy step in the case of localizations, but it is

the key step in the case of completions. We first record the relevant special

case of the dualWhitehead theorem. TakeA in Theorem 3.3.9 to beBT . Then

that result takes the following form, which generalizes the fact that K (B, n) is

T -complete if B is T -complete.
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theorem 10.3.1. Every BT -tower is a T-complete space.

We use this result to construct completions of nilpotent spaces, dealing

separately with Eilenberg-Mac Lane spaces before proceeding to the general

case.

theorem 10.3.2. For each abelian group A and each n ≥ 1, there is a completion

φ : K (A, n) −→ K (A, n)∧T . The space K (A, n)∧T is BT -nilpotent, its only nonzero

homotopy groups are

πn(K (A, n)∧T ) = ET A

and

πn+1(K (A, n)∧T ) = HT A,

and φ∗ : πn(K (A, n)) −→ πn(K (A, n)∧T ) coincides with φ : A −→ ET A.

proof. First consider a free abelian group F. Here we have HT F = 0 and

ET F ∼= F̂T . We claim that the map

φ : K (F, n) −→ K (F̂T , n)

that realizes φ : F −→ F̂T is a completion at T . Since F̂T is T -complete by

Proposition 10.1.24, K (F̂T , n) is T -complete by Corollary 10.2.7. Thus we only

need to prove that φ∗ is an isomorphism on mod p homology for p ∈ T . We

proceed by induction on n, and we first consider the case n = 1.

The projection F̂T −→ F̂p induces an isomorphism on mod p homology

since its kernel is local away from p. We now use the LHS spectral sequence,

Proposition 24.5.3, of the quotient group F̂p/F. The spectral sequence has the

form

E2
p,q = Hp(F̂p/F;Hq(F;Fp)) =⇒ Hp+q(F̂p;Fp).

Thegroup F̂p/F is uniquelyp-divisible. One can see this, for example, bynoting

that the canonical map F −→ F̂p is a monomorphism of torsion-free abelian

groups that induces an isomorphism upon reduction mod p. Alternatively,

writing elements of F in terms of a basis for F and writing integer coefficients

in p-adic form, we see that elements ofF/prF can bewritten in the form f + pg ,

where the coefficients appearing in f satisfy 0 ≤ a < p. If we have an element

( fr + pgr ) of lim F/prF ⊂ ×rF/prF with componentswritten in this form, then

compatibility forces ( fr ) to come from an element f ∈ F, and it follows that

our given element is congruent to p(gr ) mod F. It follows that the terms with

p > 0 are zero and the spectral sequence collapses to the edge isomorphism
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φ∗ : H∗(F;Fp) ∼= E2
0,∗ = E∞0,∗ ∼= H∗(F̂p;Fp).

For n > 1, take K (F, n− 1) = �K (F, n) and consider the map of path space

fibrations

K (F, n− 1) ��

��

PK (F, n) ��

��

K (F, n)

��

K (F̂T , n− 1) �� PK (F̂T , n) �� K (F̂T , n).

By the Serre spectral sequence, the induction hypothesis, and the comparison

theorem, Theorem 24.6.1, the map

φ∗ : Hq(K (F, n),Fp) −→ Hq(K (F̂T , n),Fp)

is an isomorphism and therefore φ is a completion at T .

Now consider a general abelian group A. Write A as a quotient F/F ′ of free
abelian groups and let i : F ′ −→ F be the inclusion. We construct a map of

fibration sequences

K (F, n) ��

�φ

��

K (A, n) ��

φ

���
�
�

K (F ′, n+ 1)
i

��

φ

��

K (F, n+ 1)

φ

��

K (F̂T , n) �� K (A, n)∧T �� K (F̂ ′T , n+ 1)
i∧T

�� K (F̂T , n+ 1).

Here the map i realizes the algebraic map i on passage to πn+1 and can be

viewed as themap from the fiber to the total space of a fibrationwith base space

K (A, n+ 1). We takeK (A, n) to be the fiber Fi and takeK (F, n) = �K (F, n+ 1).

The two completion maps on the right have been constructed, and that on the

left is the loops of that on the right. The map i∧T is the map, unique up to

homotopy, that makes the right square commute up to homotopy, and it real-

izes the algebraic map i∧T on passage to πn+1. We define K (A, n)∧T to be its

fiber. By Lemma 1.2.3, there is a dotted arrow map φ that makes the middle

square commute and the left square commute up to homotopy. This map

induces an isomorphism on mod p homology for p ∈ T by the map of Serre

spectral sequences induced by the map of fibrations given by the left two

squares. To show that φ is a completion of K (A, n) at T it remains to show

that K (A, n)∧T is complete. Since K (A, n)∧T is visibly a BT -tower, this holds by

Theorem 10.3.1.
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The bottom fibration sequence above gives a long exact sequence

· · · −→ πn+1(K (F̂T , n)) −→ πn+1(K (A, n)∧T ) −→ πn+1(K (F̂ ′T , n+ 1))

−→ πn(K (F̂T , n)) −→ πn(K (A, n)∧T ) −→ πn(K (F̂ ′T , n+ 1)) −→ · · · .
By the case of free abelian groups this simplifies to

0 −→ πn+1(K (A, n)∧T ) −→ F̂ ′T
i∧T−→ F̂T −→ πn(K (A, n)∧T ) −→ 0.

The map i∧T is the product over p ∈ T of the maps i∧p , and our algebraic

definitions and results give exact sequences

0 −→ HpA −→ F̂ ′p −→ F̂p −→ EpA −→ 0.

The product over p ∈ T of these exact sequences is isomorphic to the pre-

vious exact sequence, and this gives the claimed identification of homotopy

groups. Comparing the map on homotopy groups given by our map of fibra-

tion sequences to the diagram (10.1.3), we see that the map on nth homotopy

groups induced by φ is the algebraic map φ. �

In view of Example 10.1.14, we have an interesting explicit example where

homotopy groups shift dimension.

example 10.3.3. For a prime p, K (Z/p∞, n)∧p is an Eilenberg-Mac Lane space

K (Zp, n+ 1).

This is not an exotic example. Analogous dimension-shifting examples play

a central role in comparing the algebraic K -theory of an algebraically closed

field, which is concentrated in odd degrees, to topological K -theory, which is

concentrated in even degrees [89, 113, 116].

The generalization from Eilenberg-Mac Lane spaces to nilpotent spaces

works in precisely the same way as the construction of localizations. We need

only replace the localizations K (AT , n) by the completions K (A, n)∧T . The fact
that the latter are not Eilenberg-Mac Lane spaces does not change the details

of the construction.

theorem 10.3.4. Every nilpotent space X admits a completion φ : X −→ X̂T .

proof. Exactly as in the proof of Theorem 5.3.2, we may assume that X

is a Postnikov tower limXi constructed from maps ki : Xi −→ K (Ai, ni + 1),

where Ai is an abelian group, ni+1 ≥ ni ≥ 1, and only finitely many ni = n
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for any n ≥ 1. Here X0 = ∗, and we let (X0)∧T = ∗. Assume that a completion

φi : Xi −→ (Xi)
∧
T has been constructed and consider the following diagram, in

which we write K (Ai, ni) = �K (Ai, ni + 1).

K (Ai, ni) ��

�φ

��

Xi+1 ��

φi+1
���
�
�

Xi

ki
��

φi

��

K (Ai, ni + 1)

φ

��

K (Ai, ni)
∧
T

�� (Xi+1)∧T �� (Xi)
∧
T

(ki)
∧
T

�� K (Ai, ni + 1)∧T

By Theorem 10.3.1, since φi is an FT -equivalence and K (Ai, ni + 1)∧T is a

T -complete space there is amap (ki)
∧
T , unique up to homotopy, that makes the

right square commute up to homotopy. The space Xi+1 is the fiber Fki, and

we define (Xi+1)∧T to be the fiber F(ki)
∧
T .

ByLemma1.2.3, there is amapφi+1 thatmakes themiddle square commute

and the left square commute up to homotopy. By Theorem 10.3.1, (Xi+1)∧T is

T -complete since it is a BT -tower. To see that φi+1 is a completion at T it

remains to show that it induces an isomorphism on homology with coeffi-

cients in Fp for p ∈ T . The proof is a comparison of Serre spectral sequences

exactly like that in the proof of Theorem 5.3.2. We define X∧T = lim (Xi)
∧
T and

φ = lim φi : X → X∧T . Then φ is an FT -equivalence by Proposition 2.5.9 and

is thus a completion of X at T . �

Similarly, the proofs of the following analogues of Theorem 5.3.3, Propo-

sition 5.3.4, and Corollaries 5.3.5 and 5.3.6 concerning the functoriality of

our cocellular constructions are virtually identical to the proofs of those

results.

theorem 10.3.5. Let X and Y be Postnikov towers and let ψ : X −→ Y be a

cocellular map. Choose cocellular completions at T of X and Y. Then there exists

a cocellular map ψ∧T : X∧T −→ Y∧T , unique up to cocellular homotopy, such that

ψ∧T ◦φ is homotopic to φ ◦ψ .

proposition 10.3.6. Let W be a quotient tower of a Postnikov tower X with

projection π : X −→W. Then there are cocellular completions X∧T of X and

W∧T of W such that W∧T is a quotient tower of X∧T whose projection satisfies

π∧T ◦φ = φ ◦π . If π−1( ∗ ) is connected, the map φ : π−1( ∗ ) −→ (π∧T )−1( ∗ )
obtained by restricting φ : X −→ X∧T to fibers is again a completion at T. If, further,
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Y is a Postnikov tower, θ : Y −→W is a cocellular map, and θ∧T : Y∧T −→W∧T
is chosen as in Theorem 10.3.5, then the pullback X∧T ×W∧T Y∧T of π∧T and θ∧T is a

cocellular completion of the pullback X ×W Y of π and θ .

corollary 10.3.7. X∧T ×Y∧T is a cocellular completion of X ×Y.

corollary 10.3.8. If X is a simply connected Postnikov tower, then �(X∧T ) is a

cocellular completion of �X.

10.4. Completions of nilpotent groups

As in the case of localization we can extend the definition of completion from

abelian groups to nilpotent groups by using the completion at T of nilpotent

spaces. By Theorem 10.3.4, for any nilpotent group G there is a completion

K (G, 1)∧T of K (G, 1). By construction, πn(K (G, 1)∧T ) = 0 for n ≥ 3. We define

ET G = π1(K (G, 1)∧T )

and

HT G = π2(K (G, 1)∧T ),

and we let φ : G −→ ET G be the homomorphism induced on π1 by the com-

pletion φ : K (G, 1) −→ K (G, 1)∧T . Of course, as a second homotopy group,

HT G is abelian. By the functoriality of topological completion, HT and ET

are functors and φ is a natural transformation. We say that G is completable

at T if HT G = 0, and we then call φ the completion of G at T . We say that

G is T -complete if φ is an isomorphism; as in the abelian case, this implies

that HT G = 0. The universal property of topological completions specializes

to show that completion at T is universal among homomorphisms G −→ H

of nilpotent groups such that G is completable at T and H is T -complete.

The following three results are the analogues for completionofPropositions

5.4.7, 5.4.8, and 5.4.9. The proofs of the second and third of them are identical

to the proofs in the case of localization, but the proof of the first must take

account of the fact that not every nilpotent group is completable.

lemma 10.4.1. A nilpotent group G is T-complete if and only if G is

BT -nilpotent.

proof. If G is T -complete, then both its identity homomorphism and the

homomorphism obtained by passage to π1 from the inductive construction
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of completion at T in Theorem 10.3.4 are completions of G at T . By unique-

ness, they agree up to isomorphism under G, and the latter description dis-

playsG as aBT -nilpotent group. Conversely, suppose thatG is aBT -nilpotent

group. Then K (G, 1) is a BT -nilpotent space and is equivalent to a Post-

nikov BT -tower. Since we only have a fundamental group to construct, each

ni = 1 and the groups Ai are all T -complete in the inductive diagram that

appears in the proof of Theorem 10.3.4. The maps φi defined inductively

there are all equivalences between Eilenberg-Mac Lane spaces K (−, 1), hence
φ : K (G, 1) −→ K (G, 1)∧T is an equivalence. Therefore, K (G, 1)∧T must be a

space K (ET G, 1) and φ : G −→ ET G must be an isomorphism. �

proposition 10.4.2. A homomorphism φ : G −→ H between completable nil-

potent groups is an algebraic completion at T if and only if the map, unique up to

homotopy,

φ : K (G, 1) −→ K (H, 1)

that realizes φ on π1 is a topological completion at T.

proposition 10.4.3. If φ : G −→ ĜT is the completion of a completable nilpo-

tent group G, then

φ∗ : H∗(G;Fp) −→ H∗(ĜT ;Fp)

is an isomorphism for all primes p ∈ T.

Proposition 5.4.10 and Corollary 5.4.11 also have analogues for comple-

tions.

proposition 10.4.4. Let 1 −→ G′ −→ G −→ G′′ −→ 1 be an exact sequence

of nilpotent groups. Then the induced maps give a fibration sequence

K (G′, 1)∧T −→ K (G, 1)∧T −→ K (G′′, 1)∧T ,

and the resulting long exact sequence of homotopy groups has the form

1 −→ HT G′ −→ HT G −→ HT G′′ −→ ET G′ −→ ET G −→ ET G′′ −→ 1.

proof. We can choose a central series for G that begins with a central series

for G′ and ends with the inverse image of a central series for G′′. We can

construct corresponding Postnikov towers, so K (G′′, 1) is a quotient tower of
K (G, 1) with fiber K (G′, 1). Then, by Theorem 10.3.5, we can arrange our

completions so that the map K (G, 1)∧T −→ K (G′′, 1)∧T is the projection onto a

quotient tower and the map on the fiber is completion at T . �
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corollary 10.4.5. Suppose given a map of short exact sequences of completable

nilpotent groups

1 �� G′ ��

��

G ��

��

G′′ ��

��

1

1 �� H′ �� H �� H′′ �� 1

in which the groups on the bottom row are T-complete. If any two of the three vertical

arrows are completions at T, then so is the third.

We give some algebraic properties of completion at T in the rest of the

section. Some of these properties are direct generalizations from the abelian

case, but others give further information even in that case.

lemma 10.4.6. For any nilpotent group G, HT G and ET G are T-complete. More-

over, the map φ : G −→ ET G gives rise to isomorphisms

HT ( kerφ) ∼= HT G and ET G ∼= ET ( im φ),

and ET ( kerφ) = 0, HT ( im φ) = 0, ET ( cokerφ) = 0, and HT ( cokerφ) = 0.

proof. Since K (G, 1)∧T is nilpotent, it can be constructed as a Postnikov

tower with quotient tower K (ET G, 1). The fiber of the quotient map is a

space K (HT G, 2). Labeling the quotient map π and the fiber inclusion map ι,

Proposition 10.3.6 gives a map of fibration sequences

K (HT G, 2)
ι

��

φ

��

K (G, 1)∧T

φ

��

π
�� K (ET G, 1)

φ

��

K (HT G, 2)∧T
ι∧T

�� (K (G, 1)∧T )
∧
T

π∧T

�� K (ET G, 1)∧T .

The vertical arrows φ are completions, and the middle arrow is an equiva-

lence since the identity map of K (G, 1)∧T is also a completion. By construction,

K (HT G, 2)∧T is simply connected and πn(K (ET G, 1)∧T ) = 0 for n > 2. Compar-

ing the long exact sequences of homotopy groups, we see that

(i) HT HT G ∼= π3(K (HT G, 2)∧T ) = 0;

(ii) π2(π∧T ) = 0 and hence HT ET G = π2(K (ET G, 1)∧T ) = 0; and

(iii) π2(ι∧T ) and π1(π∧T ) are isomorphisms.
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Therefore the left and right vertical arrows φ induce isomorphisms of homo-

topy groups. This proves the first statement. The second statement is left as

an exercise for the reader. It is shown by applying Proposition 10.4.4 to the

two short exact sequences obtained by factoring φ through its image. The

proof entails diagram chasing of the two resulting six term exact sequences,

using the fact that the composite ET G −→ ET imφ −→ ET ET G is the isomor-

phism ETφ. �

We will not make direct use of the following result, but we will make a

little use of some of its consequences. To prove it, we drop our attempt to be

algebraically as well as topologically self-contained and use some group theory

that can be found in standard sources, such as Kurosh [78].

proposition 10.4.7. Let G be a nilpotent group.

(i) HT G = HT (T G), where T G is the T-torsion subgroup of G.

(ii) HT G = 0 if the p-torsion elements of G are of bounded order for p ∈ T.

(iii) ET G = 0 if and only if G is p-divisible for p ∈ T.

proof. The quotient group G/T G is T -torsion free, hence so are the abelian

subquotients of its upper central series [78, II, pp. 245, 247]. This implies

that HT (G/T G) = 0, and (i) now follows from Proposition 10.4.4. Since the

abelian subquotients of any central series of T G will inherit the boundedness

property in (ii), (i) and the abelian group case of (ii) imply that (ii) holds in

general.

For (iii), assume first that ET G = 0. Consider the fiber Fφ of the map

φ : K (G, 1) −→ K (G, 1)∧T .

The space K (G, 1)∧T is nilpotent, and its reduced mod p homology is zero for

p ∈ T . Therefore the integral homology of Fφ is local away from p and so Fφ

is local away from T , hence the nilpotent group π1(Fφ) is local away from

p. Since ET G = 0, G is a quotient of π1(Fφ) and is therefore p-divisible for

p ∈ T .

Conversely, assume that G is p-divisible for p ∈ T . We have not yet proven

the abelian case of the claim, so we consider that first. If G is abelian and

T -torsion free, then it is a Z[T−1]-module. If G is abelian and a T -torsion

group, then it is a direct sum of copies of Z/p∞ for p ∈ T [78, I, p. 165].

In either case, Hom (Z[T−1],G) −→ Hom (Z,G) is an epimorphism and
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φ : G −→ ET G is the zero homomorphism. Therefore the isomorphism

ETφ : ET G −→ ET ET G is zero and thus ET G = 0. For general nilpotent

p-divisible groups G, an argument in [78, II, p. 237] shows that G admits

a central series all of whose abelian subquotients are of one of the two types

just considered, so that ET G = 0. �

remark 10.4.8. By the previous two results HT G = HT K , where K is the

T -torsion subgroup of kerφ. Using Proposition 10.4.4 and Lemma 10.4.6,

we find that ET K = 0. By the previous result, K is thus a divisible torsion

nilpotent group. It is therefore abelian [78, II, p. 235], in accordance with our

definition of HT G as an abelian group. When T = {p},

HpG = HpK = Hom (Z/p∞,K ) = Hom (Z/p∞,G).

The last Hom refers to the category of groups, and the last equality is the

observation that any group homomorphism Z/p∞ −→ G factors uniquely

through K .

corollary 10.4.9. For any nilpotent group G, HT G is a torsion-free abelian

group, and Ext (HT G,ET A) = 0 for all abelian groups A.

proof. By inspection, HT G is torsion free whenG is abelian, and the general

case follows from the previous remark. The second statement follows since

ET A is an Ext group, Tor (B,C) = 0 if B is torsion free [25, VII.4.2], and

Ext (B, Ext (C,D)) ∼= Ext ( Tor (B,C),D)

for all abelian groups B, C, and D [25, VI.3.5a]. �

remark 10.4.10. We shall use this together with the fact that, for abelian

groupsA andB, Ext (B,A) classifies extensions 0 −→ A −→ C −→ B −→ 0 of

abeliangroups [79, p. 68]. ThusExt (B,A) = 0 implies that every suchextension

splits in the form C ∼= A⊕B.

The results above are less complete than in the abelian case in that we have

not yet considered T -adic completion of nilpotent groups. We will never make

later use of such a notion, but we sketch how the theory goes, without striving

for rigor. There are several equivalent ways to define T -adic completion, and

we give the one that best fits our way of thinking about completion.
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definition 10.4.11. For a nilpotent group G, define the T -adic completion

of G to be the inverse limit of the BT -nilpotent groups under G. That is, the

inverse system runs over the commutative diagrams of homomorphisms

B

��

G

��111111111111111

��..............

B′,

where B and B′ are T -nilpotent. This gives a functor since for f : H −→ G

we can map an element of ĤT to the element of ĜT given by the coordinates

indexed on composites H −→ G −→ B. By the definition, we have a natural

map φ : G −→ ĜT . Applying the functor ET and using that the groups B in

the limit system are T -complete, we obtain a natural map ψ : ET G −→ ĜT

such that ψ ◦φ = φ. That is, the T -adic completion φ factors through the

T -completion φ.

The definition is not quite rigorous because we have not shown that the

inverse system can be restricted to a cofinal set of homomorphisms G −→ B.

The standard way around this is to restrict attention to epimorphisms, taking

the limit of T -nilpotent images of G, as we did implicitly for p-adic completion

of abelian groups. However ĜT is defined, we will have ĜT = ×pĜp, and we

could start with that as part of the definition. We did that in the abelian case

and, as there, we could redefine Ĝp to be limG/Gpr
, where Gpr

denotes the

subgroup, necessarily normal, generated by all elements gpr
for g ∈ G. This

gives a well-defined functor, and it is the definition of choice in the algebraic

literature (see, for example, [141, p. 52]), but now we must check that each

G/Gpr
is p-complete. Alternatively, we can redefine Ĝp using epimorphisms to

Fp-nilpotent groups.WhenG is finitely generated, we can replaceBp-nilpotent

groups by finite p-groups in the limit system, and then Ĝp is isomorphic to

the classical profinite completion of G at p [126, p. I-5].

proposition 10.4.12. If the p-torsion elements of G are of bounded order for

p ∈ T, then ψ : ET G −→ ĜT is an isomorphism.
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sketch proof. The hypothesis on the p-torsion is inherited by all subquo-

tients ofG, soHT vanishes on all groups in sight. Profinite completion at p is an

exact functor on finitely generated nilpotent groups, and one can generalize to

show that this remains true without finite generation under our hypothesis on

the p-torsion. In the case of abelian groups, this is a p-adic generalization of the

Artin-Rees lemma that we proved implicitly in the first section of this chapter.

Given the exactness, ĜT is p-complete and ψ is an isomorphism by induction

on the nilpotency class of G, using Proposition 10.4.4 and Corollary 10.4.5.

For closely related results, see [141, Thms. 7.4, 7.6]. �
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11
CHARACTERIZATIONS AND PROPERTIES
OF COMPLETIONS

We give several characterizations of completions in §1. Starting with §2, we

restrict attention to completions at a single prime p, and we study the homo-

topical behavior of completion at p with respect to standard constructions on

based spaces. The treatment runs parallel to that in Chapter 6, and we focus

on points where completion behaves differently from localization.

11.1. Characterizations of completions of nilpotent spaces

We show that several alternative conditions on a map are equivalent to its

being a completion at T . We have the following pair of omnibus theorems.

theorem 11.1.1. The following properties of a nilpotent space Z are equivalent,

and they hold if and only if Z is T-complete.

(i) Z is a BT -nilpotent space.

(ii) ξ∗ : [Y ,Z] −→ [X ,Z] is a bijection for every FT -equivalence ξ : X −→ Y.

(iii) Each πnZ is a T-complete group (nilpotent if n = 1, abelian if n > 1).

theorem 11.1.2. For a nilpotent space X , the following properties of a map

φ : X −→ Y from X to a T-complete space Y are equivalent. There exists one

and, up to homotopy, only one such map, namely the the completion X −→ X̂T .

(i) φ∗ : [Y ,Z] −→ [X ,Z] is an isomorphism for all T -complete spaces Z.

(ii) φ is an FT -equivalence.

Moreover, for each n ≥ 1, there is a natural and splittable exact sequence

0 �� ETπnX �� πnY �� HTπn−1X �� 0,

214
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and the composite πnX
φ−→ ETπnX −→ πnY is φ∗. If X is AT -nilpotent,

so that each HTπnX = 0, the following condition is equivalent to (i)

and (ii).

(iii) For n ≥ 1, φ∗ : πnX −→ πnY is completion at T.

In Theorem 11.1.1, (ii) is the definition of what it means to be T -complete.

In Theorem 11.1.2, (ii) is the definition of what it means for φ to be a comple-

tion at T , and we have already proven the existence and uniqueness of such a

completion. Therefore, in both results, it suffices to prove the equivalence of

(ii) with the remaining properties. Note that the hypothesis for criterion (iii)

of Theorem 11.1.2 is essential. For example, πn(K (Z/p∞, n)p̂) = 0.

proof of theorem 11.1.1. This is very nearly the same as the proof of

Theorem 6.1.1. We use our characterization of BT in Theorem 10.2.5 and the

dual Whitehead theorem for the collection BT to see that (i) =⇒ (ii). The im-

plications (ii) =⇒ (i) and (i) =⇒ (iii) are proven as in Theorem 6.1.1. The

topological proof of (iii) =⇒ (i) in Theorem 6.1.1 works just as well here,

although the algebraic proof does not. �

proof of theorem 11.1.2. Again, much of this is nearly the same as

the proof of Theorem 6.1.2. The equivalence of (i) and (ii) follows from

Theorem 10.3.1 and the representability of cohomology. The proof that

(iii)⇒ (ii)whenX isAT -nilpotent is thesameas thecorresponding implication,

(iii) =⇒ (ii), of Theorem 6.1.1. Conversely, to see that (ii) implies (iii) when

X is AT -nilpotent, it suffices to check the general statement about homotopy

groups. For that purpose, we may use our cocellular completion φ. The con-

clusion holds when X is an Eilenberg-Mac Lane space by Theorem 10.3.2. The

claimed exact sequence of homotopy groups and the description of φ∗ fol-
low inductively by chasing the maps of exact sequences of homotopy groups

associated to the maps of fibration sequences in the inductive construction

of X̂T in Theorem 10.3.4. The chase uses the exact sequences displayed in

Lemma 10.1.8 and, more explicitly, Proposition 10.4.4. With the notations of

the proof of Theorem 3.5.4, these give exact sequences of the form

0 −→ HT Ai −→ HT (G/Gn,j+1) −→ HT (G/Gn,j)

−→ ET Ai −→ ET (G/Gn,j+1) −→ ET (G/Gn,j) −→ 1

determined by the central series used to build upG = πnX . At each stage of the

inductive construction of X̂T , we are building one of these exact sequences in
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the (n+ 1)st and nth homotopy groups of X̂T , and by the time we have finished

building up the nth homotopy group we have also built the summand HTπnX

of the (n+ 1)st homotopy group. At each stage of the construction, we have

splittings in view of Corollary 10.4.9 and Remark 10.4.10. �

Recall that HT A ∼= ×p∈T HpA and ET A ∼= ×p∈T EpA. Together with Theo-

rem 11.1.2, these observations have the following consequence, which was

promised at the very beginning of the previous chapter.

corollary 11.1.3. For a nilpotent space X , the canonical natural map

(πp) : X̂T −→ ×p∈T X̂p

is an isomorphism in HoT .

proof. Observe that X̂p is a T -complete space since Bp is contained in BT ,

so that anyBp-nilpotent space isBT -nilpotent. By the universal property of X̂T

the completions X → X̂p factor through canonical natural maps πp : X̂T → X̂p

for p ∈ T :

X
φp

��

φT ����������
X̂p

X̂T .

πp

���
�

�
�

The map (πp) : X̂T −→ ×p∈T X̂p induces an isomorphism on homotopy

groups and is thus a weak equivalence or, equivalently, an isomorphism in

HoT . �

The following result makes clear that completion at T can be thought of as

a refinement of localization at T .

proposition 11.1.4. The completion at T of a nilpotent space X is the composite

of its localization at T and the completion at T of the localization XT .

proof. Since Fp is a p-local abelian group it is also T -local. Therefore

any FT -equivalence is a ZT -equivalence. By the definitions of T -local and

T -complete spaces, this implies that any T -complete space is T -local. By
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the universal property of localization at T , we obtain a map φ̃ making the

following diagram commute.

X
φ

��

φ ����������
X̂T

XT

φ̃

��








Since φ̃ is clearly an FT -equivalence, it is a completion of XT at T . �

remark 11.1.5. Observe that we have no analogues of the homological crite-

ria in parts (iv) of Theorems 6.1.1 and 6.1.2. In fact, the integral homology

of completions is so poorly behaved that it is almost never used in practice.

The groups H̃n(X̂T ;Z) are always T -local, so they are uniquely q-divisible for

q /∈ T , but little more can be said about them in general. Observe that, by

Remark 5.4.1 and the universal coefficient theorem, if H̃n(X̂T ;Fp) = 0 and

H̃n+1(X̂T ;Fp) = 0 for p ∈ T , then H̃n(X̂T ;Z) is a rational vector space.

One might naively hope that, at least if X is f -nilpotent, H̃∗(X̂T ;Z) might

be isomorphic to H̃∗(X ;Z)⊗ ẐT , in analogy with what is true for localization.

However, as observed in [21, VI.5.7], that is already false when X = Sn. For

q > n, the groups Hq(Ŝn
T ;Z) are rational vector spaces. Let n be odd. Then

Corollary 6.7.3 implies that the rationalization of Ŝn
T is a space K (Q⊗ZT , n)

so that, for q > n,

Hq(Ŝn
T ;Z) ∼= Hq((Sn

T )0;Q ) ∼= Hq(K (Q⊗ZT , n);Q).

For a Q-vector space V , H∗(K (V , n);Q) behaves homologically as if it were

a graded exterior algebra generated by Hn(K (V , n);Q) = V . In particular,

Hqn(Sn
T ;Z) is an uncountable Q-vector space for q ≥ 2.

11.2. Completions of limits and fiber sequences

Since completions see one prime at a time, by Corollary 11.1.3, we now fix

a prime p and only consider completion at p henceforward. This allows us

to work with the Noetherian ring Zp rather than the ring ẐT , which is not

Noetherian if the set T is infinite.

This section is analogous to the corresponding section, §6.2, for localization.

The main difference is that it is necessary to be more careful here since exact-

ness properties aremore subtle and since the characterizations of completions
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are weaker. To begin with, we do not have a general analogue for completions

of the result that a p-local nilpotent group is Z(p)-nilpotent. This is related to

the fact that a homomorphism between p-complete abelian groups need not

have p-complete kernel and cokernel and need not be a homomorphism of

Zp-modules. Recall the notion of a Zp-map from Definition 4.3.2.

lemma 11.2.1. If f : X −→ Y is a map between nilpotent spaces, then its

completion f̂p : X̂p −→ Ŷp is a Zp-map.

proof. By Theorem 3.5.4 wemay assume that X and Y are Postnikov towers

and that f is a cocellular map. We may then construct φX : X −→ X̂p and

φY : Y −→ Ŷp by Theorem 10.3.4 and construct f̂p by Theorem 10.3.5, so that

it too is a cocellularmap. Since the functorsHp and Ep that describe homotopy

groups take values in the category of Ẑp-modules, the conclusion follows. �

While this result works in full generality, it is only useful to us when we

obtain f Zp-maps. The problem is that, while the kernel and cokernel of a map

of Zp-modules between p-complete abelian groups are Zp-modules, they still

need not be p-complete. However, they are so when the given modules are

finitely Zp-generated. Recall Notations 4.5.1 and 4.3.3. The proof above works

to give the following refinement.

lemma 11.2.2. If f : X −→ Y is a map between f ZT -nilpotent spaces for any

set of primes T such that p ∈ T, then its completion f̂p : X̂p −→ Ŷp is an

f Zp-map.

The following two results work without f -nilpotency hypotheses on our

spaces.

proposition 11.2.3. If X and Y are nilpotent spaces, then (X ×Y )p̂ is naturally

equivalent to X̂p× Ŷp.

proposition 11.2.4. If X is nilpotent and �0(X ) denotes the basepoint compo-

nent of �X, then (�X )p̂ is naturally equivalent to �0(X̂p).

proof. As noted in the proof of Proposition 6.2.4, �0X is equivalent to �X̃ .

The cocellular version of the statement applies to X̃ . �
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Our methods do not give the most general possible forms of the next two

results, but their f -nilpotency hypotheses are satisfied in the applications and

would shortly become necessary in any case.

proposition 11.2.5. Let f : X −→ A and g : Y −→ A be maps between

f-nilpotent spaces, let N0( f , g) be the basepoint component of the homotopy pullback

N( f , g), and let f̂p and ĝp be p-completions of f and g.

(i) If N( f , g) is connected, then N( f̂p, ĝp) is connected.

(ii) N0( f , g) is p-complete if X , Y , and A are p-complete.

(iii) N0( f̂p, ĝp) is a p-completion of N0( f , g).

proof. Recall from Proposition 6.2.5 that N0( f , g) is nilpotent. We mimic

that result for the rest. The f -nilpotent hypothesis is not needed for (i) since

Corollary 2.2.3 shows how to determine connectivity by the tail end of an

exact sequence, and the right exactness of the functor Ep gives the conclu-

sion. For (ii), Proposition 4.4.3, applied to the abelian category fAZp of finitely

generated Zp-modules, shows that N0( f̂p, ĝp) is f Zp-nilpotent and is therefore

p-complete. Using Corollary 10.4.5, part (iii) follows by comparison of the

long exact sequences of homotopy groups for N0( f , g) and N0( fT , gT ) given in

Corollary 2.2.3. �

Similarly, the proof of the following theorem uses the results just cited,

and also Lemmas 3.1.3 and 4.3.4, exactly as in the proof of its analogue,

Theorem 6.2.6, for localizations.

theorem 11.2.6. Let g : X −→ Y be a map to a connected space Y such that Y

and all components of X are f-nilpotent. Let F = Fg. Then each component of F is

f-nilpotent and there is a homotopy commutative diagram

�Y
ι

��

�φ

��

F
q

��

ψ

��

φ

										
X

g
��

φ

��

Y

φ

��

F̂p

q̂p

((2222222

ξ����������

�Ŷp
ι

�� Fĝp
q

�� X̂p
ĝp

�� Ŷp
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with the following properties.

(i) The map φ : Y −→ Ŷp is a completion at p.

(ii) The maps φ : X −→ X̂p and φ : F −→ F̂p are the disjoint unions over the

components of X and F of completions at T, defined using any (compatible)

choices of base points in these components.

(iii) The rows are canonical fiber sequences.

(iv) The restriction of ψ to a map from a component of F to the component of its

image is a completion at p.

(v) The map ξ : F̂p −→ Fĝp is an equivalence to some of the components of F̂p.

(vi) Fix x ∈ X, let y = g(x) ∈ Y, and assume that the images of

g∗ : π1(X , x)→ π1(Y , y) and ĝp∗ : π1(X̂p,φ(x))→ π1(Ŷp,φ(y)) are normal

subgroups. Then the quotient group π̃0(F) is f -nilpotent, the quotient group

π̃0(Fĝp) is f Zp-nilpotent, and ψ∗ : π̃0(F) −→ π̃0(Fp) is a completion at p.

As in the local case, the result simplifies when Y is simply connected and

therefore F is connected. We can then ignore the interior of the central square

and part (ii), concluding simply that the fill-in ψ : F −→ Fĝp is a completion

of F at p.

11.3. Completions of function spaces

We first record an essentially obvious consequence of the general theory of

completions. We wrote the proof of Lemma 6.3.1 in such a way that it applies

with minor changes of notation to prove the following analogue.

lemma 11.3.1. Let X be nilpotent and Y be p-complete. Then

φ∗ : F(X̂p,Y )∗ −→ F(X ,Y )∗

is a weak homotopy equivalence.

More deeply, we have the following analogue of Theorem 6.3.2, in which

we use much of the same notation that we used there. This result will play a

key role in the fracture theorems for completion.

theorem 11.3.2. Let X be an f-nilpotent space and K be a finite based connected

CW complex. Let g ∈ F(K ,X ), and let F(K ,X )g denote the component of F(K ,X )

that contains g. Let Ki denote the i-skeleton of K and define [K ,X ]g to be the set of

all h ∈ [K ,X ] such that h|Kn−1 = g |Kn−1 ∈ [Kn−1,X ], where n is the dimension
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of K. Let φ : X −→ X̂p be a completion of X at p. Then the following statements

hold.

(i) F(K ,X )g is an f-nilpotent space, F(K , X̂p)φ◦g is an f Zp-nilpotent space, and

φ∗ : F(K ,X )g −→ F(K , X̂p)φ◦g is a completion of spaces at p.

(ii) [K ,X ]g is an f-nilpotent group, [K , X̂p]g is an f Zp-nilpotent group, and

φ∗ : [K ,X ]g −→ [K , X̂p]φ◦g is a completion at p.

The proof of Theorem 6.3.2 applies verbatim. Note that even if we could

manage to eliminate f -nilpotency hypotheses in our results on fibrations in

the previous section, we would still have to restrict to f -nilpotent spaces in this

result, as the example of K = Sn and X = K (Z/p∞, n) makes clear.

11.4. Completions of colimits and cofiber sequences

The analogues for completion of the results of §6.4 are intrinsically less sat-

isfactory since the relevant constructions fail to preserve p-complete spaces.

Notably, it is not true that �X is p-complete when X is p-complete, as we

saw in Remark 11.1.5. As there, the problem is that we have no homological

characterizations like those in Theorems 6.1.1 and 6.1.2 to rely on. However,

using the characterization of completion in terms of mod p homology, we can

obtain correct statements simply by completing the constructions that fail to

be complete. We obtain the following conclusions.

proposition 11.4.1. If X , Y , and X ∨Y are nilpotent spaces, then (X ∨Y )p̂ is

naturally equivalent to (X̂p ∨ Ŷp)p̂.

proof. φ ∨φ : X ∨Y −→ X̂p ∨ Ŷp is an Fp-equivalence, but its target need

not be p-complete. The composite of the displayed map with a completion of

its target is a completion of its source. �

The proofs of the next few results are of exactly the same form.

proposition 11.4.2. If X is nilpotent, then (�X )p̂ is naturally equivalent to

(�X̂p)p̂.

proposition 11.4.3. Let i : A −→ X be a cofibration and f : A −→ Y be a map,

where A, X , Y , X/A, and X ∪A Y are nilpotent. If we choose completions such that

îp : Âp −→ X̂p is a cofibration, then (X̂p ∪Âp
Ŷp)p̂ is a completion of X ∪A Y.



“530-46909_Ch11_6P.tex” — 8/25/2011 — 10:37 — page 222

−1
0

+1

222 / characterizations and properties of completions

proposition 11.4.4. Let f : X −→ Y be a map such that X , Y , and Cf are

nilpotent and let ψ be a fill-in in the map of canonical cofiber sequences

X
f

��

φ

��

Y
i

��

φ

��

Cf
π

��

ψ

���
�
�

�X

�φ

��

X̂p
f̂p

�� Ŷp
i

�� Cf̂p
π

�� �X̂p

in which the given maps φ are completions at p. Then the composite of ψ with a

completion of its target is a completion of Cf .

proposition 11.4.5. If X is the colimit of a sequence of cofibrations

Xi −→ Xi+1 between nilpotent spaces, and if completions are so chosen that the

completions (Xi)p̂ −→ (Xi+1)p̂ are cofibrations, then ( colim (Xi)p̂)p̂ is a comple-

tion of X .

proposition 11.4.6. If X , Y , and X ∧Y are nilpotent, then (X ∧Y )p̂ is

naturally equivalent to (X̂p ∧ Ŷp)p̂.

Clearly, in view of these results, it is unreasonable to expect to have a

cellular construction of completions analogous to the cellular construction of

localizations given in §6.5.

11.5. Completions of H-spaces

It is also unreasonable to expect to have naive constructions of completions

of H-spaces and co-H-spaces analogous to the constructions for localiza-

tions given in §6.6, and we cannot expect completions of co-H-spaces to be

co-H-spaces. However, completions of H-spaces behave well.

proposition 11.5.1. If Y is an H-space with product μ, then Ŷp is an H-space

with product μ̂p such that φ : Y −→ Ŷp is a map of H-spaces.

proof. The map φ×φ : Y ×Y −→ Ŷp× Ŷp is a completion at p, so there

is a map μ̂p, unique up to homotopy, such that μ̂p ◦ (φ×φ) is homotopic to

φ ◦μ. Left and right multiplication by the basepoint of Ŷp are each homotopic

to the identity by another application of the universal property. �
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There is a large body of interesting work on p-complete H-spaces. Here

again, some of the interest is in seeing howmuch like compact Lie groups they

are. For that comparison, onewants them to satisfy some reasonable finiteness

condition, but in the absence of a cell structure it is not entirely obvious how

to specify this. One also wants them to be equivalent to loop spaces. Of course,

this holds for any topological group G, since G is equivalent to the loops on

its classifying space BG. This leads to the following notion.

definition 11.5.2. A p-compact group is a triple (X ,BX , ε), where BX is a

p-complete space, ε : X −→ �BX is a homotopy equivalence, and the mod p

cohomology of X is finite dimensional. It is often assumed that BX is simply

connected, so that X is connected.

This notion was introduced and studied by Dwyer andWilkerson [44], who

showed how remarkably similar to compact Lie groups these X are. The com-

pletion of a compact Lie group is an example, but there are many others.

Like compact Lie groups, p-compact groups have versions of maximal tori,

normalizers ofmaximal tori, andWeyl groups. A complete classification, anal-

ogous to the classification of compact Lie groups, has recently been obtained

[4, 5].

11.6. The vanishing of p-adic phantom maps

In parallel with §6.8, we give an observation that shows, in effect, that phantom

maps are usually invisible to the eyes of p-adic homotopy theory. The proof

relies on results from the literature about the vanishing of higher-derived

functors of lim. Their proofs are not hard, but they would take us too far afield

to give full details here.

lemma 11.6.1. Let X be a connected CW complex of finite type. If Z is

f ẐT -nilpotent then

lim1[�Xi,Z] = 0

and

[X ,Z] → lim[Xi,Z]
is a bijection.

The conclusion is similar to that of Lemma 6.8.1, but that result was proven

using a cellular decomposition of X , whereas this result is proven using
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a cocellular decomposition of Z. Recall the definition of a K -tower from

Definition 3.3.1.

proof of lemma 11.6.1. By Corollary 11.1.3 we may assume without loss

of generality that T = {p}. Let fAp denote the collection of finite abelian

p-groups; we could equally well replace fAp by the single group Z/p in the

argument to follow.

We can construct the spaces K (Z/pq, n) and K (Zp, n) as fAp-towers. To be

precise about this, we use that the group Hn+1(K (Z/pq, n),Fp) is a copy of Fp

generated by βq(ιn), where ιn ∈ Hn(K (Z/pq, n);Fp) is the fundamental class

and

βq : Hn(−;Z/p) −→ Hn+1(−;Z/p)
is the qth Bockstein operation. That operation is obtained as the connecting

homomorphism associated as in [93, p. 181, #3] to the short exact sequence

0 −→ Z/pq −→ Z/pq+1 −→ Z/p −→ 0,

followed by reduction mod p. Viewing βq(ιn) as a map

K (Z/pq, n) −→ K (Z/p, n+ 1),

its fiber is a space K (Z/pq+1, n). The limit of the resulting fibrations

K (Z/pq+1, n) −→ K (Z/pq, n)

is a space K (Zp, n).

In view of Remark 3.3.2, it follows that for any finitely generatedZp-module

B, the space K (B, n) can be constructed as a K fAp-tower with countably may

cocells. By Theorem 3.5.4, the f Zp-nilpotent space Z can be taken to be a

Postnikov f Zp-tower. Using Remark 3.3.2 again, it follows that all terms of

the tower and Z itself are K fAp-towers with countably many cocells. The

commutations with sequential limits used in the construction give the more

precise information that Z is the limit of countably many quotient towers Wj ,

each of which has finite homotopy groups. For a finite complex K , [K ,Wj]
is finite and, by Theorem 2.3.3, lim1 vanishes on inverse sequences of finite

groups. Thus, for each fixed i,

lim1
j [�1Xi,Wj] = 0.

If we assume that the groups [�Xi,Wj] are abelian, then a result of Roos

[119, Thm. 3] (see also [120]) gives a spectral sequence that converges from

E
p,q
2 = limp

i lim
q
j [�Xi,Wj]
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to the derived functors limn of the bi-indexed system {[�Xi,Wj]} of finite
groups. Since our limit systems are sequential or have cofinal sequential sub-

systems, the E2 terms with p > 1 or q > 1 are zero, as are the terms with

q = 1, and the limn groups to which the spectral sequence converges are zero

for n ≥ 1. This forcesE2 = E∞ andE1,0
2 = 0, that is lim1

i [�Xi,Z] = 0. A direct

adaptation of Roos’s arguments starting from the explicit definition of lim1

given in Definition 2.1.8 allows us to draw the same conclusion even when

the groups [�Xi,Wj] are not abelian. �
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FRACTURE THEOREMS FOR
COMPLETION: GROUPS

In this chapter we describe how to construct a global nilpotent group from

a complete nilpotent group, a rational nilpotent group, and a compatibility

condition. The compatibility condition involves a notion of formal completion,

andwe also give a brief discussionofwhatwe call the adèlic genus of anilpotent

group. We describe the corresponding constructions for nilpotent spaces in

the next chapter. The results in these chapters parallel those in Chapters 7 and

8, but the proofs are quite different. For example, at one key spot in this chapter

we use a space-level result from the next chapter to prove a general algebraic

result about completions of nilpotent groups. In turn, we use that algebraic

result to prove a general topological result about completions of spaces in the

next chapter, carefully avoiding circularity. This contrasts with Chapters 7 and

8, where we consistently used results for groups to prove the corresponding

results for spaces.

More fundamentally, the algebra is here much less predictive of the topol-

ogy. Many of the algebraic results require completability restrictions on the

given groups, whereas the analogous topological results apply without any

such restriction. Conceptually, the point is that the group theory knows only

about Eilenberg-Mac Lane spaces K (G, 1), but the topology knows how to use

two-stage Postnikov towers to construct completions of Eilenberg-Mac Lane

spaces K (G, 1) for nilpotent groups G that are not completable algebraically.

Since we are interested primarily in the topology, we shall not be overly thor-

ough in our treatment of the algebra. However, we shall be quite carefully

pedantic about those results that are not well documented in other sources,

since it is quite hard to determine from the literature precisely what is and is

not true.

We let T be any nonempty set of primes. The focus is on the case when T

is the set of all primes and the case when T consists of a single prime p. Since

completions at T split as the products of the completions at p ∈ T , the reader

226
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may wonder why we don’t just work one prime at a time. The answer is that

since we are relating global to local phenomena, these splittings do not imply

that our results for the primes p ∈ T imply our results for T itself. We shall

say a bit more about this at the end of §12.2.

All given groups are to be nilpotent in this chapter, even when we neglect

to say so. Recall from Lemma 5.4.6 that T -local groups are the same as

ZT -nilpotent groups, as defined in Notation 4.5.1. Similarly, recall from

Proposition 5.6.5 that finitely T -generated T -local groups are the same as

f ZT -nilpotent groups.

12.1. Preliminaries on pullbacks and isomorphisms

We begin by showing that completion preserves certain pullbacks. This is

in contrast to the case of localization, where all pullbacks are preserved. Of

course, the difference is a consequence of the failure of exactness for com-

pletion. We then give a criterion for a map between T -local groups to be an

isomorphism and show by example that its restrictive hypotheses cannot be

eliminated.

lemma 12.1.1. Let

A
f

��

g

��

C

k
��

B
h

�� D

be a pullback diagram of abelian groups, where D is rational. Then ET A is iso-

morphic to ET B⊕ET C and, if B and C are completable at T , then so is A.

proof. Since D is rational, ET D = 0 by Proposition 10.1.11 and the first

claim can be viewed as saying that the functor ET preserves the displayed

pullback. We are given the exact sequence

0 �� A
( f ,g)

�� B⊕C
h−k

�� D,

and we let I ⊂ D be the image of h− k. We then have a short exact sequence
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0 �� A
( f ,g)

�� B⊕C
h−k

�� I �� 0.

By Proposition 10.4.4 (taking products over p ∈ T ), it gives rise to an exact
sequence

0 �� HT (A) �� HT (B⊕C) �� HT (I) �� ET (A) �� ET (B⊕C) �� ET (I) �� 0.

Since D is rational, so is I, hence HT (I) = 0 and ET (I) = 0, by Proposi-

tion 10.1.11. Therefore the sequence says that ET (A) ∼= ET (B)⊕ET (C) and

HT (A) = 0 if HT (B⊕C) = 0. �

lemma 12.1.2. Let ψ : H −→ G be a homomorphism between T-local groups,

where G is completable at T . Then ψ is an isomorphism if and only if

ψ0 : H0 → G0 and ETψ : ET H → ET G

are isomorphisms.

proof. The forward implication is obvious. Assume that ψ0 and ETψ are

isomorphisms. Since ψ0 is an isomorphism, Proposition 5.5.4 implies that

the kernel and cokernel of ψ are T -torsion groups.

Let im(ψ) be the kernel of the cokernel of ψ , that is, the normal subgroup

of G generated by im (ψ). The exact sequence

1 �� im(ψ) ��G �� coker (ψ) ��1

gives an exact sequence

1 ��
HT im(ψ) ��HT (G) ��HT coker (ψ) ��

ET im(ψ) ��ET (G) ��ET coker (ψ) ��1.

Since the isomorphism ETψ factors through the map ET (im(ψ))→ET (G),

thismapmustbeanepimorphism,hencetheepimorphismET G→ET coker (ψ)

must be trivial. This implies that ET coker (ψ)= 1. By Proposition 10.4.7,

coker (ψ) is T -divisible. Since it is also a T -torsion group, it is trivial. Thus ψ

is an epimorphism. Now the exact sequence

1 �� ker (ψ) ��H ��G ��1

gives an exact sequence

1 ��HT ker (ψ) ��HT H ��HT G ��ET ker (ψ) ��ET H
∼=

��ET G ��1.
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SinceHT (G) = 0 byhypothesis, this exact sequence shows thatET ker (ψ) = 1.

By Proposition 10.4.7 again, ker (ψ) is T -divisible. Since it is also a T -torsion

group, it is trivial and ψ is an isomorphism. �

example 12.1.3. The completability hypothesis is essential. The abeliangroup

B = ⊕p∈T Z/p∞ satisfies B0 = 0 and ET B = 0. Therefore, for any abelian

group A, for example A = 0, the inclusion and projection A −→ A⊕B −→ A

are examples of maps that induce isomorphisms after rationalization and

application of ET but are not themselves isomorphisms.

12.2. Global to local: abelian and nilpotent groups

We agree to write φ0 for rationalization and φ̂ for completion at T in this

section. Example 12.1.3 shows that we cannot expect to recover a globalT -local

groupG fromG0 andET G unlessHT G = 0. Because the technical hypotheses

differ, we consider monomorphism, isomorphism, and epimorphism condi-

tions separately.

lemma 12.2.1. If an abelian group A is completable at T , then the kernel of the

completion φ̂ : A→ ET A is Hom (Z[T−1],A). If G is an f ZT -nilpotent group,

then the completion φ̂ : G→ ET G is a monomorphism.

proof. Thefirst statement holds byRemark 10.1.21.WhileHom (Z[T−1],A)
is often nonzero, for example when A = Q, it is easily seen to be zero when

A is a finitely generated ZT -module. The second statement follows by the five

lemma since all of the subquotients of any central series of an f ZT -nilpotent

group are finitely T -generated, by Proposition 5.6.5. �

Finite generation hypotheses will shortly enter for another reason. Recall

that quotients of T -completable groups need not be T -completable in gen-

eral, as the example B ∼= ZT/Z illustrates. However, we have the following

observation.

lemma 12.2.2. For any set of primes T ′ ⊃ T, all subquotients of all f ZT ′ -nilpotent

groups are completable at T . In particular, all subquotients of f Z-nilpotent groups

are completable at T .

proof. Since completion at T is the composite of localization at T and

completion at T , this is implied by Proposition 5.6.5. �
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The following ad hoc definition encodes greater generality.

definition 12.2.3. A nilpotent group G is nilpotently completable at T if

it has a central series all of whose subquotients (including G itself) are

completable at T .

In the abelian case, the following result is best possible. In the nilpotent

case, the completability hypothesis is not actually essential, as we shall see

from an alternative proof in the next section, but it is a natural condition to

assume and is needed for our first proof.

theorem 12.2.4. If G is a T-local group that is nilpotently completable at T , then

the diagram

G
φ̂

��

φ0

��

ET G

φ0

��
G0

φ̂0

�� (ET G)0

is a pullback.

proof. Changing notation to G = A, we first prove this when G is abelian.

Let B be the pullback displayed in the diagram

B ��

��

ET A

φ0

��
A0

(φ̂)0

�� (ET A)0.

The universal property gives a map ψ : A→ B that factors both the comple-

tion A −→ ET A and the rationalization A −→ A0. Since rationalization is

exact,

B0 ��

��

(ET A)0

��
A0 �� (ET A)0
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is a pullback whose right vertical arrow is an isomorphism. Therefore,

B0→A0 is an isomorphismand so isψ0 : A0→B0. Similarly, sinceET (A0)=0,
Lemma 12.1.1 shows that B is completable at T and ETψ : ET A→ ET B is an

isomorphism. By Lemma 12.1.2, ψ is an isomorphism.

Reverting to our original notation, the general case is proven by induction

on the nilpotency class of G, using Lemma 7.6.2. To see this, choose a central

series

{1} = Gq ⊂ Gq−1 ⊂ . . . ⊂ G0 = G

for G where Gq−1 and G/Gq−1 are completable at T . The base case and the

inductive hypothesis imply that the diagrams

(G/Gq−1) ��

��

ET (G/Gq−1)

��

(Gq−1) ��

��

ET (Gq−1)

��
(G/Gq−1)0 �� (ET (G/Gq−1))0 (Gq−1)0 �� (ET (Gq−1))0

are pullbacks. Since rationalization is exact,

1 �� (Gq−1)0 �� G0 �� (G/Gq−1)0 �� 1

is exact. Since G/Gq−1 is completable at T ,

1 �� ET (Gq−1) �� ET (G) �� ET (G/Gq−1) �� 1

is exact. This exact sequence and the exactness of rationalization imply that

1 �� (ET (Gq−1))0 �� (ET (G))0 �� (ET (G/Gq−1))0 �� 1

is exact. The claimed pullback follows from Lemma 7.6.2(i). �

The next result is the one proven topologically.1 In turn, this algebraic

result will later be used in the proof of our topological global to local fracture

theorem.

1. The result is stated in [39, Prop. 3.5], but without details of proof.
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proposition 12.2.5. For any T-local group G, every element z ∈ (ET G)0 is a

product z = φ0(x)φ̂0(y) for some x ∈ ET G and y ∈ G0.

proof. In contrast to the analogue for localization, we prove this using topol-

ogy. Again, we first prove this in the abelian case, writing G = A. We have

K (A, 2) available to us, and we let P be the homotopy pullback displayed in the

diagram

P
μ

��

ν

��

K (A, 2)∧T

φ0

��

K (A, 2)0
(φ̂)0

�� (K (A, 2)∧T )0.

Since the other three spaces in the diagram are simply connected, the descrip-

tion of the homotopy groups ofP inCorollary 2.2.3 ensures thatP is connected.

By Theorem 13.1.5 (or Lemma 13.2.3) below, ν is a rationalization and μ

is a completion at T , hence the induced map α : K (A, 2)→ P becomes an

equivalence upon rationalization and completion at T . Therefore, by Corol-

lary 13.2.2 below, α is an equivalence. In particular, π1(P) = 0. The conclusion

follows from Corollary 2.2.3 and the description of the homotopy groups of

completions in Theorem 11.1.2.

Thegeneral case is againproven topologically, by specializingLemma13.2.4

below. Briefly, let Y be the fiber of a map X −→ K (A, 2), where X is one stage

in the inductive construction of K (G, 1) and Y is the next stage. Let P be the

homotopy pullback displayed in the diagram

P ��

��

ŶT

φ0

��

Y0
φ̂0

�� (ŶT )0.

By Lemma 13.2.4, the canononical map Y −→ P is an equivalence. Since Y

is connected, so is P, and the conclusion again follows from Corollary 2.2.3

and Theorem 11.1.2. The reader may feel, as the authors do, that this is a

rather mysterious way to prove something as concrete and algebraic as the

result we are after. She might prefer an algebraic proof that just applies the

elementary Lemma 7.6.1. Choosing a central series for G as in the proof of
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Theorem 12.2.4 above and using the right exactness of the functor ET , we do

obtain a commutative diagram with exact rows

ET Gi/Gi+1 ��

��

ET G/Gi+1 ��

��

ET G/Gi

��

�� 1

(ET Gi/Gi+1)0 �� ET (G/Gi+1)0 �� (ET G/Gi)0 �� 1

(Gi/Gi+1)0 ��

++

(G/Gi+1)0 ��

++

(G/Gi)0 ��

++

1.

However, to be able to quote Lemma 7.6.1, we need an intuitively obvious

but technically elusive detail. We leave it as an exercise for the dissatisfied

reader. �

exercise 12.2.6. Let 0→ A→ G −→ H → 1 be a central extension of nilpo-

tent (or T -local) groups. Then the image of the induced map ET A−→ET G

is a central subgroup, hence so is the image of the induced map

(ET A)0 −→ (ET G)0.

It is natural to think of completion at p as the composite of localization at p

and completion at p, and it is also natural to ask howTheorem 12.2.4 correlates

with its analogue for localization, part (ii) of Theorem 7.2.1. Again assuming

that G is T -local and using notations and constructions cognate with those in

Theorem 7.2.1(ii), we have the following commutative diagram. It should be

compared with the key diagram (7.1.4) of §7.1, in which G is compared with

the pullbacks P and Q that are implicit in the top left square and its composite

with the triangle in the diagram.

G
(φp)

��

φ0

��

∏
p∈T G( p)

�φ̂p

��

φ0

��

∏
p∈T EpG

φ0

��

G0

(φp)0
��

� %%3333333333333333 (
∏

p∈T G( p))0

(π̃p)

��

(�φ̂p)0
�� (

∏
p∈T EpG)0

(π̃p)

��
∏

p∈T G0

�((φ̂p)0)

��
∏

p∈T ((EpG)0)
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The vertical maps φ0 are rationalizations. The map π̃p at the bottom right

is obtained by rationalizing the projection �p∈T EpG −→ EpG, and the map

π̃p at the bottom center was defined similarly above (7.1.4). The two vertical

composites π̃p ◦φ0 are rationalizations G( p) −→ G0 and EpG −→ (EpG)0.

The upper left square is a pullback, by Theorem 7.2.1(ii), and so sometimes

is the left part of the diagram with its middle horizontal arrow (φp)0 erased, by

Proposition 7.1.7 (see also Proposition 7.4.4 and Remark 7.4.6). The right part

of the diagramwith itsmiddle horizontal arrow (φ̂p)0 erased is a pullbackwhen

each G( p) satisfies the hypothesis of Theorem 12.2.4 (for the case T = {p}).
This certainly holds when G is finitely T -generated, which is the main case

of interest. We conclude that Theorem 12.2.4 for T is often but not always

implied by Theorem 12.2.4 applied to the singleton sets T = {p}. As we have
seen inChapter 8, the divergence between the twopullbacks, P andQ , induced

by the left part of the diagram becomes greater in the topological analogues.

12.3. Local to global: abelian and nilpotent groups

Our algebraic local to global result reads as follows. Its hypotheses seem to be

minimal, but it is instructive to compare it with Theorem 13.3.1, where the

topology allows us to generalize to groups that are not completable at T .

theorem 12.3.1. Let

G
μ

��

ν

��

J

φ0

��

H
ω

�� J0

be a pullback square of nilpotent groups such that

(i) J is T-complete;

(ii) φ0 : J −→ J0 is a rationalization of J; and

(iii) H is rational.

Then G is T-local and completable at T , μ : G→ J is a completion at T, and

ν : G→ H is a rationalization. Therefore ω is the rationalization of μ.

proof. Since J, J0, and H are T -local, G is T -local by Lemma 5.5.7. We

first prove the rest in the abelian case, and we change notations in accord with

Lemma 12.1.1, lettingG = A, H = B, and J = C. SinceB is rational, HT B = 0
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and ET B = 0. Since C is T -complete, HT C = 0 and ET C ∼= C. Therefore, by

Lemma 12.1.1, A is completable at T and ET A −→ ET C ∼= C is an isomor-

phism. Similarly, since rationalization preserves pullbacks, rationalization of

the given pullback square shows that A0 −→ B0 ∼= B is an isomorphism. This

proves the result in the abelian case. We can now change our point of view and

think of the pullbackA as a givenT -local andT -completable abelian group that

gives rise to our original pullback diagram via rationalization and completion

at T . Therefore the abelian case of Proposition 12.2.5 applies. We will use that

in our proof of the generalization to the nilpotent case.

Returning to the original notations, we prove the nilpotent case by induc-

tion on the larger of the nilpotency classes of J and H. The argument is

similar to the proof of Proposition 7.4.3. To exploit naturality, we start with

the lower central series of J andH. Rationalization gives amap from the lower

central series of J to its rationalization, which is a lower central series of J0
and so contains termwise the lower central series of J0. The lower central

series of H is already rational, and ω maps it into the lower central series

of J0 and thus into the rationalization of the lower central series of J. Since

rationalization commutes with quotients, for each j we obtain a commutative

diagram

1 �� Hj/Hj+1 ��

��

H/Hj+1

��

�� H/Hj ��

��

1

1 �� ( Jj/Jj+1)0 �� ( J/Jj+1)0 �� ( J/Jj)0 �� 1

1 �� Jj/Jj+1

++

�� J/Jj+1

++

�� J/Jj

++

�� 1

of central extensions. We denote the resulting sequence of pullbacks by

1 ��A[ j] ��G[ j+ 1] ��G[ j] ��1.

By Lemma 7.6.2(ii), whose key epimorphism hypothesis we verified in our

discussion of the abelian case, this is an exact sequence and in fact a central

extension. We know the result for A[ j] and assume it inductively for G[ j].
This clearly implies that HT G[ j+ 1] = 0, and five lemma arguments give that

the associated maps ν and μ for G[ j+ 1] are a rationalization and a comple-

tion at T . �
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As promised, this allows us to reprove and improve Theorem 12.2.4.

theorem 12.3.2. If G is a T-local group that is completable at T , then the

following diagram is a pullback.

G
φ̂

��

φ0

��

ET G

φ0

��
G0

φ̂0

�� (ET G)0

proof. Take H = G0 and J = ET G, with φ0 a rationalization of J and

ω = φ̂0. Let P be the pullback of φ0 and ω. The universal property of P

gives a map α : G −→ P that induces an isomorphism upon rationalization

and completion at T . Since P is completable at T , α is an isomorphism by

Lemma 12.1.2. �

12.4. Formal completions and the adèlic genus

Wehave emphasized the fully general nature of the local to global fracture the-

orems. That is both a virtue and a defect. For example, ω in Theorem 12.3.1

can have a large kernel, or can even be zero. In the latter case, letting

K = ker (φ0 : J −→ J0), wehaveG = H×K ,G0 ∼= H, andET G ∼= ET K . Noth-

ing like that can happen in the cases of greatest interest, where all groups in

sight satisfy finite generation conditions over the appropriate ground ring and

H and J are related by nontrivial rational coherence data.

We first develop conditions on the input that ensure that our local to

global fracture theorem delivers f ẐT -nilpotent groups as output. This is sub-

tle since finite generation conditions on the input are not always sufficient.

There are finitely generated T -complete groups that cannot be realized as the

completions of finitely generated T -local groups.

Specializing to the set of all primes, we then define and say just a little

about the calculation of “adèlic” and “complete” variants of the (local) genus

that we defined in §7.5. Here, assuming that we are given an f Ẑ-nilpotent

group that can be realized as the completion of an f -nilpotent group, we ask

whether such a realization is unique and how to classify all such realizations.

To give a naive framework for dealing with these questions, we introduce

an analogue of the notion of a formal localization of a rational nilpotent group
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that is naturally dictated by our cocellular constructions of localizations and

completions. That motivation takes a global to local point of view, but the

essential point is that the definition formalizes what is needed to go from

finitely generated local data to finitely generated global data. Let Q̂T denote

the ring ẐT ⊗Q. Written that way, we think of first completing and then

rationalizing. But we have Q̂T ∼= Q⊗ ẐT . Written that way, we think of first

rationalizing and then rationalizing completionmaps. Thatmakes good sense

even though first rationalizing and then completing groups gives the trivial

group.

Recall the notions of an R-map of R-nilpotent π -groups and of an fR-map

of fR-nilpotent π -groups from Definition 4.3.1 and Notation 4.3.3. By the

cocellular functoriality of our constructions of localizations and completions,

localizations and completions of maps are R-maps for the appropriate ground

ring R, as observed in Lemmas 6.2.1, 11.2.1, and 11.2.2. A formal completion

is a particular kind of Q-map. Before giving the full definition, we note the

following analogue of the cited lemmas, which deals with a subsidiary part of

the definition.

lemma 12.4.1. If J is ẐT -nilpotent, then its rationalization φ0 : J −→ J0 is a

ẐT -map. Moreover, if J is f ẐT -nilpotent and its torsion subgroup is finite, then

J and J0 admit central series { Ji} and {Ki} such that φ0( Ji) ⊂ Ki and the induced

map of ẐT -modules Ji/Ji+1 −→ Ki/Ki+1 is isomorphic as a Q̂T -module under the

ẐT -module Ji/Ji+1 to the canonical map η : Ji/Ji+1 −→ Ji/Ji+1⊗Q. That is, there

is a commutative diagram

Ji/Ji+1
φ0

����������� η



#########

Ki/Ki+1 ∼=
�� Ji/Ji+1⊗Q

of ẐT -modules in which the isomorphism is a map of Q̂T -modules.

proof. The first statement is easily proven by induction, using our cocel-

lular constructions. For the second statement, the kernel of φ0 is the torsion

subgroup of J, which is finite by assumption and therefore an f ZT -nilpotent

group. We may start our central series for J and J0 with a central series for

kerφ0 and the constant central series Ki = K of the same length. Thus we

may as well replace J by J/ kerφ0 and so assume that φ0 is a monomorphism.
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Then the subquotients Ji/Ji+1 are finitely generated free ẐT -modules and the

conclusion follows. �

Of course, even if J is f ẐT -nilpotent, φ0 is not an f ẐT -map since its target

is not f ẐT -nilpotent. It is f Q̂T -nilpotent, and we must use the ring Q̂T for

algebraic understanding. The group π in the following definition plays no role

in this section, but the generality will be relevant to the space-level analogue.

We are only interested in the cases when either π is trivial or all given groups

are abelian.

definition 12.4.2. Let π be a group, H be an f Q-nilpotent π -group, and

J be an f ẐT -nilpotent π -group with rationalization φ0 : J −→ J0. A formal

completion of H at T associated to φ0 is a homomorphism ω : H −→ J0 of

π -groups with the following property. There exists an f Q-central π -series {Hi}
for H, an f ẐT -central π -series { Ji} for J, and an f Q̂T -central π -series {Ki}
for J0 such that the π -equivariant conclusion of Lemma 12.4.1 holds for φ0
and each induced homomorphism Hi/Hi+1 −→ Ki/Ki+1 of Q[π ]-modules is

isomorphic as a Q̂T [π ]-module under theQ[π ]-moduleHi/Hi+1 to the natural
homomorphism

η : Hi/Hi+1 ∼= Hi/Hi+1⊗ZT −→ Hi/Hi+1⊗ ẐT .

Thus ω(Hi) ⊂ Ki and we have a commutative diagram

Hi/Hi+1
ω

������������ η

��4444444444

Ki/Ki+1 ∼=
�� Hi/Hi+1⊗ ẐT

of maps of Q[π ]-modules such that the isomorphism is a map of

Q̂T [π ]-modules. Observe that a formal completion ω is necessarily a

monomorphism. Observe too that when the given groups are abelian, the

only requirement on the map ω is that there must be a commutative diagram

of Q[π ]-modules

H
ω

���������� η

�����������

J0
ξ

�� H⊗ ẐT
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in which ξ is an isomorphism of Q̂T [π ]-modules. No compatibility with the

map φ0 is required.

From a global to local point of view, we have the following observation.

As in Lemma 12.2.2, we use that completion at T factors through localization

at T .

proposition 12.4.3. For any T ′ ⊃ T, the rationalization (φ̂)0 of the comple-

tion φ̂ : G −→ ET G at T of an f ZT ′ -nilpotent group G is a formal completion

G0 −→ (ET G)0.

From a local to global point of view, we have the following addendum to

Theorem 12.3.1.

theorem 12.4.4. Let

G
μ

��

ν

��

J

φ0

��

H
ω

�� J0

be a pullback square of nilpotent groups such that

(i) J is f ẐT -complete and its torsion subgroup is finite;

(ii) φ0 : J −→ J0 is a rationalization of J;

(iii) H is rational; and

(iv) ω is a formal completion associated to φ0.

Then G is f ZT -nilpotent.

proof. The kernel of φ0 is the torsion subgroup of J, which is finite by

assumption and therefore an f ZT -nilpotent group. It coincides with the kernel

of ν, and, arguing as in Proposition 12.4.3 we may as well replace G and J by

their quotients by kerφ0. That is, there is no loss of generality if we assume

that G and J are torsion free.

We look first at the abelian case. Then H is just a finite dimensional ratio-

nal vector space with an inclusion ω : H −→ J0 of abelian groups and thus of

rational vector spaces that is equivalent under H to the canonical inclusion

H −→ H⊗ ẐT . Then the pullback G is a torsion-free ZT -module whose ratio-

nalization isH andwhose completion atT is J. Wemay choose basis vectors for
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H that are in G and are not divisible by any p ∈ T . Let F be the free ZT -module

on these generators and ι : F −→ G the canonical map of ZT -modules. Since ι

rationalizes to the identity map ofH, G is torsion free, andG/F is torsion free,

ι is an isomorphism. By a pedantically careful diagram chase that we leave to

the reader, our pullback diagram in this case is isomorphic to the canonical

pullback diagram

F ��

��

F⊗ ẐT

��

F⊗Q �� F⊗ Q̂T .

For the inductive step, we choose central series {Hi}, { Ji}, and {Ki} for
H, J, and J0, respectively, as in the definition of a formal completion. As

usual, these assemble into a sequence of pullback diagrams of central exten-

sions. The sequence of pullback groups induced by each of these pullback

diagrams is short exact by Lemma 7.6.2(ii); the epimorphism hypothesis in

that result is satisfied by the abelian case of Proposition 12.2.5, which is

quite easy to reprove algebraically under the finite generation hypotheses

we have here. These extensions show that the pullbacks Gi of the diagrams

Hi
�� Ki Ji�� display a centralZT -series forGwith finitely gene-

rated subquotients, and the last statement follows by inspection. �

remark 12.4.5. The notion of formal completion used in Theorem12.4.4may

seem fussy. However, some such hypothesis is needed since Belfi and Wilk-

erson [10] have given an example of a finitely generated Ẑp-nilpotent group J

with mod p homology of finite type over Fp and with nilpotency class two such

that there is no finitely generated Z( p)-nilpotent group G whose completion

Ĝp is isomorphic to J, hence there is no finitely generated nilpotent group G

whose completion is isomorphic to J.

We now specialize T to be the set of all primes. We have two alternative

notions of genus.

definition 12.4.6. The adèlic genus of a finitely generated nilpotent group

G is the set of isomorphism classes of finitely generated nilpotent groups G′

such that G0 is isomorphic to G′0 and Ĝp is isomorphic to Ĝ′p for all primes p.

The complete genus of G is defined by dropping the requirement that G0 be

isomorphic to G′0.
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The name “adèlic” is suggested by Sullivan’s analogy [133, 135] with the

theory of adèles in number theory. There do not seem to be standard names

for these notions in the literature, although the adèlic genus has been stud-

ied, in particular by Pickel [112]. The previous proof gives the analogue of

Proposition 7.5.6.

proposition 12.4.7. The isomorphism class of A is the only element of the adèlic

genus of a finitely generated abelian group A.

remark 12.4.8. In analogy with Example 7.5.7, Belfi and Wilkerson [10, 4.2]

have given examples of non-isomorphic finitely generated nilpotent groups G

and G′ that are in the same adèlic genus but whose localizations Gp and G′p
are not isomorphic for some prime p, so that G and G′ are not in the same

genus.

We sketch briefly a naive approach to the study of the adèlic genus of a

fixed f -nilpotent group G. We ignore the question of change of chosen central

series in the definition of a formal completion. We may as well fix J = Ĝ and

H = G0. Then G is the pullback of a certain formal completion

H
ω

�� J0 J
φ0

�� .

The results of this section imply that we can construct any other group G′ in
the same adèlic genus as a pullback of a formal completion

H
ω′

�� J0 J
φ′0

�� .

There is a unique automorphism ξ : J0 −→ J0 of Q̂ -modules such that

ξ ◦φ′0 = φ0, and the pullback of

H
ξ◦ω′

�� J0 J
φ0

��

is isomorphic to G′. Thus we may as well fix φ0 and consider all possible

choices of ω. Two choices differ by a Q̂-automorphism of J0. Let Aut ( J0)

denote the group of such automorphisms. We send an automorphism ξ to the

isomorphism class [ξ ] of the pullback of ξ ◦ω and φ0. This is a well-defined

surjective function from Aut ( J0) to the adèlic genus of G. A Ẑ-automorphism

ζ of J induces a Q̂-automorphism ζ̃ of J0 such that ζ̃ ◦φ0 = φ0 ◦ ζ . It follows
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that [ζ̃ ◦ ξ ] = [ξ ]. We would like to say that a Q̂-automorphism ε of H

induces a Q̂-automorphism ε̃ of J0 such that ε̃ ◦ω = ω ◦ ε. It would follow that

[ξ ◦ ε̃] = [ξ ]. The conclusion would be that the adèlic genus of G is in bijective

correspondence with the double cosets

AutH\Aut ( J0)/Aut J.

remark 12.4.9. This sketch is incomplete since we have not shown that ω

is functorial on automorphisms, but the conclusion is correct by results of

Pickel [112]. Moreover, combining with results of Auslander and Baumslag

[7, 8] and Borel [13], one can prove the remarkable result that the adèlic genus

and complete genus ofG are both finite sets. A summary of how the argument

goes is given in [144, §1].
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13
FRACTURE THEOREMS FOR COMPLETION:
SPACES

In this chapter we prove analogues of the results of the previous chapter for

nilpotent spaces. As in Chapter 8, we begin with a fracture theorem for maps

from finite CW complexes into f -nilpotent spaces. Aside from its restriction

to f -nilpotent spaces, some such restriction being necessary, its proof is so

precisely similar to the analogous arguments of §8.2 that we feel comfortable

in leaving the details to the reader.

We then consider fracture theorems for nilpotent spaces, stating them in

§13.1 and proving them in §13.2 and §13.3. The exposition follows the order

given in the analogue for localization, starting with global to local results.

However, these results are deduced from local to global results that are proven

topologically, making minimal use of the corresponding results for groups.

More straightforward inductive proofs based on the results for groups work

under completability assumptions.

The last three sections are of a different character. In §13.4, we give an

informal notion of the tensor product of a space and a ring. We have seen

two examples. All localizations fit into this framework, and completions of

f -nilpotent spaces do too. This gives a context in which to discuss Sullivan’s

formal completions in §13.5. These are extensions of tensor products with

the rings ẐT from simple spaces of finite type to more general simple spaces.

Using these preliminaries, we return to the notion of genus in §13.6, where

we describe two variants of the notion of genus that we discussed in §8.5.

Throughout this chapter, T denotes a fixed set of primes. The set of all

primes and the set consisting of just one prime are the most interesting cases,

and the reader may prefer to focus on those. We let φ̂ denote completion at T

and φ0 denote rationalization. All given spaces are to be nilpotent, even when

we neglect to say so, and we understand T -local and T -complete spaces to be

nilpotent. We may identify X̂T with
∏

p∈T X̂p.

243
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13.1. Statements of the main fracture theorems

The following result is a consequence of Theorems 11.1.2, 11.3.2, and 12.3.2

via arguments exactly like those in §8.2.

theorem 13.1.1. Let X be an f ZT -nilpotent space and K be a finite CW complex.

Then the function

φ̂∗ : [K ,X ] −→ [K , X̂T ]
is an injection and the function

(φ̂,φ0) : [K ,X ] −→ [K , X̂T ]×[K ,(X̂T )0] [K ,X0]
is a bijection. Moreover, the formal sum

[�K , X̂T ]× [�K ,X0] −→ [�K , (X̂T )0]
is a surjection.

The examples K = Sn and X = K (Z/p∞, n) or X = K (Q, n) show that the

injectivity statement no longer holds when X is ZT -nilpotent (= T -local),

rather than f ZT -nilpotent. The surjectivity statement is analogous to Proposi-

tion 8.2.7. The following consequence of the injectivity statement is analogous

to Corollary 8.2.4.

corollary 13.1.2. Let f , g : K −→ X be maps, where K is a nilpotent finite CW

complex and X is an f-nilpotent space. Then f � g if and only if f̂p � ĝp for all

primes p.

remark 13.1.3. As inRemark 8.2.8, the previous results applymore generally,

with K taken to be any space with finitely generated integral homology.

Surprisingly, the fracture theorems for spaces, as opposed tomaps, require

no f ZT -nilpotency assumptions.

theorem 13.1.4. Let X be a T-local space. Then the following diagram is a homo-

topy pullback.

X ��

��

X̂T

��

X0 �� (X̂T )0
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theorem 13.1.5. Let

P
μ

��

ν

��

∏
p∈T Xp

φ0

��

Y
ω

�� (
∏

p∈T Xp)0

be a homotopy pullback of connected spaces in which

(i) the space Xp is p-complete;

(ii) the map φ0 is a rationalization of
∏

p∈T Xp; and

(iii) the space Y is rational.

Then the space P is T-local, the map μ is a completion of P at T, and the map ν is

a rationalization of P. Therefore the map ω is a rationalization of the map μ.

Theorem 13.3.1 below gives a restatement that may make the comparison

with the algebraic analogue, Theorem 12.3.1, more transparent.

remark 13.1.6. ByCorollary 2.2.3, the hypothesis thatP is connected in Theo-

rem 13.1.5 is equivalent to saying that every element z ∈ π1((
∏

p∈T Xp)0) is the

product of an element φ0∗(x) and an element ω∗(y) where x ∈ π1(
∏

Xp) and

y ∈ π1(Y ). This means that ωmust satisfy the analogue of (ii) in the definition

of a formal localization, Definition 8.1.5. However, we require no hypothesis

analogous to (i) there. We will add such a hypothesis in §13.6, where we fix

Y and assume finite generation conditions. It is remarkable and illuminat-

ing that no connection between Y and the Xp other than the condition given

by requiring P to be connected is needed for the validity of Theorem 13.1.5.

Of course, that condition always holds when the Xp and Y are simply con-

nected.

remark 13.1.7. We shall derive Theorem 13.1.4 fromTheorem 13.1.5, where-

as we gave an independent proof of the analogue for localization. Since X is

connected, the homotopy pullback to which Theorem 13.1.4 compares it must

also be connected, as in the previous remark. The algebraic result Proposi-

tion 12.2.5 proves this, and Theorem 13.1.4 depends on that result. However,

the proof of Proposition 12.2.5 referred forward to the topology. We shall care-

fully avoid circularity.
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13.2. Global to local fracture theorems: spaces

The followinggeneral observation is elementary but important. It helps explain

why one should expect to be able to reconstruct T -local spaces from their

rationalizations and their completions at T .

lemma 13.2.1. Let f : X −→Y be any map. Then f∗ : H∗(X ;ZT )−→H∗(Y ;ZT )

is an isomorphism if and only if f∗ : H∗(X ;Q) −→ H∗(Y ;Q) and, for all p ∈ T,

f∗ : H∗(X ;Fp) −→ H∗(Y ;Fp) are isomorphisms.

proof. SinceQ andFp aremodules over thePIDZT , the universal coefficient

theorem gives the forward implication. For the converse, the Bockstein long

exact sequences of homology groups induced by the short exact sequences

0 −→ Z/pn−1 −→ Z/pn −→ Z/p −→ 0

show that f∗ : H∗(X ;Z/pn) −→ H∗(Y ;Z/pn) is an isomorphism for n ≥ 1

since it is an isomorphism when n = 1. Since Z/p∞ = colimZ/pn and

Q/ZT ∼= ⊕p∈T Z/p∞, this implies that f∗ : H∗(X ;Q/ZT ) −→ H∗(Y ;Q/ZT )

is an isomorphism. Indeed, homology commutes with sums and colimits

of coefficient groups since this already holds on the chain level. Now the Bock-

stein long exact sequence induced by the short exact sequence

0 −→ ZT −→ Q −→ Q/ZT −→ 0

shows that f∗ : H∗(X ;ZT ) −→ H∗(Y ;ZT ) is an isomorphism. �

Since maps of T -local, rational, and T -complete spaces are equivalences if

and only if they induce isomorphisms on homology with coefficients in ZT ,

Q, and Fp for p ∈ T , the following result is an immediate consequence.

corollary 13.2.2. Let f : X −→ Y be a map between T-local spaces. Then f

is an equivalence if and only if its rationalization f0 : X0 → Y0 and completion

f̂T : X̂T → ŶT at T are equivalences.

Now the global to local fracture theorem, Theorem 13.1.4, is a direct con-

sequence of the local to global fracture theorem, Theorem 13.1.5.

proof of theorem 13.1.4, assuming theorem 13.1.5. Let P be the

homotopy pullback of the diagram
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X̂T

φ0

��

X0
(φ̂T )0

�� (X̂T )0.

Since π1(X̂T ) = ETπ1(X ), Proposition 12.2.5 implies that P is connected.

Therefore Theorem 13.1.5 implies that the induced map α : X → P becomes

an equivalence when rationalized or completed at T . By Corollary 13.2.2, α is

an equivalence. �

An alternative inductive argument is possible. Its first steps are given

in the following two lemmas, which are also the first steps in the proof of

Theorem 13.1.5. The following result is analogous to Lemma 8.3.3.

lemma 13.2.3. Theorem 13.1.4 holds when X = K (A, n), where n ≥ 1 and A is

abelian.

proof. We construct the pullback P in the diagram of Theorem 13.1.4 and

obtain a map α : X −→ P. We check that α0 and α̂ are equivalences using

Proposition 6.2.5 for the rationalization and Proposition 11.2.5 for the com-

pletion. Corollary 13.2.2 completes the proof. This outline is a complete proof

when n ≥ 2, but it hides a subtlety when n = 1. To apply the cited results,

we need to know that P is connected. The already proven case n = 2 of the

present result implies the abelian group case of Proposition 12.2.5, and that

result implies that P is connected. �

The proof of the inductive step of the alternative proof of Theorem 13.1.4

is essentially the same as the proof of the analogous inductive step in the

alternative proof of Theorem 8.1.3 given in §8.6. We need to induct up the

Postnikov tower of a given nilpotent space, and the following result enables

us to do so. The proof is an application of Proposition 8.6.1. Applied to the

inductive construction of K (G, 1) for a nilpotent group G, the argument has

already been used to prove Proposition 12.2.5. Therefore a special case of this

proof is used implicitly to get started with our first proof of Theorem 13.1.4.

lemma 13.2.4. Suppose that Theorem 13.1.4 holds for X and let Y be the fiber of

a map k : X −→ K, where K is a simply connected T-local Eilenberg-Mac Lane

space. Then Theorem 13.1.4 holds for Y .



“530-46909_Ch13_6P.tex” — 8/25/2011 — 10:37 — page 248

−1
0

+1

248 / fracture theorems for completion: spaces

proof. Consider the following homotopy commutative diagram. The homo-

topy pullbacks of its rows are as indicated in the column at the right since

localizations and completions preserve fibers. The homotopy pullbacks of its

columns are as indicated in the row at the bottom, by Lemma 13.2.3 and

asssumption.

X̂T

k̂
��

φ0

��

K̂T

φ0

��

∗��

��

ŶT

φ0

��

(X̂T )0
k̂0

�� (K̂T )0 ∗�� (ŶT )0

X0
k0

��

(φ̂)0

++

K0

(φ̂)0

++

∗��

++

Y0

φ̂0

++

X �� K ∗��

By Proposition 8.6.1, Y is equivalent to the homotopy pullback of the right

column. In particular, since Y is connected, that homotopy pullback is con-

nected. �

13.3. Local to global fracture theorems: spaces

In this section we prove the local to global result, Theorem 13.1.5. The argu-

ment is a specialization of the proof of a more general result of Dror, Dwyer,

and Kan [39] in which nilpotency is relaxed to “virtual nilpotency”. We abbre-

viate notation by letting Z =∏
Xp and Z0 = (

∏
Xp)0. Equivalently, Z is any

T -complete space and Z0 is its rationalization. Thus Theorem 13.1.5 can be

restated as follows.

theorem 13.3.1. Let

P
μ

��

ν

��

Z

φ0

��

Y
ω

�� Z0
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be a homotopy pullback of connected spaces in which

(i) the space Z is T-complete;

(ii) the map φ0 : Z −→ Z0 is a rationalization of Z; and

(iii) the space Y is rational.

Then the space P is T-local, the map μ : P −→ Z is a completion at T, and

the map ν : P −→ Y is a rationalization of P. Therefore ω is a rationalization

of μ.

As noted in Remark 13.1.6, the assumption that P is connected means that

every element of π1(Z0) is a product of an element in the image of ω∗ and an

element in the image of φ0∗. Observe that no such hypothesis was needed in

the analogous algebraic result, Theorem 12.3.1.

The proof of the theorem is based on the following lemma. It is convenient

to use the language of fiber squares, which are just pullback squares in which

one of the maps being pulled back is a fibration.

lemma 13.3.2. For a homotopy pullback P as displayed in Theorem 13.3.1 there is

an integer n ≥ 1 and a factorization

P
μn

��

ν

��

Zn
��

ψn

��

. . . �� Zi

σi−1
��

ψi

��

Zi−1 ��

ψi−1
��

. . . �� Z1

φ0

��

Z

Y
ωn

�� Vn �� . . . �� Vi
τi−1

�� Vi−1 �� . . . �� V1 Z0

of the homotopy pullback square such that

(i) each Zi and Vi is connected and nilpotent;

(ii) each Vi is rational;

(iii) there are maps ωi : Y −→ Vi and τi−1 : Vi −→ Vi−1 such that ω1 = ω

and τi−1 ◦ωi = ωi−1;
(iv) there are maps μi : P −→ Zi and σi−1 : Zi −→ Zi−1 such that μ1 = μ

and σi−1 ◦μi = μi−1;
(v) each map ψi : Zi −→ Vi is a Q-homology equivalence;

(vi) each map σi−1 : Zi −→ Zi−1 is an FT -homology equivalence;

(vii) the following are fiber squares
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P
μi

��

ν

��

Zi

σi−1
��

ψi

��

Zi−1

ψi−1
��

Y
ωi

�� Vi
τi−1

�� Vi−1;

(viii) the map ωn∗ : π1Y −→ π1Vn is surjective.

proof of theorem 13.3.1, assuming lemma 13.3.2. Since Y and Z0

are rational, they are T -local. Since Z is T -complete, it is T -local. By Propo-

sition 6.2.5, P is nilpotent and T -local. With n as in Lemma 13.3.2, let F

be the common fiber of the maps μn and ωn and consider the following

diagram.

F �� P

ν

��

μn
�� Zn

ψn

��

F �� Y
ωn

�� Vn

SinceY andVn are connected, nilpotent, and rational andωn∗ : π1(Y )→π1(Vn)

is a surjection, F is connected, nilpotent, and rational by Proposition 6.2.5.

By Proposition 4.4.1, π1Vn and π1Zn act nilpotently on the rational homol-

ogy of F. Applying Theorem 24.6.2 to the map of rational homology Serre

spectral sequences induced by the displayed map of fibration sequences, we

see that ν is a rational homology isomorphism sinceψn is a rational homology

isomorphism.

Since F is rational, Theorem 6.1.1 implies that H̃q(F;Z) is uniquely

divisible for each q, hence the universal coefficient theorem implies that

H̃i(F;FT ) = 0 for each i. Therefore the Fp-homology Serre spectral sequence

of the fibration sequence

F �� P
μn

�� Zn

collapses to show that μn : P −→ Zn is an FT -homology equivalence. Since

each of the maps σn is an FT -homology equivalence, μ : P→ Z is an

FT -homology equivalence. �
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proof of lemma 13.3.2. We may assume that φ0 is a fibration, and we

agree to arrange inductively that the map ψk : Zk −→ Vk is a fibration for

each i. That is, we arrange that the squares in our factorization are fiber

squares.

We proceed by induction on i. Suppose that we have constructed spaces Zi

and Vi and maps ψi, σi−1, τi−1, μi, and ωi for 1 ≤ i ≤ j such that (i) through

(vii) are satisfied. If ωj∗ : π1Y −→ π1Vj is surjective, there is nothing to prove.

Otherwise let Cj be the cokernel of the map

ωj∗ : H1(Y ;Z) −→ H1(Vj ;Z).

Observe that the abelian group Cj is rational.

Let F be the fiber of the map ψj : Zj −→ Vj . Since

P
φj

��

ν

��

Zj

ψj

��

Y
ωj

�� Vj

is a fiber square of connected spaces, for every element x ∈ π1(Vj) there are

elements y ∈ π1(Y ) and z ∈ π1(Zj) such that x = ωj∗(y)ψj∗(z).
Let δj be the composite surjection

δj : π1Vj −→ H1(Vj ;Z) −→ Cj

obtained from the Hurewicz homomorphism. Precomposing, we obtain a

map

εj : π1Zj −→ π1Vj
δj−→ Cj ,

and it is also surjective since the naturality of the Hurewicz homomorphism

implies that, with the notations above, ωj∗(y) maps to 0 in Cj and thus x and

ψj∗(z) have the same image inCj . LetDj be the kernel of δj and Ej be the kernel

of εj .

Define τj : Vj+1 −→ Vj to be the fiber of the map αj : Vj −→ K (Cj , 1),

unique up to homotopy, that realizes the epimorphism δj on π1. The image of

π1(Y ) is contained inDj , so themapωj : Y → Vj lifts to amapωj+1 : Y → Vj+1
such that τj ◦ωj+1 = ωj .

Observe that αj ◦ψj : Zj −→ K (Cj , 1) is the map that realizes the epi-

morphism εj on π1 and define σj : Zj+1 −→ Zj to be the fiber of αj ◦ψj .
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Equivalently, Zj+1 is the pullback Zj ×Vj Vj+1 (compare Lemma 1.2.7), and

this description gives a map ψj+1 : Zj+1 −→ Vj+1 such that the right square

commutes in the following diagram. The universal property of the pullback

gives a map μj+1 : P −→ Zj+1 such that σj ◦μj+1 = μj and the left square

commutes.

P
μj+1

��

ν

��

Zj+1

ψj+1
��

σj

�� Zj

ψj

��

Y
ωj+1

�� Vj+1
τj

�� Vj

This gives the spaces and maps required at the next stage. We must verify

(i)–(vii) with i replaced by j+ 1, and we must see how the construction leads

inductively to (viii).

(i) Since Zj and Vj are connected and εj : π1Zj −→ Cj and δj : π1Vj −→ Cj

are surjective, the exact sequences

π1Zj

εj

�� Cj �� π0Zj+1 �� π0Zj

π1Vj

δj

�� Cj �� π0Vj+1 �� π0Vj

imply that Zj+1 and Vj+1 are connected. Since Zj , Vj , and K (Cj , 1) are

nilpotent, Proposition 4.4.1 implies that Zj+1 and Vj+1 are nilpotent.
(ii) Since Cj is rational, K (Cj , 1) is rational. Since Vj and K (Cj , 1) are nil-

potent and rational and Vj+1 is connected, Vj+1 is rational.
(iii) and (iv) The required maps and relations are part of the construction.

(v) Since Zj , Vj , and K (Cj , 1) are nilpotent and Zj+1 and Vj+1 are connected
Proposition 4.4.1 implies that Cj acts nilpotently on H̃∗(Zj+1;Q) and

H̃∗(Vj+1;Q). In the map of rational homology Serre spectral sequences

induced by the map of fiber sequences

Zj+1
σj

��

ψj+1
��

Zj ��

ψj

��

K (Cj , 1)

��
Vj+1

τj

�� Vj �� K (Cj , 1)
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the maps

ψj∗ : H̃∗(Zj ;Q)→H̃∗(Vj ;Q) and id : H̃∗(K (Cj , 1);Q)→H̃∗(K (Cj , 1);Q)

are isomorphisms. Therefore Theorem 24.6.2 implies that

ψj+1∗ : H̃∗(Zj+1;Q) −→ H̃∗(Vj+1;Q)

is an isomorphism.

(vi) Since Cj is rational, H̃∗(K (Cj , 1);FT ) = 0 by the universal coefficient

theorem. With FT coefficients, the Serre spectral sequence of the fi-

bration

Zj+1
σj−→ Zj −→ K (Cj , 1)

collapses, and its edge homomorphism is an isomorphism

σj∗ : H̃∗(Zj+1;FT ) −→ H̃∗(Zj ;FT ).

(vii) The right square in the diagram in (vii) is a pullback by construction.

For the left square, recall that P ∼= Zj ×Vj Y . Therefore

P ∼= Zj ×Vj Y

∼= Zj ×Vj (Vj+1×Vj+1 Y )

= Zj+1×Vj+1 Y .

(viii) The group Cj is the cokernel of the map

π1Y/[π1Y ,π1Y ] → π1Vj/[π1Vj ,π1Vj].
The short exact sequence

1→ π1(Vj+1)→ π1(Vj)
δj−→ Cj → 1

gives an isomorphism π1(Vj+1)→ ker δj . Applied with Gi = π1Vi and

H = π1Y , Lemma 13.3.3 below implies that there is an integer n ≥ 1

such that π1Vn = π1Y . �

lemma 13.3.3. Let G be a nilpotent group and let H ⊂ G be a subgroup. Let

G1 = G and, inductively,

Gi+1 = ker (Gi −→ coker (H/[H,H] −→ Gi/[Gi,Gi])).

Then there is an integer n ≥ 1 such that Gj = H for j ≥ n.
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proof. Clearly H ⊂ Gi for each i. We claim that Gi is contained in the sub-

group of G generated by H and �iG, the ith term of the lower central series of

G. Since G is nilpotent, this gives the conclusion.

We prove the claim by induction on i, the case i = 1 being trivial since

�1G = G. Thus suppose that Gi is contained in the subgroup of G gener-

ated by H and �iG. Let g ∈ Gi+1. By definition, there are elements h ∈ H and

k ∈ [Gi,Gi] such that g = hk. To show that g is in the subgroup generated

by H and �i+1G, it suffices to show that [Gi,Gi] is contained in that sub-

group. An element in [Gi,Gi] is the product of elements in [H,H], [H,�iG],
and [�iG,�iG]. Since �i+1G = [G,�iG], such elements are all in H or in

�i+1G. �

13.4. The tensor product of a space and a ring

We describe an old idea in a general way. While the idea deserves further

exploration, we use it only to establish an appropriate context for understand-

ing a functor that we will use in our discussion of the complete genus of a

space. We saw in §12.4 that the lack of a functorial formal completion of nilpo-

tent groups impeded the naive analysis of the complete genus of f -nilpotent

groups. This section and the next will solve the analogous problem for (simple)

spaces.

The idea is to form the tensor product of a space X and a ring R to obtain

a space “X ⊗R” such that π∗(X ⊗R) is naturally isomorphic to π∗(X )⊗R.

Remember that our default is that ⊗means ⊗Z. Of course, some restrictions

must be placed on X and R. Since we would not want to try to understand

R-nilpotent groups in this generality, we insist that fundamental groups be

abelian. We could allow nontrivial actions of the fundamental group on higher

homotopy groups, but we prefer to forego that complication. Therefore we

restrict to simple spaces X .

Although not essential to the general idea, we also assume that the homo-

topy groups ofX , or equivalently the integral homology groups ofX , are finitely

generated over ZT for some set of primes T . In the rest of this chapter, we

agree to say that a simple T -local space with this property is T -local of finite

type. Our main interest is the set of all primes, when X is simple and of

finite type, and the empty set of primes, when X is simple and rational of fi-

nite type. Since we want tensoring over R to be an exact functor on abelian

groups, we also insist that the underlying abelian group of R be torsion free.

We have already seen two examples of the tensor product of a space and a

ring. For any set of primes S ⊂ T , the localization of X at S can be thought
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of as X ⊗ZS and the completion of X at S can be thought of as X ⊗ ẐS. We

didn’t need the finite type hypothesis to conclude that π∗(XS) ∼= π∗(X )⊗ZS,

but we did need it to conclude that π∗(X̂S) ∼= π∗(X )⊗ ẐS. In both cases, with

our X ⊗R notation, we started with K (A, n)⊗R = K (A⊗R, n) and inducted

up the Postnikov tower of X to obtain the construction. We explain how the

same construction goes in our more general situation. When we localized

or completed k-invariants, we exploited universal properties special to those

contexts. In general, we need some substitute to allow us to tensor k-invariants

with R.

Although we shall notmake explicit use of it, we observe that our finite type

hypothesis simplifies the task of finding such a substitute. For any finitely gen-

erated free ZT -module F, any ZT -module B, not necessarily finitely generated,

and any abelian group A, the natural map

α : Hom (F,B)⊗A −→ Hom (F,B⊗A)

specifiedbyα(φ⊗ a)( f ) = φ( f )⊗ a is an isomorphism.Here again, by default,

Hommeans HomZ, but Hom is the same as HomZT when its arguments are

T -local. Therefore our claimed isomorphism is a tautology when F is free on

one generator, and it follows by induction when F is free on a finite number

of generators. Applying this to the cellular cochains of X with coefficients in

B and passing to homology gives the following result.

lemma 13.4.1. If X is f ZT -nilpotent, B is a T-local abelian group, and A is any

abelian group, then the canonical map

α : H∗(X ;B)⊗A −→ H∗(X ;B⊗A)

is an isomorphism of graded T-local abelian groups.

Now restrict toA = R. The unitZ −→ R induces a natural homomorphism

ν : B −→ B⊗R for T -local abelian groups B. Let X1⊗R = K (π1(X )⊗R, 1).

Inducting up the Postnikov tower ofX , we try to constructXn+1⊗R as the fiber

of an induced k-invariant kn+2
R in the following diagram, where B = πn+1(X ).

K (B, n+ 1)

ν

��

ι
�� Xn+1

π
��

φn+1
��

Xn

kn+2
��

φn

��

K (B, n+ 2)

ν

��
K (B⊗R, n+ 1)

ι
�� Xn+1⊗R

π
�� Xn⊗R

kn+2
R

�� K (B⊗R, n+ 2)



“530-46909_Ch13_6P.tex” — 8/25/2011 — 10:37 — page 256

−1
0

+1

256 / fracture theorems for completion: spaces

We need a class kn+2
R ∈ Hn+2(Xn⊗R;πn+1(X )⊗R) such that

φ∗n(kn+2
R ) = ν∗(kn+2).

The difficulty is that, in this generality, the cohomology of the Eilenberg-

Mac Lane spaces K (B⊗R, n) can be quite badly behaved. Thus we may not

have enough cohomological control to start and continue the induction. If we

can do so, then cocellular approximation of maps gives the functoriality of

the construction. We urge the interested reader to follow up and determine

conditions under which the construction can be completed. The cases R = R

and R = C would be of particular interest. When T is the empty set, the

realification of rational spaces case has been studied using the algebraization

of rational homotopy theory [23, 35].

However, what is relevant to our work is that if one can construct a tensor

product functor F by some other means, then it must in fact be constructible

in the fashion just outlined. To be precise about this, suppose that we have a

functor

F : Hos
fTT −→ HoTT ,

where Hos
TT is the homotopy category of simple T -local spaces and Hos

f TT

is its full subcategory of spaces of finite T -type. Let I : Hos
f TT −→ HoTT

be the inclusion and suppose that we have a natural transformation η : I→F.

Suppose finally that the functor πnF takes values in the category of R-modules

and therefore of ZT ⊗R-modules and that we have a natural iso-

morphism

ξn : πnFX −→ πn(X )⊗R

of ZT ⊗R-modules such that the following diagram of ZT -modules com-

mutes.

πn(X )
η

�����������
η∗

))���������

πnFX
ξn

�� πn(X )⊗R

Since we are working up to homotopy, we may write FK (B, n) = K (B⊗R, n),

where B is a finitely generated ZT -module and n ≥ 1. Using ξn, we may then

identify η : K (B, n) −→ K (B⊗R, n) with the map induced by η : B −→ B⊗R.

Inductively, we can identify F(Xn) with the nth stage (FX )n of a Postnikov tower

for FX . To see this consider the following diagram, where again B = πn+1(X ).
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K (B, n+ 1)

η

��

ι
�� Xn+1

π
��

η

��

Xn

kn+2
��

η

��

K (B, n+ 2)

η

��
FK (B, n+ 1)

Fι
�� F(Xn+1)

Fπ
��

μn+1
��

F(Xn)
Fkn+2

��

μn

��

FK (B, n+ 2)

K (B⊗R, n+ 1)
ι

�� (FX )n+1
π

�� (FX )n
kn+2

R
�� K (B⊗R, n+ 2)

The top three squares commute by the naturality of η. Suppose inductively

that we have an equivalence μn. Define kn+2
R to be the composite Fkn+2 ◦μ−1

for a chosen homotopy inverse μ−1. Since Fkn+2 ◦Fπ � ∗, there is a map

μn+1 such that π ◦μn+1 � μn ◦Fπ . Since (− )⊗R is an exact functor, a

five lemma argument shows that μn+1 is an equivalence. Arguing the same

way, we obtain an equivalence ν : FK (B, n+ 1) −→ K (B⊗R, n+ 1) such that

ι ◦ ν � μn+1 ◦Fι. But we may as well replace the bottom arrow ι by ι ◦ ν since

fibration sequences are defined up to equivalence in the homotopy category.

Then the diagram commutes, as desired.

We conclude that the construction of a tensor product functor F implicitly

constructs the required k-invariants kn+2
R .

13.5. Sullivan's formal completion

We take R = Ẑ =∏
p Ẑp and construct a tensor product functor on the cate-

gory of simple spaces equivalent to CW complexes with countably many cells,

following Sullivan [133, 135]. Of course, it suffices to define the functor on

countable CW complexes since we are working in homotopy categories. Since

T -local spheres are constructed as countable cell complexes, any simply con-

nected T -local space of finite type for any set of primes T will be in the domain

of the construction, but since we are not insisting on T -local cells the domain

also includes all simple T -local spaces of finite T -type.

definition 13.5.1. Let X be a countable CW complex. Choose a cofinal

sequence of finite subcomplexes Xi and define the formal completion FX to

be the telescope of the completions X̂i. Passage to telescopes from the comple-

tion maps φ̂ : Xi −→ X̂i induces a map η : X � telXi −→ FX . If f : X −→ Y

is a cellular map between countable CW complexes, choose a cofinal sequence

μ(i) such that f (Xi) ⊂ Yμ(i) and defineFf : FX −→ FY by passage to telescopes

from the completions X̂i −→ Ŷμ(i) of the restrictions of f .
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It is tedious but elementary to check that different choices of cofinal

sequences lead to equivalent spaces andmaps. The point is that the telescopes

depend up to equivalence only on choices of cofinal sequences.

proposition 13.5.2. Let Hos
ctT be the full subcategory of HosT whose objects

are the simple spaces that are equivalent to countable CW complexes and let

I : Hos
ctT −→ HosT be the inclusion. Then Definition 13.5.1 gives a functor

F : Hos
ctT −→ HosT and a natural transformation η : I −→ F. The composite

functor πnF takes values in Ẑ-modules and there are natural isomorphisms

ξn : πnFX −→ πn(X )⊗ Ẑ

of Ẑ-modules such that the following diagram of abelian groups commutes.

πn(X )

η

��$$$$$$$$$
η∗

!!���������

πnFX
ξn

�� πn(X )⊗ Ẑ

proof. It is routine to check that F is a functor and η is natural. It is part of

Theorem 11.1.2 that the homotopy groups πn(X̂i) are Ẑ-modules in a natural

way and that they are naturally isomorphic under πn(Xi) to πn(Xi)⊗ Ẑ. Since

the homotopy groups of telescopes are the colimits of the homotopy groups

of their terms and tensor products commute with colimits, the last statement

follows. �

In effect, at least for countable complexes (and use of more general col-

imits could eliminate the countability restriction), we now have two different

extensions of the restriction of the completion functor on finite complexes to a

functor defined onmore general spaces, namely the original completion func-

tor X̂ of Chapter 10 and the formal completion FX . The latter does not satisfy

a universal property, but the previous section gives it a general conceptual

home. Restricting F to T -local spaces, it gives a tensor product functor of the

sort discussed there for every set of primes T . We are particularly interested in

the set of all primes. Completion is trivial when restricted to rational spaces,

but the functor

F : Hos
f Q

T −→ HoTT
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on the homotopy category of simple rational spaces of finite type fits into the

following result, in which the fact that F is already defined on all simple spaces

of finite type plays a central role.

theorem 13.5.3. Let X be a simple space of finite type with rationalization

φ0 : X −→ X0. Then the map η : X −→ FX is a completion of X and the map

F(φ0) : FX −→ F(X0) is a rationalization of FX . Therefore the naturality diagram

X
η

��

φ0

��

FX

F(φ0)
��

X0
η

�� F(X0)

can be identified naturally with the homotopy pullback diagram

X
φ̂

��

φ0

��

FX

φ0

��

X0
(φ̂)0

�� (FX )0.

In particular, F(X0) and (FX )0 may be identified.

proof. The first statement means that η : X −→ FX satisfies the universal

property that characterizes η : X −→ X̂ . The last statement is intuitively obvi-

ous. One composite first tensors with Q and then tensors with Ẑ, while the

other first tensors with Ẑ and then tensors with Q. Thus both composites

amount to tensoring with Q̂. Thinking cocellularly and using the cocellular

description of F given in the previous section, we see by induction up the

Postnikov tower of X that the two composites are tensor products of X with Q̂

and can be specified by the same k-invariants.

We work with the cellular definition to give a formal proof. Remember that

localizations and completions are defined by universal properties in the homo-

topy category and so are not uniquely specified. Choose a cofinal sequence

of finite subcomplexes Xi of X . With any construction of X̂ the inclusions

Xi −→ X induce maps X̂i −→ X̂ under Xi, well defined up to homotopy.

These maps induce a map α : tel X̂i −→ X̂ under X which on homotopy
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groups induces the isomorphism colimπ∗(Xi)⊗ Ẑ ∼= π∗(X )⊗ Ẑ. Therefore α

is an equivalence under X , hence η : X −→ FX satisfies the defining univer-

sal property of a completion of X . Similarly, since F(X0) is rational, with any

construction of (FX )0 its universal property gives a map β : (FX )0 −→ F(X0)

under FX that induces the isomorphism π∗(X )⊗ Ẑ⊗Q −→ π∗(X )⊗ Q̂⊗ Ẑ

on homotopy groups. Therefore β is an equivalence under FX and F(φ0) sat-

isfies the defining universal property of a rationalization of FX . Since the

first diagram commutes, its lower arrow η satisfies the defining property of a

localization of φ̂ in the second diagram. �

13.6. Formal completions and the adèlic genus

We have defined the formal completion functor in Definition 13.5.1. We dif-

ferentiate between the formal completion, as defined there, and a formal com-

pletion as specified in the following definition, which is restricted to rational

spaces. Recall the algebraic notion of a formal localization of an f Q-nilpotent

π -group from Definition 12.4.2.

definition 13.6.1. Let Y be an f Q-nilpotent space, Z be an f ẐT -nilpotent

space, and φ0 : Z −→ Z0 be a rationalization. A formal completion of Y at T

associated to φ0 is a map ω : Y −→ Z0 with the following properties. Let π be

the pullback of π1(Y ) and π1(Z) over π1(Z0).

(i) The homomorphism ω∗ : π1(Y ) −→ π1(Z0) is a formal completion asso-

ciated to (φ0)∗ : π1(Z) −→ π1(Z0).

(ii) For n ≥ 2, the homomorphism ω∗ : πn(Y ) −→ πn(Z0) of π -groups is a

formal completion associated to (φ0)∗ : πn(Z) −→ πn(Z0).

When Y , Z, and therefore Z0 are simple, the only requirement on the map ω

is that for each n ≥ 1, there must be a commutative diagram of Q-modules

πn(Y )

ω∗

))%%%%%%%%% η

�����������

πn(Z0)
ξ

�� πn(Y )⊗ ẐT

in which ξ is an isomorphism of Q̂T -modules. No compatibility of ω with the

map φ0 is required.
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As in algebra, this notion encodes what we see in our cocellular construc-

tions of localizations and completions. From a global to local point of view, we

have the following analogue of Lemma 6.2.1.

proposition 13.6.2. For any T ′ ⊃ T, the rationalization (φ̂)0 of the completion

φ̂ : X −→ X̂T of an f ZT ′ -nilpotent space X is a formal completion X0 −→ (X̂T )0.

From a local to global point of view, we have the following addendum to

Theorem 13.3.1.

theorem 13.6.3. Let

P
μ

��

ν

��

Z

φ0

��

Y
ω

�� Z0

be a homotopy pullback of nilpotent spaces such that

(i) Z is f ẐT -complete and the torsion subgroup of each πn(Z) is finite;

(ii) φ0 : Z −→ Z0 is a rationalization of Z;

(iii) Y is rational; and

(iv) ω is a formal completion associated to φ0.

Then P is f ZT -nilpotent.

proof. This holds by its algebraic analogue Theorem 12.4.4 and the abelian

π -group analogue of that result, which admits essentially the same proof. �

remark 13.6.4. In view of Remark 12.4.5, some such hypotheses as in Theo-

rem13.6.3 are needed to construct global spaces of finite type from f ẐT -spaces.

There are f Ẑp-spaces Z such that there is no f Z( p)-space P whose completion

at p is equivalent to Z.

We now specialize T to be the set of all primes. We again have two alter-

native notions of genus, in analogy with Definition 12.4.6.

definition 13.6.5. The adèlic genus of an f -nilpotent space X is the set of

homotopy types of f -nilpotent spaces Y such that X0 is equivalent to Y0 and

X̂p is isomorphic to Ŷp for all primes p. The complete genus of X is defined
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by dropping the requirement that X0 be isomorphic to Y0. Write Ĝ0(X ) for the

adèlic genus of X and Ĝ(X ) for the complete genus. Recall that G(X ) denotes

the (local) genus of X . If two spaces are in the same local genus, they are in

the same adèlic genus, and if two spaces are in the same adèlic genus they are

in the same complete genus. Therefore we have inclusions

G(X ) ⊂ Ĝ0(X ) ⊂ Ĝ(X ).

We can carry out the naive analysis of the adèlic genus exactly as in the alge-

braic analogue discussed in §12.4. Fixing a rationalization φ0 : X̂ −→ (X̂ )0 the

results above imply that all elements of Ĝ0(X ) can be constructed as homotopy

pullbacks of formal completions ω : X −→ (X̂ )0 associated to φ0.

However, we can obtain a precise analysis by restricting to simple spaces,

which we do henceforward. Thus we now require all spaces in a given genus

to be simple. When X and therefore X0 is simple, the argument of §13.4

shows that Sullivan’s formal completion η : X0 −→ F(X0) is a formal com-

pletion of X0 in the sense of Definition 13.6.1. Theorem 13.5.3 leads to an

easy proof of the following description of the adèlic genus G(X ). We agree

to write FX instead of X̂ in what follows, regarding X as the homotopy pull-

back displayed in the upper diagram of Theorem 13.5.3, and we agree to write

FX0 for both F(X0) and (FX )0 since Theorem 13.5.3 shows that they can be

identified.

Let hAut(FX0) denote the group of self-homotopy equivalences via Q̂-maps

(equivalently, Ẑ-maps) of FX0, let hAut(FX ) denote the group of self-homotopy

equivalences via Ẑ-maps of FX , and let hAut(X0) denote the group of self-

homotopy equivalences of X0. Since F is a functor and η is natural, we have a

homomorphism

F : hAut(X0) −→ hAut(FX0)

such that (Fε) ◦ η � η ◦ ε. Similarly, by the universal property of localization

we have a homomorphism hAut(FX ) −→ hAut(FX0), denoted ζ �→ ζ̃ , such

that ζ̃ ◦φ0 � φ0 ◦ ζ , where φ0 = Fφ0 : FX −→ FX0.

theorem 13.6.6. For a simple space X of finite type, there is a canonical bijection

between Ĝ0(X ) and the set of double cosets

hAut(X0)\hAut(FX0)/hAut(FX ).

proof. We define a function � from the set of double cosets to Ĝ0(X ) by

sending ξ ∈ hAut(FX0) to the homotopy pullback of the diagram
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X0

η

�� FX0

ξ

�� FX0 FX .
φ0

��

A little diagram chasing shows that varying ξ within its double coset gives

equivalent pullback diagrams and hence equivalent homotopy pullbacks.

If �(ξ ) and �(θ ) are equivalent, say by an equivalence γ , then we obtain

equivalences γ0 and Fγ , unique up to homotopy, such that the left and top

squares are homotopy commutative in the diagram

�(ξ )
γ

����������
��

��

FX
Fγ

�����������

φ0

��

�(θ )

��

�� FX

φ0

��

X0

η

��

γ0 �����������
FX0

Fγ0

����������

ξ

�� FX0

F̂γ

����������

X0
η

�� FX0
θ

�� FX0.

As above, these induce equivalences Fγ0 and F̂γ such that the bottom left

square and the right square are homotopy commutative. It follows that θ is

homotopic to F̂γ ◦ ξ ◦ (Fγ0)−1 and is thus in the same double coset as ξ . There-

fore � is injective.

We can construct any simple spaceY of finite type as thehomotopy pullback

of the maps

Y0

η

�� FY0 FY .
φ0

��

Suppose that Y is in the same genus as X . Then we have equivalences

α : Y0 −→ X0 and β : FY −→ FX . Define ξ = β̃ ◦ (Fα)−1. Another little

diagram chase shows that Y is equivalent to�(ξ ). Therefore� is surjective. �

Recall that the function space F(X ,Y ) is nilpotent when X is finite and Y

is of finite type. Taking Y = X , this suggests that the automorphism groups

above should be nilpotent, or nearly so, when X is finite and that their analysis

should be closely related to the algebraic analysis of the genus of a finitely

generated nilpotent group (see Remark 12.4.9). This idea was worked out in

detail by Wilkerson [144], who proved the following theorem.
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theorem 13.6.7. If X is a simply connected finite CW complex, then Ĝ(X ) and

therefore Ĝ0(X ) and G(X ) are finite sets.

It is natural to ask whether these three notions of genus are genuinely

different. The question was answered by Belfi and Wilkerson [10], and we

merely record their answers. Say that X is π∗-finite or H∗-finite if it has only
finitelymany nonzero homotopy groups or only finitelymany nonzero homol-

ogy groups, all of them assumed to be finitely generated.

theorem 13.6.8. Let X be an f-nilpotent space. If X0 admits an H-space struc-

ture, then Ĝ0(X ) = Ĝ(X ). If, further, X is either π∗-finite or H∗-finite, then

G(X ) = Ĝ(X ). However, there are simply connected examples such that

Ĝ0(X ) �= Ĝ(X ), and these can be chosen to be π∗-finite or H∗-finite. Similarly,

there are simply connected examples such that G(X ) �= Ĝ0(X ), and these too can

be chosen to be π∗-finite or H∗-finite.
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An introduction to model
category theory
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14
AN INTRODUCTION TO MODEL
CATEGORY THEORY

We now switch gears and consider abstract homotopy theory. Here we adopt

a more categorical perspective than earlier in the book. To prove that localiza-

tions and completions exist in full generality, we make use of model category

theory. Since its use pervades modern algebraic topology and since some

aspects of the theory that we believe to be important are not in the existing

expository works on the subject, we give a treatment here. Model category

theory is due to Quillen [113]. Nice introductions are given in [43, 54], and

there are two expository books on the subject [65, 66]. Given these sources

and the elementary nature of most of the basic proofs, we leave some of the

verifications to the reader. The literature on the subject is huge and grow-

ing. Just as Hopf algebras began in algebraic topology and then were seen

to be fundamental in other subjects, homotopy theoretic methology, such as

model category theory, began in algebraic topology and then was seen to be

fundamental in other subjects.

In fact, by now the very term “homotopy theory” admits of two interpreta-

tions. There is the homotopy theory of topological spaces, which is the core of

algebraic topology, and there is also homotopy theory as a generalmethodology

applicable to many other subjects. In the latter sense, homotopy theory, like

category theory, provides a language and a substantial body of results that are

applicable throughout mathematics. The two are intertwined, so that there is

a subject of categorical homotopy theory (studied by algebraic topologists) and

of homotopical category theory (a closely related subject studied by category

theorists). Model category theory provides a central organizational principle

for this branch ofmathematics. To explain properly the ideas that are involved,

we outline some categorical concepts that appear wherever categories do and

give just a hint of the higher categorical structures that begin to emerge in the

study of model categories.

267
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In part to emphasize this categorical perspective, we develop the definition

of a model category in its modern conceptual form in §14.1 and §14.2. We

focus on weak factorization systems (WFSs), since they are the conceptual key

to the efficacy of the definition. We discuss homotopies and the homotopy

category of a model category in §14.3 and §14.4.

We deliberately give an uninterrupted development of the theory in this

and the following two chapters, reserving all discussion of examples to the

two chapters that follow. The reader is encouraged to skip directly from this

chapter to Chapter 17 to begin looking at the examples before seeing the rest

of the theory.

14.1. Preliminary definitions and weak factorization systems

LetM be a category. We insist that categories have sets ofmorphisms between

pairs of objects; category theorists would say thatM is locally small. Similarly,

we understand limits and colimits to be small, meaning that they are defined

with respect to functors out of small categories D . We assume once and for

all that M is bicomplete. This means that M is complete (has all limits) and

cocomplete (has all colimits). In particular, it has an initial object ∅ and a

terminal object ∗ (the coproduct and product of the empty set of objects re-

spectively).

A model structure on M consists of three interrelated classes of maps

(W ,C ,F ), called the weak equivalences, the cofibrations, and the fibrations.

The weak equivalences are the most important, since the axioms are designed

to lead to awell-behaved homotopy categoryHoM that is obtained by inverting

the weak equivalences. This is a localization process that is analogous to the

localization of rings at multiplicatively closed subsets, and it is characterized

by an analogous universal property. Formally, this means that there must be

a functor γ : M −→ HoM such that γ (w) is an isomorphism if w ∈ W and

γ is initial with respect to this property. We shall require in addition that the

objects of HoM are the objects of M and that γ is the identity on objects.1

That is, if F : M −→H is any functor such that F(w) is an isomorphism for

w ∈ W , then there is a unique functor F̃ : HoM −→H such that F̃ ◦ γ = F.

It follows that F̃ = F on objects. We say that such a functor γ is a localization

of M at W . Since it is defined by a universal property, it is unique up to

canonical isomorphism.

1. The addition is an inessential convenience. The literature is divided on this point. Some
authors do and others do not insist that the objects of M and HoM coincide.
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Onemight attempt to constructHoM bymeans ofwords in themorphisms

of M and formal inverses of the morphisms of W , but the result of such a

construction is not locally small in general. Moreover, it would be very hard to

“do homotopy theory” in a category constructed so naively. The cofibrations

and fibrations are extra data that allow one to do homotopy theory, and there

can be many model structures on M with the same weak equivalences. We

prefer to build up to the definition of model categories by first isolating its key

categorical constituents. The three classes ofmaps turn out to be subcategories

that contain all isomorphisms and are closed under retracts.

definition 14.1.1. A classK ofmaps inM is closed under retracts if, when

given a commutative diagram

A
i

��

f

��

X
r

��

g

��

A

f

��

r ◦ i = id

B
j

�� Y
s

�� B s ◦ j = id

with g ∈ K , it follows that f ∈ K . The special case when i ◦ r = id and

j ◦ s = id shows that every map isomorphic to a map in K is also in K .

It follows that if all identity maps are in K , then so are all isomorphisms. It

is conceptually helpful to think in terms of the arrow category of M , denoted

A rM , whose objects are the maps of M and whose morphisms f −→ g are

the commutative squares

• ��

f

��

•
g

��
• �� •.

The following observation is often applied to classical homotopy cate-

gories, where it shows that a retract of a homotopy equivalence is a homotopy

equivalence.

lemma 14.1.2. In any category, if f is a retract of g and g is an isomorphism, then

f is an isomorphism.

proof. Adopting the notations of the diagram in Definition 14.1.1, define

f −1 = rg−1j. Then f −1 is the inverse isomorphism of f . �
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remark 14.1.3. Observe that for any maps f : X −→ Y and g : Y −→ X such

that fg = id, f is tautologically a retract of g f via the diagram

X

f

��

X

g f

��

X

f

��
Y

g
�� X

f
�� Y .

definition 14.1.4. A subcategoryW ofM qualifies as a subcategory of weak

equivalences if all identity maps in M are in W , W is closed under retracts,

and W satisfies the two out of three property: for a composite w = v ◦ u, if any

two of u, v, and w are in W , then so is the third.

The original source of the following basic idea goes back to Lemma 1.1.1.

definition 14.1.5. Consider commutative squares

A
g

��

i
��

E

p

��
X

λ
���

�
�

�

f

�� B.

Say that (i, p) has the lifting property if for every such square there is a lift λ

making the triangles commute. For a class of maps L , we say that p satisfies

the right lifting property (RLP)with respect toL if (i, p) has the lifting property

for every i ∈ L ; we let L � denote the class of all such maps p. Dually, for a

class ofmapsR, we say that i satisfies the left liftingproperty (LLP)with respect

toR if (i, p) has the lifting property for every p ∈ R; we let�R denote the class

of all such maps i. We write L�R if (i, p) has the lifting property whenever

i ∈ L and p ∈ R. This means that L ⊂ �R or, equivalently, R ⊂ L �.

Of course, these last inclusions can be proper. When they are equalities,

the resulting classes have some very useful properties, which are catalogued

in the following definitions and result. Here we mention transfinite colimits

for the first time since §2.5. We shall make little use of them until §19.3, before

which we only need sequential colimits. Transfinite colimits play a substan-

tial role in the foundational literature of model category theory, and they are

crucial to the construction of Bousfield localizations, but they play little if any

direct role in the calculational applications.
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definition 14.1.6. Let λ be a (nonempty) ordinal. We may regard λ as an

ordered set and hence as a small category. A λ-sequence is a colimit-preserving

functor X∗ : λ −→M , so that Xβ
∼= colimα<β Xα for β < λ. The transfinite

composite of X is the induced map

X0 −→ colimα<λ Xα .

When λ is a regular cardinal (see Definition 2.5.2) viewed as a category, it

is clearly a λ-filtered category in the sense of Definition 2.5.3, and it has all

colimits. The role of the colimit condition is illustrated in Proposition 2.5.4.

definition 14.1.7. Let L be a class of maps in M . We say that L is left

saturated if the following (redundant) closure properties hold.

(i) L is a subcategory of M that contains all isomorphisms.

(ii) L is closed under retracts.

(iii) Any coproduct of maps in L is in L .

(iv) Any pushout of a map in L is in L ; that is, if the following diagram is

a pushout and i is in L , then j is in L .

A ��

i
��

B

j

��
X �� Y

(v) If λ is an ordinal and X is a λ-sequence such that Xα −→ Xα+1 is in L

for all α+ 1 < λ, then the transfinite composite of X is in L .

The dual properties specify the notion of a right saturated class of maps. Here

coproducts, pushouts, and transfinite composites must be replaced by

products, pullbacks, and transfinite sequential limits.

proposition 14.1.8. Let K be any class of maps in M . Then �K is left

saturated and K � is right saturated.

proof. The reader is urged to carry out this categorical exercise. For (i),

successive lifts show that a composite of maps in �K is in �K , so that �K

is a subcategory, and it is obvious from the definition of the lifting property

that isomorphisms are in �K . For the other parts, given a lifting problem

for the relevant categorical colimit, the hypothesis gives lifts in induced lifting

problems that by the universal property of the relevant colimit fit together to
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give a solution of the original lifting problem. It is instructive to understand

why the conclusion does not imply that �K is closed under all colimits in

A rM . For example, (iii) and (iv) do not imply that a pushout in A rM of

maps in �K is again in �K ; compare Exercise 1.1.2. �

Weoftenuse the result above togetherwith the followingevident inclusions.

lemma 14.1.9. For any class K , K ⊂ �(K �). If J ⊂ K , then J� ⊃ K �.

definition 14.1.10. An ordered pair (L ,R ) of classes of morphisms of M

factors M if every morphism f : X −→ Y factors as a composite

X
i( f )

��Z( f )
p( f )

��Y

with i( f ) ∈ L and p( f ) ∈ R. Let dom and cod denote the domain and

codomain functors A rM −→M . The factorization is functorial2 if i and

p are functors A rM −→ A rM such that

dom ◦ i = dom, cod ◦ i = dom ◦ p, cod ◦ p = cod

andp( f ) ◦ i( f ) = f . Equivalently, a functorial factorization consists of a functor

Z : A rM →M and natural transformations i : dom→ Z and p : Z → cod

such that the composite natural transformation p ◦ i : dom −→ cod sends

f to f .

Mapping cylinders andmappingpathfibrations [93, pp. 43, 48] give theorig-

inal source for the following idea, but it also arises from analogous categorical

contexts.

definition 14.1.11. A weak factorization system, abbreviated WFS, in M is

an ordered pair (L ,R) of classes of morphisms of M that factors M and

satisfies both

L = �R and R = L �.

The required equalities say that the maps in L are precisely the maps that

have the LLP with respect to the maps in R and the maps in R are precisely

themaps that have the RLPwith respect to themaps inL . AWFS is functorial

if the factorization is functorial.

2. The definition given in some standard sources is not correct.
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Category theorists also study strong factorization systems, for which the

relevant lifts λ are required to be unique.3 The difference is analogous to the

difference between the class of fibrations and the class of covering maps as

the choice ofR. Our focus on weak rather than strong factorization systems is

illustrative of the difference of focus between homotopical categorical theory

and classical category theory. There is an equivalent form of the definition of

a WFS that is generally used in the definition of model categories. We give

it in Proposition 14.1.13 below, using the following observation to prove the

equivalence.

lemma 14.1.12 (the retract argument). Let f = q ◦ j : A −→ B be a fac-

torization through an object Y . If f has the LLP with respect to q, then f is a retract

of j. Dually, if f has the RLP with respect to j, then f is a retract of q.

proof. A lift k in the square

A
j

��

f

��

Y

q

��
B

k
���

�
�

�
B

gives a retraction

A

f

��

A

j

��

A

f

��
B

k
�� Y

q
�� B. �

proposition 14.1.13. Let (L ,R) factor M . Then (L ,R) is a WFS if and only

if L�R and L and R are closed under retracts.

proof. If (L ,R) is a WFS, then certainly L�R. Suppose that f is a retract

of g , where g ∈ L . Let p ∈ R and assume that � and k make the right-hand

square commute in the followingdiagram.Wemustfinda lift in the right-hand

square, and there is a lift λ as drawn since g ∈ L.

3. They write (E ,M ), thinking of these as classes E of epimorphisms and M of monomor-
phisms [11, §5.5]. Reversing the order, in many categories (M ,E ) is a weak but not a strong
factorization system. We think of cofibrations as analogous to monomorphisms and fibrations as
analogous to epimorphisms.
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A
i

��

f

��

X
r

��

g

��

A

f
��

�
�� E

p

��

r ◦ i = id

B
j

�� Y
s

��

λ

��11111111
B

k

�� C s ◦ j = id

The composite λ ◦ j gives a lift in the right-hand square. ThereforeL is closed

under retracts. Dually, R is closed under retracts. For the converse, we have

L ⊂ �R and R ⊂ L � and must show that equality holds. Let f ∈ �R.

Factor f as q ◦ j with j ∈ L and q ∈ R. By Lemma 14.1.12, f is a retract of

j and is thus in L . Dually, R = L �. Therefore (L ,R) is a WFS. �

14.2. The definition and first properties of model categories

definition 14.2.1. A model structure on M consists of classes (W ,C ,F )

of morphisms ofM , the weak equivalences, cofibrations, and fibrations, such

that

(i) W has the two out of three property.

(ii) (C ,F ∩W ) is a (functorial) weak factorization system.

(iii) (C ∩W ,F ) is a (functorial) weak factorization system.

We emphasize that this is a general definition in which the three classes

of maps need not have anything to do with the classes of maps with the same

names in the classical topological setting. The parenthetical (functorial) in

the definition is a matter of choice, depending on taste and convenience.

Quillen’s original definition did not require it, but many more recent sources

do. There are interesting model categories for which the factorizations cannot

be chosen to be functorial (see, for example, [71]), but they can be so chosen

in the examples that are most commonly used. We will not go far enough into

the theory for the difference to matter significantly. Observe that the model

axioms are self-dual in the sense that the cofibrations and fibrations of M are

the fibrations and cofibrations of a model structure on the opposite category

M op that has the same weak equivalences. Therefore results about model

categories come in dual pairs, of which it suffices to prove only one.

Themaps inF ∩W are called acyclic (or trivial) fibrations; those inC ∩W

are called acyclic (or trivial) cofibrations. The definition requires every map to

factor both as the composite of a cofibration followed by an acyclic fibration

and as an acyclic cofibration followed by a fibration; we will say a little more
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about that in Remark 14.2.6 below. It also requires there to be a lift in any

commutative square

A ��

i
��

E

p

��
X

���
�

�
�

�� B

in which i is a cofibration, p is a fibration, and either i or p is acyclic. More

precisely, it requires the following two pairs of equalities.

14.2.2 C = �(F ∩W ) and F ∩W = C �

14.2.3 F = (C ∩W )� and C ∩W = �F

Proposition 14.1.8 shows that C and C ∩W are left saturated and F and

F ∩W are right saturated, which is one motivation for our original definition

of a WFS.

By (14.2.2) and (14.2.3), to specify amodel structure ona categorywith a cho-

sen class of weak equivalences that satisfies the two out of three property, we

need only specify either the cofibrations or the fibrations, not both. Moreover,

by Proposition 14.1.13, the equalities (14.2.2) and (14.2.3) are equivalent to the

statement that the relevant four classes are closed under retracts and satisfy

14.2.4 C�(F ∩W ) and F�(C ∩W ).

It is usual to define model categories by requiring (14.2.4) and requiring F,

C, and W to be closed under retracts. The following observation (due to Joyal

and Tierney4) shows that our axioms imply that W is closed under retracts

and are therefore equivalent to the usual ones.

lemma 14.2.5. The class W as well as the classes C , C ∩W , F , and F ∩W in

a model structure are subcategories that contain all isomorphisms and are closed

under retracts. Therefore W is a subcategory of weak equivalences in the sense of

Definition 14.1.4.

proof. Proposition 14.1.8 implies that C , C ∩W , F , F ∩W are subcate-

gories that contain all isomorphisms and are closed under retracts. The two out

of three property implies that W is closed under composition, and, together

4. It is Proposition 7.8 of A. Joyal and M. Tierney. Quasi-categories vs Segal spaces. Categories
in algebra, geometry andmathematical physics, 277–326. Contemp. Math., 431. Amer. Math. Soc.,
Providence, 2007.
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with either factorization property, it also implies that W coincides with the

class of composites p ◦ i such that i ∈ C ∩W and p ∈ F ∩W . Since all iden-

tity maps are in both C ∩W and F ∩W , they are in W . It remains to show

that W is closed under retracts. Suppose given a retract diagram

•
k

��

f

��

• ��

w

��

•
f

��
• �� • �� •

with w ∈ W . First assume that f ∈ F and use either factorization and the two

out of three property to factor w as v ◦ u, where u ∈ C ∩W and v ∈ F ∩W .

Let s = u ◦ k in the following expansion of the previous diagram.

•
k

��

f

��

s ���
�

�
�

• ��

u

��

w

  

•

f

��

•
v

��

t

���
�

�
�

• �� • �� •
Since f ∈ F and u ∈ C ∩W there is a lift t that makes the diagram commute.

Then t ◦ s = id. Thus f is a retract of v, hence f is inF ∩W since v is inF ∩W .

For the general case, factor f as p ◦ i where i ∈ C ∩W and p ∈ F and

construct the following expansion of our first diagram.

•
k

��

i
��

• ��

j

��
w

  

•
i

��
•

�
��

id

22

p

��

•
q

���
�
�

r
����� •

p

��
• �� • �� •

Here the top left square is a pushout and, by three applications of the universal

property of pushouts, there is a map r such that the upper right square com-

mutes and r ◦ � = id, there is amap q such that the lower left square commutes

and q ◦ j = w, and the lower right square commutes. By Proposition 14.1.8,
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j is in C ∩W since it is a pushout of a map in C ∩W and C ∩W = �F .

Therefore, q is in W by the two out of three property. The diagram shows that

the fibration p is a retract of q, hence p is in W by the first part. Since i is in

C ∩W , it follows that f = p ◦ i is in W . �

The following evident observation is often used but seldom made explicit.

remark 14.2.6. The definition of a model category implies that for any map

f : X −→ Y , we have the following commutative solid arrow diagram inwhich

i( f ) is an acyclic cofibration, p( f ) is a fibration, j( f ) is a cofibration, and q( f )

is an acyclic fibration. Therefore there is a lift ξ ( f ) that makes the diagram

commute.

X

f

�����������������������

j( f )
��

i( f )

��

Z( f )

q( f )

��
W ( f )

ξ ( f )



�
�

�
�

�
�

�
�

�
�

p( f )

�� Y

If f is a weak equivalence, then this is a diagram of weak equivalences.

When the factorizations can be chosen to be functorial, one can ask whether

they can be so chosen that ξ ( f ) is natural.5 Aswe explain inProposition 15.1.11

and Remark 15.2.4, they often can be so chosen, although they usually are not

so chosen.

definition 14.2.7. An object X of a model category M is cofibrant if the

unique map ∅ −→ X is a cofibration. An acyclic fibration q : QX −→ X in

which QX is cofibrant is called a cofibrant approximation or cofibrant replace-

ment6 of X . We can obtain q by factoring ∅ → X . Dually, X is fibrant if X → ∗
is a fibration. An acyclic cofibration r : X −→ RX in which RX is fibrant is a

fibrant approximationorfibrant replacement ofX . We canobtain r by factoring

5. As far as we know, this question was first raised by Emily Riehl; it is considered in her paper
[118], which studies model categories categorically.

6. The words “approximation” and “replacement” are both in common use; we usually use
the former when thinking about a single object and the latter when thinking about a functorial
construction.



“530-46909_Ch14_6P.tex” — 8/25/2011 — 10:37 — page 278

−1
0

+1

278 / an introduction to model category theory

X −→ ∗. We say that X is bifibrant7 if it is both cofibrant and fibrant. Let Mc ,

Mf , and Mcf denote the full subcategories of cofibrant, fibrant, and bifibrant

objects of M , respectively.

Cofibrant and fibrant replacements are very important to the theory. Even

when they are functorial, they are not unique, and there often are several

different cofibrant or fibrant replacement functors with different good proper-

ties. Given two cofibrant replacements q : QX −→ X and q′ : Q ′X −→ X , the

lifting property gives a weak equivalence ξ : QX −→ Q ′X such that q′ ◦ ξ = q.

The following remark plays a role in the construction of the homotopy category

HoM .

remark 14.2.8. It is central to the theory that we can replace objects by ones

that are both fibrant and cofibrant. The two obvious composite ways to do

this are weakly equivalent as we see from the following diagram, in which the

labeled arrows are weak equivalences. Here the maps Qr and Rq are given if

we have functorial factorizations Q and R. If not, we obtain them by applying

liftingproperties to the acyclic fibration q on the right or the acyclic cofibration r

on the left; the unlabeled arrows from ∅ and to ∗ are included in the diagram to

clarify that application of the lifting properties. The difference is an illustrative

example of why it is often convenient but usually not essential to include the

functoriality of factorizations in the definition of a model category.

∅

%%55555555555555555

��
QX

r

��

Qr
����������

q

����������
QRX

q

��

X
r

����������

RQX

%%55555555555555555

ξ

33

&
�

�
�

�
6

Rq

���������� RX

��
∗

7. This term is nonstandard; it is usual to write fibrant and cofibrant instead.
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The lifting property gives a weak equivalence ξ that makes the diagram

commute.8

In many model categories, either all objects are fibrant or all objects are

cofibrant (but rarely both). For example, all objects are fibrant in the model

structures that we shall define on U , and all objects are cofibrant in the usual

model structure on simplicial sets. In such cases, many results and arguments

simplify. For example, the following result becomes especially helpful when

all objects are cofibrant or all objects are fibrant.

lemma 14.2.9 (ken brown’s lemma). Let F : M −→ N be a functor,

where M is a model category and N is a category with a subcategory of weak equiv-

alences. If F takes acyclic cofibrations between cofibrant objects to weak equivalences,

then F takes all weak equivalences between cofibrant objects to weak equivalences.

Dually, if F takes acyclic fibrations between fibrant objects to weak equivalences,

then F takes all weak equivalences between fibrant objects to weak equivalences.

proof. Let f : X −→ Y be a weak equivalence between cofibrant objects of

M . The map f and the identity map of Y specify a map X !Y −→ Y , and we

factor it as the composite of a cofibration j and an acyclic fibration p to obtain

the following commutative diagram in M .

X
f

%%55555555555555555

i1
��

∅

��7777777777777777

448888888888888888 X !Y
j

�� Z
p

�� Y

Y

id

��99999999999999999

i2

++

The left square is a pushout, hence i1 and i2 are cofibrations, and this implies

that X !Y and Z are cofibrant. By the two out of three property in M, ji1
and ji2 are weak equivalences and thus acyclic cofibrations between cofibrant

objects. By hypothesis, F takes them to weak equivalences. By the two out

of three property in N , F( p) is a weak equivalence since F( p)F( ji2) = id and

F( f ) is a weak equivalence since F( f ) = F( p)F( ji1). �

8. Similarly to footnote 5, when our factorizations are functorial it is natural to ask whether ξ
can be chosen to be natural. The question is answered in [118].



“530-46909_Ch14_6P.tex” — 8/25/2011 — 10:37 — page 280

−1
0

+1

280 / an introduction to model category theory

remark 14.2.10. The weak equivalences in N might be the isomorphisms.

For example, N might be the homotopy category of a model category.

14.3. The notion of homotopy in a model category

As will be formalized in Addendum 16.4.10, inmost examples there is a famil-

iar and classical notion of a homotopy between maps. It is defined in terms of

canonical cylinder and path objects, such as X × I and Map (I,X ) in the case

of spaces. Quillen [113] developed a notion of homotopy in general model cat-

egories and showed how to derivemany familiar results using themodel theo-

retic notion. However, in the examples, it turns out that the classical notion of

homotopy suffices to describe themodel theoretical notion.We shallmake this

assertion precise at the end of §16.4. Therefore, when actually working with

model categories, one usually ignores the background material on the model

theoretical notion of homotopy. For that reason, we just describe how the gen-

eral theory goes, emphasizing the model theoretic analogue of the Whitehead

theorems but leaving some detailed verifications to the reader. We largely

follow [43, §4].

We consider a fixed model category M throughout this section. There

are several variant model theoretical notions of cylinder and path objects that

abstract the properties of the classical cylinder and path objects.

definition 14.3.1. A cylinder object for X ∈M is an object CylX together

with maps i0 : X −→ CylX , i1 : X −→ CylX , and p : Cyl (X ) −→ X such that

p ◦ i0 = id = p ◦ i1 and p is a weak equivalence; by the two out of three prop-

erty, i0 and i1 are also weak equivalences. A cylinder object is good if the

map i = i0+ i1 : X !X −→ Cyl (X ) is a cofibration. A good cylinder object

Cyl (X ) is very good if p is an acyclic fibration. Factorization of the foldingmap

X !X −→ X shows that every X has at least one very good cylinder object. A

left homotopy between maps f , g : X −→ Y is a map h : Cyl (X ) −→ Y such

that h ◦ i0 = f and h ◦ i1 = g , where Cyl (X ) is any cylinder object for X ; h is

good or very good if Cyl (X ) is good or very good. Define π�(X ,Y ) to be the

set of equivalence classes of maps X −→ Y under the equivalence relation

generated by left homotopy.

lemma 14.3.2. If X is cofibrant and CylX is a good cylinder object, then i0 and i1
are cofibrations and thus acyclic cofibrations.

proof. The inclusions ι0 and ι1 of X in X !X are cofibrations since the

following pushout diagram displays both of them as pushouts of ∅ −→ X .
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∅ ��

��

X

ι1

��
X

ι0

�� X !X

Therefore their composites i0 and i1 with i are cofibrations. �

lemma 14.3.3. If h is a left homotopy from f to g and either f or g is a weak

equivalence, then so is the other.

proof. By the two out of three property, f is a weak equivalence if and only

if h is a weak equivalence, and similarly for g . �

We emphasize that the definition of left homotopy allows the use of any

cylinder object and that the notion of left homotopy and its good and very good

variants are not equivalence relations in general. Even in some categories with

canonical cylinders, such as the category of simplicial sets, homotopy is not

an equivalence relation in general. If we were only interested in model cate-

gory theory, we could restrict attention to very good cylinder objects. However,

the canonical cylinder objects in the examples are generally not very good,

so we must allow the more general versions in order to make the promised

comparisons. For example, in the standard model structure on topological

spaces of §17.2,X × I is a cylinder object, but it is not goodunlessX is cofibrant,

and similarly for categories of chain complexes. We shall return to this point

in Addendum 16.4.10.

definition 14.3.4. Dually, a path object9 for X is an object CocylX together

withmaps p0 : CocylX −→ X , p1 : CocylX −→ X , and i : X −→ CocylX such

that p0 ◦ i = id = p1 ◦ i and i and hence p0 and p1 are weak equivalences. A

path object is good if the map p = ( p0, p1) : CocylX −→ X ×X is a fibration.

A good path object is very good if i is an acyclic cofibration. Factorization of

the diagonal map X −→ X ×X show that every X has at least one very good

path object. There are evident dual definitions of right homotopies, good right

homotopies and very good right homotopies. Define π r (X ,Y ) to be the set of

equivalence classes ofmapsX −→ Y under the equivalence relation generated

by right homotopy.

Of course, the following duals of Lemmas 14.3.2 and 14.3.3 hold.

9. The term “cocylinder” is also used and, inconsistently, we use notation that reflects that term.
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lemma 14.3.5. If X is fibrant and CocylX is a good path object, then p0 and p1
are fibrations and thus acyclic fibrations.

lemma 14.3.6. If h is a right homotopy from f to g and either f or g is a weak

equivalence, then so is the other.

Lemmas 14.3.5 and 14.3.2 have the following immediate consequences.

lemma 14.3.7 (hep). Let i : A −→ X be a cofibration and Y be a fibrant object.

Then i satisfies the right homotopy extension property with respect to Y . That is,

for any good path object CocylY and any maps f and h that make the following

square commute, there is a lift h̃ that makes the triangles commute.

A
h

��

i

��

CocylY

p0

��
X

f

��

h̃
���

�
�

�
�

Y

lemma 14.3.8 (chp). Let p : E −→ B be a fibration and X be a cofibrant object.

Then p satisfies the left covering homotopy property with respect to X . That is, for any

good cylinder object CylX and any maps f and h that make the following square

commute, there is a lift h̃ that makes the triangles commute.

X
f

��

i0
��

E

p

��
CylX

h

��

h̃


�

�
�

�

B

We record several further easily proven observations about these notions.

proposition 14.3.9. The notion of left homotopy satisfies the following prop-

erties. The notion of right homotopy satisfies the dual properties. Consider maps

f , g : X −→ Y and, for (iii), e : W −→ X.

(i) There is a left homotopy between f and g if and only if there is a good left

homotopy between f and g.

(ii) If Y is fibrant, there is a good left homotopy between f and g if and only if

there is a very good left homotopy between f and g.
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(iii) If Y is fibrant and f is left homotopic to g, then f ◦ e is left homotopic to g ◦ e.

(iv) If X is cofibrant, then left homotopy is an equivalence relation on M (X ,Y ).

proof. We give the reader the essential ideas in the following sketch

proofs.

(i) Factor i : X !X −→ CylX to obtain a good cylinder Cyl ′X with an acyclic

fibration to CylX ; composition with a homotopy gives a good homotopy.

(ii) Factor the weak equivalence p : CylX −→ X to obtain a very good cylin-

der Cyl ′X together with an acyclic cofibration j : CylX −→ Cyl ′X . Since

Y is fibrant, a left homotopy h defined on CylX in the diagram

CylX
h

��

j

��

Y

��
Cyl ′X ��

h′













∗

lifts to a left homotopy h′ defined on Cyl ′X .

(iii) Use a very good cylinder CylX to define a homotopy h : f � g and choose

a good cylinder CylW . Use the lifting property to obtain λ making the

following diagram commute. Then h ◦ λ gives the required homotopy

f ◦ e � g ◦ e.

W !W

i
��

e!e
�� X !X

i
�� CylX

p

��
CylW

λ

��::::::::::

p

�� W
e

�� X

(iv) f is left homotopic to f since X itself gives a cylinder for X . If f is left

homotopic to g , use of the interchange map on X !X shows that g is

left homotopic to f . For transitivity, observe that the pushout of a pair

of good cylinders CylX and Cyl ′X along the cofibrations i1 and i0 in the

diagram

CylX X
i1

��
i0

��Cyl ′X

gives another good cylinder Cyl ′′X . Given left homotopies f � g and

g � h defined onCylX andCyl ′X , use the universal property of pushouts

to obtain a homotopy f � h defined on Cyl ′′X . �
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corollary 14.3.10. If Y is fibrant, then composition in M induces composition

π�(X,Y )×π�(W,X ) −→ π�(W,Y ).

If W is cofibrant, then composition in M induces composition

π r (X ,Y )×π r (W ,X ) −→ π r (W ,Y ).

proof. If e, e′ : W −→ X and f , f ′ : X −→ Y are left homotopic, then f ◦ e

and f ′ ◦ e are left homotopic by (iii) and f ◦ e and f ◦ e′ are left homotopic by

composing a homotopy CylW −→ X with f . This implies the first part. The

second is dual. �

The previous results give properties of left homotopies and of right homo-

topies, thought of separately. Perhaps the real force of Quillen’s approach to

homotopies is the comparison between left and right homotopies.

proposition 14.3.11. Consider maps f , g : X −→ Y.

(i) If X is cofibrant and f is left homotopic to g, then f is right homotopic to g.

(ii) If Y is fibrant and f is right homotopic to g, then f is left homotopic to g.

proof. For (i), there is a left homotopy h : CylX −→ Y defined on some

good cylinder object CylX . Choose any fixed good path object CocylY . Since

i0 is an acyclic cofibration, by Lemma 14.3.2, and p is a fibration, there is a lift

λ in the following diagram.

X

i0
��

f
�� Y

i
�� CocylY

p

��
X

i1
�� CylX

( p,id)

��

λ

55;;;;;;;;;;;
X ×CylX

( f ,h)

�� Y ×Y

The composite λi1 is a right homotopy from f to g . The proof of (ii) is dual. �

definition 14.3.12. When X is cofibrant and Y is fibrant, we say that f is

homotopic to g , written f � g , if f is left or, equivalently, right homotopic to g .

We then write π (X ,Y ) for the set of homotopy classes of maps X −→ Y .

The previous proof has the following consequence, which is the key to

comparing classical homotopies with model theoretic homotopies.
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corollary 14.3.13. Let X be cofibrant and Y be fibrant. Fix a good cylinder object

Cyl X and a good path object Cocyl Y. If f � g, then f is left homotopic to g via a

homotopy defined on Cyl X and f is right homotopic to g via a homotopy mapping

to Cocyl Y.

The following result can be viewed as giving weak model theoretic ana-

logues of the dual Whitehead theorems. Another variant is given in Theo-

rem 14.4.8 below.

theorem 14.3.14. The following versions of the dual Whitehead theorems hold.

(i) If X is cofibrant and p : Z −→ Y is an acyclic fibration, then the function

p∗ : π�(X ,Z) −→ π�(X ,Y ) is a bijection.

(ii) If Y is fibrant and i : W −→ X is an acyclic cofibration, then the function

i∗ : π r (X ,Y ) −→ π r (W ,Y ) is a bijection.

proof. For a map f : X −→ Y and for a left homotopy h between maps

k, � : X −→ Z that is defined on a good cylinder CylX , lifts in the diagrams

∅

��

�� Z

p

��
X

���
�

�
�

f

�� Y

and X !X

i
��

k+�
�� Z

p

��
CylX



�
�

�
�

h

�� Y

show that p∗ is surjective and injective, respectively. Here we have used that

p ◦ (k+ �) restricts to pk and p� on the two copies of X in X !X . �

The topological analogue of (i) does not require a fibration hypothesis and

therefore has one of the implications in the following result as a formal conse-

quence [93, pp. 73–74]. In the model theoretical version, neither implication

is obvious.

theorem 14.3.15. Let f : X −→ Y be a map between bifibrant objects X and Y.

Then f is a homotopy equivalence if and only if f is a weak equivalence.

proof. Factor f as the composite of an acyclic cofibration i : X −→ Z

and a fibration p : Z −→ Y and observe that Z is also bifibrant. By Theo-

rem 14.3.14(ii), the functions

i∗ : π (Z,X ) −→ π (X ,X ) and i∗ : π (Z,Z) −→ π (X ,Z)
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are bijections. Choose j : Z −→ X such that i∗( j) = idX , so that ji � idX . Then

i∗(ij) = iji � i and therefore ij � idZ . Thus i is a homotopy equivalence with

homotopy inverse j. If f is a weak equivalence, then p is an acyclic fibration

and the dual argument gives that p is a homotopy equivalence with a homo-

topy inverse q : Y −→ Z. The composite g = jq is then a homotopy inverse

to f .

Conversely, assume that f is a homotopy equivalence with homotopy in-

verse g . Since i is a weak equivalence, it suffices to prove that p is a weak

equivalence to deduce that f is a weak equivalence. Let h : CylY −→ Y be a

good left homotopy from fg = pig to the identity map of Y . Choose a lift k in

the diagram

Y

i0
��

ig
�� Z

p

��
CylY

k


�

�
�

�

h

�� Y

and let q = ki1 : Y −→ Z. Then k is a good homotopy from ig to q such that

pq = idY . Moreover, p � pij = f j and therefore

qp � igp � ig f j � idZ .

By Lemma 14.3.3, this implies that qp is a weak equivalence. By Remark 14.1.3,

p is a retract of qp since pq = id. Therefore p is also a weak equivalence. �

remark 14.3.16. We have used HELP and coHELP in several places, notably

§3.3. The first author has long viewed them to be a central organizational con-

venience in classical homotopy theory. Implicitly and explicitly, we shall again

useHELP in developing the q-model structures on spaces in §17.2 and on chain

complexes in §18.4. These generalizations of the HEP and CHP in classical

homotopy theory are themselves specializations of dual model theoretic gen-

eralizations of HELP and coHELP that were introduced and given the names

left and right HELP by Vogt [139]. He used them to give a characterization of

the weak equivalences in any model cateogory in terms of lifting properties.

14.4. The homotopy category of a model category

To begin with, we reconsider the cofibrant and fibrant replacements of Defi-

nition 14.2.7 from a homotopical point of view. In the definition of a model
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category, we built in the choice of having functorial factorizations. When we

have them, we have cofibrant and fibrant replacement functors Q and R. In

general, we have functors up to homotopy. To make this precise, observe

that the results of the previous section, in particular Corollary 14.3.10 and

Proposition 14.3.11, validate the following definitions of homotopy categories.

definition 14.4.1. Consider the full categories Mc , Mf , and Mcf of cofi-

brant, fibrant, and bifibrant objects ofM , respectively. Define their homotopy

categories hMc , hMf , and hMcf to be the categories with the same objects

and with morphisms the equivalence classes of maps with respect to right

homotopy, left homotopy, and homotopy, respectively. In the first two cases,

we understand equivalence classes under the equivalence relation generated

by right or left homotopy.

Consider a map f : X → Y . Choose cofibrant replacements q : QX → X

and q : QY → Y and fibrant replacements r : X → RX and r : Y → RY . Then

we can obtain lifts Q f : QX −→ QY and Rf : RX −→ RY in the diagrams

14.4.2

∅

��

�� QY

q

��
QX

q

��

Q f
����������

X
f

�� Y

and X
f

��

r

��

Y
r

�� RY

��
RX

Rf

����������
�� ∗.

Thus we have a kind of point set level naturality of q and r even when we

do not have functors Q and R. These constructions enjoy the following prop-

erties.

lemma 14.4.3. Consider a map f : X −→ Y.

(i) f is a weak equivalence if and only if Q f is a weak equivalence.

(ii) The left (and hence right) homotopy classes of Q f depend only on the left

homotopy class of the composite fq.

(iii) If Y is fibrant, the right homotopy class of Q f depends only on the right

homotopy class of f .

(iv) f is a weak equivalence if and only if Rf is a weak equivalence.

(v) The right (and hence left) homotopy classes of Rf depend only on the right

homotopy class of the composite rf .
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(vi) If X is cofibrant, the left homotopy class of Rf depends only on the left

homotopy class of f .

proof. Statements (iv)–(vi) are dual to statements (i)–(iii). Parts (i) and (iv)

hold by the two out of three property. Parts (ii) and (v) hold by Theorem 14.3.14

and Proposition 14.3.11, applied with X replaced by the cofibrant object QX

or Y replaced by the fibrant object RY . If Y is fibrant, then so is QY , and if X

is cofibrant, then so is RX . Parts (iii) and (vi) hold by two more applications of

Theorem 14.3.14. �

Lemma 14.4.3 and Remark 14.2.8, the latter elaborated to show that ξ

becomes natural on passage to the homotopy category hMcf , imply the follow-

ing statement.

proposition 14.4.4. Cofibrant and fibrant replacement induce functors

Q : M −→ hMc and R : M −→ hMf .

When restricted to fibrant and cofibrant objects, respectively, these functors factor

through homotopy categories to induce functors

hQ : hMf −→ hMcf and hR : hMc −→ hMcf .

Moreover, bifibrant replacement RQ and QR induce naturally equivalent functors

hR ◦Q , hQ ◦R : M −→ hMcf .

The notations hQ , hR, and analogues are generally abbreviated to Q

and R, by abuse of notation, and we agree to write RQ for the functor

hR ◦Q : M→hMcf induced by chosen objectwise cofibrant and fibrant

replacements, as above, or by chosen functorial replacements if we have them.

By a similar abuse of notation, we writeRQ f for either amap inMcf obtained

by successive lifts in (14.4.2) or for its homotopy class (which is well-defined),

letting the context determine the meaning.

definition 14.4.5. Define the homotopy category HoM to have objects the

objects of M and morphism sets

HoM (X ,Y ) = hMcf (RQX ,RQY ) = π (RQX ,RQY ),
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with the evident composition. Define γ : M −→ HoM (X ,Y ) to be the identity

on objects and to send a map f to RQ f . Observe that HoM is equivalent to

hMcf via the functor that sends X to RQX and f to RQ f .

proposition 14.4.6. The class of maps f such that γ ( f ) is an isomorphism is

precisely W , and every map in HoM is a composite of morphisms in γ (M ) and

inverses of morphisms in γ (W ).

proof. By Lemma 14.4.3, if f : X −→ Y is a weak equivalence, then so is

RQ f . By Theorem 14.3.15, RQ f is then a homotopy equivalence and hence

an isomorphism in hMcf . Conversely, if RQ f is an isomorphism in hMcf ,

then RQ f is a homotopy equivalence and therefore a weak equivalence, again

by Theorem 14.3.15. This implies that f is a weak equivalence.

For the second part, note that for any X we have weak equivalences

X QX
q

��
r

��RQX ,

and these induce an isomorphism ξX = γ (r)γ (q)−1 : γ (X )→γ (RQX ) inHoM .

When X ∈Mcf , q and r are homotopy equivalences and thus ξX is a map

in Mcf . If Y is also in Mcf , the maps ξX and ξY in Mcf induce an isomor-

phism of π (X ,Y ) with π (RQX ,RQY ). For any X and Y , this identifies

HoM (RQX ,RQY )=π (RQRQX ,RQRQY ) withHoM (X ,Y )=π (RQX ,RQY ).

Since passage to homotopy classes of maps is a surjection

M (RQX ,RQY ) −→ π (RQX ,RQY ) = HoM (X ,Y ),

every map f : X −→ Y in HoM (X ,Y ) is represented by a composite ξ−1Y gξX

for some map g : RQX −→ RQY in M. �

theorem 14.4.7. The functor γ : M −→ HoM is a localization of M at W .

proof. Let F : M −→H be a functor that sends weak equivalences to iso-

morphisms. We must construct F̃ : HoM −→H such that F̃ ◦ γ = F.

We let F̃ = F on objects. With the notations of the proof of Proposi-

tion 14.4.6, we can and must define F̃ on morphisms by sending a map ξX

to F(r)F(q)−1 and sending a map f ∈ HoM (X ,Y ) represented by ξ−1Y gξX to

F(ξY )−1F(g)F(ξX ). �

Alternative versions of the dual Whitehead theorems drop out formally

from the construction of HoM.
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theorem 14.4.8 (whitehead). The following versions of the dual Whitehead

theorems hold.

(i) A map p : Z −→ Y between fibrant objects is a weak equivalence if and only

if p∗ : π (X ,Z) −→ π (X ,Y ) is a bijection for all cofibrant objects X .

(ii) A map i : W −→ X betweeen cofibrant objects is a weak equivalence if and

only if i∗ : π (X ,Y ) −→ π (W ,Y ) is a bijection for all fibrant objects Y .

proof. In any category C , a map f : A −→ B is an isomorphism if and only

if either f∗ : C (C,A) −→ C (C,B) or f ∗ : C (B,C) −→ C (A,C) is an isomor-

phism for one C in each isomorphism class of objects in C . In fact, we need

only test on objects C and D that are isomorphic to A and B. Recalling that

a map f in M is a weak equivalence if and only if γ ( f ) is an isomorphism

in HoM , we apply this categorical triviality in the homotopy category HoM .

Here every object is isomorphic to a cofibrant object and HoM (X ,Y ) can be

identified with π (X ,Y ) when X is cofibrant and Y is fibrant. For (i), it suffices

to use cofibrant approximations ofZ andY as test objects and for (ii), it suffices

to use fibrant approximations of W and X . �

It is important to understand when functors defined on M are homo-

topy invariant, in the sense that they take homotopic maps to the same map.

There are three results along this line, the most obvious of which is the least

useful.

lemma 14.4.9. Any functor F : M −→H that takes weak equivalences to

isomorphisms identifies left or right homotopic maps.

proof. For a cylinderCylX , Fi0 = Fi1 sinceboth are inverse toFp. Therefore,

for a homotopy h : CylX −→ Y from f to g ,

Ff = F(hi0) = FhFi0 = FhFi1 = F(hi1) = Fg .

The proof for right homotopies is dual. �

However, the hypothesis onF here is too strong and rarely holds in practice.

The following dual pair of lemmas often do apply. KenBrown’s lemma (14.2.9)

is relevant to these results and to their applications in the next chapter.

lemma 14.4.10. Any functor F : Mc −→H that takes acyclic cofibrations to

isomorphisms identifies right homotopic maps.
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proof. By (i) and (ii) of the dual of Proposition 14.3.9, if f , g are right homo-

topic maps X −→ Y where X and Y are cofibrant, then there is a very good

homotopy h : X −→ CocylY between them. Then i : Y −→ CocylY is an

acyclic cofibration, hence CocylY is also cofibrant. Therefore Fi is defined

and is an isomorphism, hence so are Fp0 and Fp1. The conclusion follows as

in Lemma 14.4.9. �

lemma 14.4.11. Any functor F : Mf −→H that takes acyclic fibrations to

isomorphisms identifies left homotopic maps.
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15
COFIBRANTLY GENERATED AND PROPER
MODEL CATEGORIES

This chapter develops several disparate basic features ofmodel category theory.

There is a standard construction of WFSs and model categories, which is

based on Quillen’s “small object argument”. The latter is a general method for

starting with a set, I say, of maps of M and constructing from I a functorial

WFS (�(I�),I�). We explain this construction of WFSs in §15.1.

The method has the attractive feature that �(I�) is constructed from I in

a concrete cellular fashion. The reader should have in mind the set I of inclu-

sions Sn −→ Dn+1 used to construct cell complexes of spaces. The method in

general involves transfinite colimits, although Quillen [113] originally con-

sidered only sequential colimits. The transfinite version of the argument

was implicit in Bousfield [16], but was only later codified in the notion of

a cofibrantly generated model category. That notion offers a very convenient

packaging of sufficient conditions to verify the model axioms, as we explain

in §15.2.

The small object argument is often repeated in the model category liter-

ature, but it admits a useful variant that we feel has not been sufficiently

emphasized in print.1 We call the variant the compact object argument. In

many basic examples, such as topological spaces, chain complexes, and sim-

plicial sets, only sequential colimits are required. When this is the case, we

obtain a more concrete type of cofibrantly generated model category called

a compactly generated model category. In such cases we are free to ignore

transfinite cell complexes. Compactly generated model categories are attrac-

tive to us since the relevant cell theory is much closer to classical cell theory

in algebraic topology (e.g., [93]) and in homological algebra (e.g., [77]) than

the transfinite version. Appreciation of the naturality of the more general

notion can best be obtained by reading §19.3, where we construct Bousfield

1. It is discussed in [97], but that is not a book for those new to the subject.

292
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localizations of spaces at homology theories. The examples of cofibrantly gen-

erated model categories that we construct before that section are compactly

generated.

We feel that the general case of cofibrantly generated model categories is

overemphasized in the model category literature, and we urge the reader not

to get bogged down in the details of the requisite smallness condition. At least

on a first reading, it suffices to focus on the simpler compactly generated case.

As we observe at the end of §15.2, there is an attractive intermediate notion

that arises when cofibrations are constructed using sequential colimits and

acyclic cofibrations are constructed using transfinite colimits. It is that kind

of cofibrantly generated model category that appears in §19.3.

We describe model structures in over and under “slice categories” in §15.3.

This gives a frequently used illustration of how one creates new model struc-

tures fromgiven ones. We then describe left and right propermodel structures

in §15.4. These conditions on a model structure are central to the applications

of model category theory, and they play an important role in the development

of Bousfield localization in Chapter 19. We illustrate their use in the relatively

technical §15.5, which is best skipped on a first reading. It uses properness to

relate lifting properties to hom sets in homotopy categories.

15.1. The small object argument for the construction of WFSs

The essential starting point is to define I-cell complexes. When I is the set

{Sn −→ Dn+1} of standard cell inclusions, all CW complexes will be examples

of I-cell complexes as we define them. However, for reasons we will explain,

that fails with the usual model theoretic definition of an I-cell complex. Recall

Definition 14.1.6.

definition 15.1.1. Let I be a set of maps in M . For an object X ∈M and

an ordinal λ, a relative I-cell λ-complex under X is a map g : X −→ Z that is a

transfinite composite of a λ-sequenceZ∗ such thatZ0 = X and, for a successor

ordinal α+ 1 < λ, Zα+1 is obtained as the pushout in a diagram

∐
Aq

∐
iq

��

j
�� Zα

��∐
Bq

k

�� Zα+1,
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where the iq : Aq −→ Bq run throughsomesetSα ofmaps inI. The restrictions
of j to the Aq are called attaching maps, and the restrictions of k to the Bq

are called cells. We say that f is a simple relative I-cell λ-complex under X

if the cardinality of each Sα is one, so that we adjoin a single cell at each

stage. Define C (I) to be the class of retracts of relative I-cell complexes in M .

An object X ∈M is an I-cell complex if there is a relative I-cell complex

∅ −→ X .

definition 15.1.2. A relative I-cell ω-complex is called a sequential, or clas-

sical, relative I-cell complex. Here the indices α just run over the natural

numbers, so thatZ = colimZn as in the classical definition of CW complexes.

In the model category literature, relative I-cell complexes are generally

defined to be simple, so that they are transfinite composites of pushouts of

maps in I. Coproducts are then not mentioned in the definition, but they

appear in its applications. Using coproducts in the definition keeps us closer

to classical cell theory, minimizes the need for set theoretic arguments, and

prescribes I-cell complexes in the form that they actually appear in all versions

of the small object argument. Note that we have placed no restriction on the

cardinality of the sets Sα . Such a restriction is necessary if we want to refine a

given I-cell complex to a simple I-cell λ-complex for some prescribed value of

λ, but we shall avoid use of such refinements. We digress to say just a bit about

how the comparison of simple and general I-cell complexes works, leaving

the details to the literature [65, Ch. 10], but we will make no use of simple cell

complexes and therefore no use of the comparison.

proposition 15.1.3. By ordering the elements of coproducts along which push-

outs are taken, a relative I-cell λ-complex f : X −→ Z can be reinterpreted as a

simple relative I-cell complex. That is, we can reinterpret the maps Zα −→ Zα+1
as simple relative cell complexes, obtained by attaching one cell at a time, and then

reindex so as to interpolate these simple cell complexes into the original cell complex

to obtain a simple cell κ-complex for some ordinal κ ≥ λ.

We can determine the cardinality of κ in terms of the cardinalities of λ and

the sets Sα . Recall the definition of a regular cardinal from Definition 2.5.2.

definition 15.1.4. A relative I-cell λ-complex is regular if λ is a regular

cardinal and the indexing sets Sα for the attaching maps all have cardinality

less than that of λ.
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There is no real loss of generality in indexing I-cell complexes on regu-

lar cardinals since we can add in identity maps to reindex a relative I-cell
λ-complex to a relative I-cell κ-complex that is indexed on a regular cardinal

κ ≥ λ. There is real loss of generality in restricting the cardinalities of the sets

Sα . The point of the restriction is that we can now apply Proposition 15.1.3

without increasing the cardinality of the ordinal λ that we start with.

corollary 15.1.5. A regular I-cell λ-complex can be reinterpreted as a simple

relative I-cell λ-complex.

That ends the digression. We now offer two parallel sets of details. One

focuses solely on sequential colimits, that is, on I-cell ω-complexes. The other

makes use of I-cell λ-complexes for larger ordinals λ. We argue that the latter

should be used when necessary, but that their use when unnecessary only

makes arguments unaesthetically complicated. As already noted, we shall

arrange our work so that we have no need to make explicit use of ordinals

larger than ω until Chapter 19.

definition 15.1.6. An objectA ofM is compact with respect to I if for every

relative I-cell ω-complex f : X −→ Z = colimn Zn, the canonical map

colimn M (A,Zn) −→M (A,Z)

is a bijection. The set I is compact, or permits the compact object argument,

if every domain object A of a map in I is compact with respect to I. When

I is compact, we interpret C (I) to mean the class of retracts of relative I-cell
ω-complexes, excluding the relative I-cell λ-complexes for λ > ω.

definition 15.1.7. Let κ be a cardinal. An object A of M is κ-small with

respect to I if for every cardinal λ ≥ κ and every relative I-cell λ-complex

f : X −→ Z = colimβ<λ Zβ , the canonical map

colimβ<λ M (A,Zβ ) −→M (A,Z)

is a bijection. An object A is small with respect to I if it is κA-small for some

κA. The set I is small, or permits the small object argument, if every domain

object A of a map in I is small with respect to I.

lemma 15.1.8. If I is small, there is a regular cardinal λ such that every domain

object A of a map in I is λ-small.
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proof. Take λ to be any regular cardinal that contains all κA. �

remark 15.1.9. In Definition 15.1.6, we do not restrict to regular I-cell
ω-complexes. The cardinalities of the sets Sn of attaching maps are unre-

stricted, just as in the usual definition of CW complexes. The regular I-cell
ω-complexes are the complexes with finite skeleta, and we can order their cells

to make them simple ω-complexes. We cannot so order general ω-complexes

without increasing the cardinality. Observe that “compact” and “ω-small” are

very different notions: “compact” nowherementions cardinalities greater than

ω, whereas ω-small refers to all cardinalities greater than ω. In marked con-

trast, Proposition 15.1.3 implies that the notion ofA being κ-small with respect

to I is unchanged if we restrict attention to simple relative I-cell complexes

in Definition 15.1.7, as is generally done in the literature [65, 66].

For clarity, we isolate the central construction of the small object argument.

construction 15.1.10. Let f : X −→ Y be a map in M . Let S be the set of

all commutative squares

Aq

kq

��

iq
��

X

f

��
Bq

jq

�� Y,

where iq is amap in I. We construct the single step factorization diagram for f :

∐
q
∐

Sq
Aq

k=∐
kq

��

∐ ∐
iq

��

X

i

�� f

66<<<<<<<<<<<<<<<<<<<<<

∐
q
∐

Sq
Bq

�
��

j=∐
jq

&&============================== Z p

��444444444444444

Y.

The square is a pushout diagram that definesZ, i, and �, and themap p is given

by the universal property of pushouts. The diagram displays a factorization
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of f as pi, where i is a one step relative I-cell complex and the map � can be

viewed as solving the lifting problem for (! iq, p) defined by the maps ik and j.

proposition 15.1.11 (the small object argument). Assume that a

set I of maps in M is either compact or small. Then there is a functorial WFS

(C (I),I�). Moreover, the construction is functorial with respect to inclusions of

subsets J ⊂ I.

proof. Let λ = ω in the compact case and let λ be the regular cardinal of

Lemma 15.1.8 in the small case. Let f : X −→ Y be a map in M . We shall

construct a functorial factorization X
i−→ Z

p−→ Y in which i is a relative I-cell
λ-complex and p is in I�. With the language of Definition 14.1.6, we construct

aλ-sequenceZ∗ of objects overY , andwe then define i : X → Z and p : Z → Y

by taking the transfinite composite of this λ-sequence. We set Z0 = X and let

i0 = id : X −→ Z0 and p0 = f : Z0 −→ Y . Inductively, suppose that we have

completed the construction up through Zα , so that we have a relative I-cell
complex iα : X −→ Zα and amap pα : Zα −→ Y such that pα ◦ iα = f . We con-

struct Zα+1 together with a factorization Zα −→ Zα+1
pα+1−−→ Y of pα by

applying the single step factorization diagram to the map pα . The compos-

ite X
iα−→ Zα −→ Zα+1 is a relative I-cell complex iα+1, and pα+1 solves a

lifting problem as specified in Construction 15.1.10. We define Zβ , iβ , and

pβ on limit ordinals β by passage to colimits. With β = λ, this completes the

construction of the factorization.

To see that p is in I�, consider the following diagram, in which ι ∈ I and

maps k and j are given such that the outer square commutes.

A
k

��

κ

����������

ι

��

Z

p

��

Zα

��

ρ


��������

Zα+1

77����������������

B
j

��

�


��������

Y
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Since I is compact or small, k factors through some Zα , giving maps κ and ρ

making the top triangle commute, and then the arrows ι, j, κ , and pρ display

one of the squares used in the single step construction of Zα+1 from Zα . The

single step construction gives themap �, and the diagonal composite gives the

required lift.

To see that we have a WFS (C (I),I�), we must show that

C (I) = �(I�) and C (I)� = I�.

If f : X −→ Y is in �(I�) and we factor f as above, then the retract argu-

ment of Lemma 14.1.12 shows that f is a retract of i and is therefore in C (I).
Conversely, since I is contained in the left saturated class �(I�) (see Defini-

tion 14.1.7, Proposition 14.1.8, and Lemma 14.1.9), we see thatC (I) ⊂ �(I�).

By Lemma 14.1.9, I� ⊃ C (I)� and C (I)� ⊃ (�(I�))� = I�.

To see the functoriality of the factorization, consider a commutative square

X

r

��

f
�� Y

s

��

X ′
f ′

�� Y ′.

Construct a factorizationX ′ i−→ Z′
p−→ Y ′ in the sameway as above. Inductively,

assume that we have obtained a map tα : Zα −→ Z′α that makes the following

diagram commute.

X
iα

��

r

��

Zα

pα
��

tα
��

Y

s

��

X ′
iα

�� Z′α
pα

�� Y ′

For the next stage, the composite with s of a square used to construct Zα+1
from Zα gives one of the squares used to construct Z′α+1 from Z′α . The map

t : Z −→ Z′ obtained by passage to colimits satisfies ti = ir and sp = pt,

verifying the claimed functoriality of the factorization.

Finally, let J ⊂ I. An ordinal λ such that the domains of maps in I are

λ-small with respect to relative I-cell complexes has the same property for J.
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Wemay use λ-complexes to construct bothWFSs, and we write superscripts I
and J to distinguish them. Inductively, assume that we have obtained a map

tα : ZJ
α −→ ZI

α that makes the following diagram commute.

X
iα

�� ZJ
α

pα
��

tα
��

Y

X
iα

�� ZI
α

pα

�� Y

The composite of tα with an attaching map used to construct ZJ
α+1 from ZJ

α

gives one of the attaching maps used to construct ZI
α+1 from ZI

α , and the

universal property of pushouts gives the next map tα+1. Passage to colimits

gives a map t : ZJ −→ ZI under X and over Y . For K ⊂ J, the composite of

this construction for K ⊂ J and J ⊂ I gives the construction for K ⊂ I. �

remark 15.1.12. There is a general property of a category, called local pre-

sentability [12, §5.2], that ensures that any set I permits the small object

argument. In such categories, this leads to a more uniform and aesthetically

satisfactory treatment of the small object argument. It is satisfied by most

algebraically defined categories. It is not satisfied by the category of compactly

generated topological spaces. However, if instead of using all compact Haus-

dorff spaces in thedefinitionof compactly generated spaces [93, p. 37], one only

uses standard simplices, one obtains the locally presentable category of “com-

binatorial spaces”. It appears that one can redo all of algebraic topology with

combinatorial spaces replacing compactly generated spaces. We will not say

more about that point of view. The insight is due to Jeff Smith (unpublished);

published sources are [9, 47].

15.2. Compactly and cofibrantly generated model categories

The model categories in most common use, although by no means the only

interesting ones, are obtained by use of the small object argument. Their cofi-

brations and acyclic cofibrations admit cellular descriptions.

definition 15.2.1. Amodel structure (W ,C ,F ) onM is generated by setsI
and J if F = J� and F ∩W = I�. Since I� = C (I )� and J� = C (J )�,

it is equivalent that C = C (I ) and C ∩W = C (J ). The sets I and J are
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called the generating cofibrations and generating acyclic cofibrations. We say

that the model structure is cofibrantly generated if the sets I and J are small.

We say that the model structure is compactly generated if the sets I and J
are compact, in which case only sequential cell complexes are used to define

C (I ) and C (J ).

It is possible for a model category to be generated by sets I and J that

are neither small nor compact, although this possibility is seldomencountered

and never mentioned in the literature.

remark 15.2.2. A combinatorial model category is a locally presentable cate-

gory that is also a cofibrantly generated model category [9].

There are several variant formulations of the following criterion for detect-

ing cofibrantly generated model categories. The version we give is [97, Thm.

4.5.6]. Recall Definition 14.1.4.

theorem 15.2.3. Let M be a bicomplete category with a given subcategory W

of weak equivalences and given sets I and J of maps. Assume that I and J are

compact or small. Then M is a compactly generated or cofibrantly generated model

category with generating cofibrations I and generating acyclic cofibrations J if and

only if the following two conditions hold.

(i) (Acyclicity condition) Every relative J-cell complex is a weak equivalence.

(ii) (Compatibility condition) I� = J� ∩W .

proof. The necessity of the conditions is obvious. Thus assume that (i) and

(ii) hold. Define C = �(I�) and F = J�. We must show that (C ,F ∩W )

and (C ∩W ,F ) are WFSs. In view of the definitions of F and C , the small

object argument gives WFSs

(C ,I�) and (C (J ),F ).

Since we have assumed in (ii) that I� = F ∩W , it only remains to prove that

C (J ) = C ∩W . SinceW is a category of weak equivalences, it is closed under

retracts, hence (i) gives that C (J ) ⊂ W . Moreover,

J ⊂ �(J�) ⊂ �(J� ∩W ) = �(F ∩W ) = �(I�) = C.

It follows by left saturation that C (J ) ⊂ C and thus C (J ) ⊂ C ∩W . Con-

versely, let f ∈ C ∩W and factor f as a composite q ◦ j, where j ∈ C (J ) and
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q ∈ F. Then j is in W , hence q is in W by the two out of three property. Thus

q is in F ∩W = I�. Since f is in C, it has the LLP with respect to q. By the

retract argument, Lemma 14.1.12, f is a retract of j. Since j is in C (J ), f is in

C (J ). �

In practice, the compatibility condition is often easily verified by formal

arguments. For example, Theorem 15.2.3 is often used to transport a model

structure across an adjunction, as we formalize in Theorem 16.2.5 below, and

then only the acyclicity condition need be verified. The acyclicity condition

clearly holds if J ⊂ W and W is a left saturated class of maps in the sense of

Definition 14.1.7. This rarely applies since pushouts of weak equivalences are

generally not weak equivalences. However, pushouts of coproducts of maps

in J often are weak equivalences, and verifying that is usually the key step in

verifying the acyclicity condition.

The following two remarks pull in opposite directions. The first suggests

that it may sometimes be useful to expand I, whereas the second suggests

that it is worthwhile to keep I as small as possible.

remark 15.2.4. The sets I and J are not uniquely determined. In practice,

with the standard choices, the maps in J are relative I-cell complexes but

are not themselves in I. However, we are free to replace I by I∪J. The
hypotheses of Theorem 15.2.3 still hold. This gives a new set I of generating

cofibrations that contains J. Now we have not only factorization functors

ZI( f ) andZJ( f ) onmaps f : X −→ Y , but we also have a natural comparison

map ZJ( f ) −→ ZI( f ) under X and over Y . This places us in a categorical

context of maps of WFSs [118].

remark 15.2.5. Notice that use of the small object argument applies inde-

pendently to I and J to construct the two required WFSs. The assumption

that I and J be compact or small in Theorem 15.2.3 should be interpreted as

allowing I to be compact and J to be small. This combination appears in the

most common examples, such as Bousfield localizations, and it allows one to

model the cofibrations using only sequential I-cell complexes.

15.3. Over and under model structures

There are several elementary constructions on model categories that lead

to new model categories, often cofibrantly generated if the original one

was. We record a useful elementary example that plays an important role
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in parametrized homotopy theory [97] and has many other applications. It

shows in particular how to construct model structures on based spaces from

model structures on unbased spaces.

definition 15.3.1. Let M be a category and B be an object of M . The slice

category B/M of objects under B has objects the maps i = iX : B −→ X in

M andmorphisms the maps f : X −→ Y such that f ◦ iX = iY. Forgetting the

maps iX gives a functor U : B/M −→M. Dually, we have the slice category

M /B of objects over B and a functor U : M /B −→M. Combining these,

we have the category MB of sectioned objects over B; these have projections

p : X −→ B and sections s : B −→ X such that p ◦ s = id, andwe have forgetful

functorsU fromMB to bothB/M andM /B. ThinkingofB as the identitymap

B −→ B, wemay identifyMB with either B/(M /B) or (B/M )/B. For X ∈M ,

the canonical inclusion makes X !B an object under B and the canonical

projection makes X ×B an object over B. For Y ∈M /B, Y !B is an object

under B via the canonical inclusion and over B via the givenmap Y −→ B and

the identity map of B. We have adjunctions

15.3.2 M (UY ,X ) ∼= (M /B)(Y ,B×X ),

15.3.3 M (X ,UY ) ∼= (B/M )(X !B,Y ),

and

15.3.4 (M /B)(Y ,UZ) ∼=MB(Y !B,Z).

For a pair of objects A and B, we have the category A/M /B of objects under

A and over B. It has forgetful functors, again denoted U , to A/M and M /B.

All forgetful functors in sight are faithful. The categories B/M , M /B, and

MB are bicomplete. The category A/M /B is not, but it is a coproduct of

bicomplete categories. For each fixed map f : A −→ B, let (A/M /B)f be

the subcategory of diagrams A
s−→ X

p−→ B such that p ◦ s = f . In particular,

MB = (B/M /B)id. The map f is an object of both M /B and A/M , and

(A/M /B)f may be identified with either f /(M /B) or (A/M )/f . Therefore

(A/M /B)f is bicomplete, and A/M /B is the disjoint union over f of its

subcategories (A/M /B)f .

definition 15.3.5. Consider a functor U : N −→M.

(i) We say that U reflects a property if a map f inM has the property when-

ever Uf does; it creates the property if f has the property if and only if

Uf has the property, that is, if f preserves and reflects the property.



“530-46909_Ch15_6P.tex” — 8/25/2011 — 10:37 — page 303

−1
0

+1

15.3. over and under model structures / 303

(ii) If we have a class L of maps in M , we define a corresponding class

U−1L of maps in N by letting f be in U−1L if and only if Uf is in L ;

if we think of L as specifying a property, then we think of U as creating

the class of maps in N that satisfies the corresponding property.

(iii) We say that a model structure on M creates a model structure on N

if N is a model category with the classes of weak equivalences and

fibrations created by the functor U . The cofibrations in N must then

be the maps that satisfy the LLP with respect to the acyclic fibrations.

The dual notion, with cofibrations and fibrations reversed, is much less

frequently encountered.

(iv) We say that a model structure on M strongly creates a model structure

on N if N is a model category with the classes of weak equivalences,

cofibrations, and fibrations all created by the functor U .

It rarely happens that M strongly creates a model structure on N , but it

does happen in the present context of over and under categories. The def-

inition of left and right proper model categories will be given shortly, in

Definition 15.4.1 below.

theorem 15.3.6. Let M be a model category, let A and B be objects of M , and

let f : A −→ B be a map. Then the forgetful functors U strongly create model

structures on B/M , M /B, MB, and (A/M /B)f . If M is left or right proper, then

so are B/M , M /B, MB, and (A/M /B)f . If M has generating sets I and J,

then B/M , M /B, MB, and (A/M /B)f have generating sets suitably constructed

from I and J.

proof. The model axioms are inherited from M, the point being that the

WFSs of M directly imply WFSs for the slice categories since lifting maps

and factorizations in M between maps in slice categories provide lifting

maps and factorizations in slice categories. Properness is a similar formal

check.

For the last statement, we do not use the small object argument. Rather,

we appeal to the notion of a model category that is generated but not neces-

sarily compactly or cofibrantly generated given in Definition 15.2.1. Define

I/B to be the set of maps in M /B such that Ui is a map in I. Define B/I to

be the set of maps in B/M obtained by applying the functor (− )!B to the

maps in I. Define IB to be the set of maps i!B in MB, where i is a map in

I/B. Generalizing the last, define If to be the set of maps
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X !A
pX+f

�����������

i!id

��

A

iA
�����������

iA ����������� B

Y !A
pY+f

�����������

in (A/M /B)f , where iA is the inclusion onto the summand A and i is a map

in I/B. The last two definitions can be viewed as specializations of the first

two to appropriate slice categories of arrow categories. Define B/J, J/B, JB,

and Jf similarly. In all cases, since F = J� and F ∩W = I� in M and

the forgetful functors to M create the model structures, formal arguments

give the corresponding equalities in our slice categories. For M /B, it is clear

from the definitions that p ∈ (I/B)� if and only if Up ∈ I and similarly for

J. For B/M , it is clear from the adjunction (15.3.3) and the definitions that

p ∈ (B/I )� if and only if Up ∈ I and similarly for J. The analogues for MB

and (A/M /B)f follow formally. �

remark 15.3.7. The forgetful functor U : M /B −→M clearly carries re-

lative cell complexes to relative cell complexes (both defined starting from

either I or J ). It follows that if I and J are compact or small, then so are

I/B and J/B. Therefore, if M is compactly or cofibrantly generated, then

so is M /B. Provided that B itself is a cell complex, U : B/M −→M carries

relative cell complexes to relative cell complexes. In this case, we see using

the adjunction (15.3.3) that if I and J are compact or small, then so are I/B
and J/B. Without the proviso on B, this seems to be false. It follows that if

B is both an I-cell complex and a J-cell complex and M is compactly or cofi-

brantly generated, then so is B/M . This criterion is uninteresting in general,

since it implies that B is contractible, but it does apply to categories of based

objects.

We shall define Quillen adjunctions below, in Definition 16.2.1, and the

following result will be immediate from the definition.

corollary 15.3.8. The adjunctions (15.3.2), (15.3.3), and (15.3.4) are Quillen

adjunctions.
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15.4. Left and right proper model categories

The following concept will play a significant role in our discussion of Bousfield

localization in Chapter 19, and it is important throughout model cate-

gory theory. We will give a conceptual reinterpretation of the definition in

Proposition 16.2.4.

definition 15.4.1. A model category M is left proper if the pushout of a

weak equivalence along a cofibration is a weak equivalence. This means that

if i is a cofibration and f is a weak equivalence in a pushout diagram

A
f

��

i
��

B

j

��

X
g

�� Y,

then g is a weak equivalence. It is right proper if the pullback of a weak equiv-

alence along a fibration is aweak equivalence. Thismeans that if p is a fibration

and f is a weak equivalence in a pullback diagram

D
g

��

q

��

E

p

��

A
f

�� B,

then g is a weak equivalence. It is proper if it is both left and right proper.

Over and under model structures often play a helpful technical role in

proofs, as is well illustrated by their use in the proof of the following result.

One point is that appropriatemaps can be viewed as cofibrant or fibrant objects

in model categories, allowing us to apply results about such objects to maps.

proposition 15.4.2. Let M be a model category. Then any pushout of a weak

equivalence between cofibrant objects along a cofibration is a weak equivalence,

hence M is left proper if every object of M is cofibrant. Dually, any pullback of a

weak equivalence between fibrant objects along a fibration is a weak equivalence,

hence M is right proper if every object of M is fibrant.
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proof. Consider a pushout diagram

A
f

��

i
��

B

j

��
X

g

�� Y

in which i is a cofibration, f is a weak equivalence, and A and B are cofibrant.

We must show that g is a weak equivalence. Observe that X and Y are also

cofibrant. By Theorem 14.4.8, it suffices to show that g∗ : π (Y ,Z) −→ π (X ,Z)

is a bijection for all fibrant objectsZ. For amap t : X −→ Z, we see by applying

Theorem 14.4.8(ii) to f that there is a map s : B −→ Z such that s ◦ f � t ◦ i.

Applying HEP, in the form given in Lemma 14.3.7, to the cofibration i, we

can homotope t to a map t′ such that s ◦ f = t′ ◦ i. Then s and t′ define a map

r : Y −→ Z such that r ◦ g = t′. Thus g∗ is surjective. To see that g∗ is injec-
tive, let u and v be maps Y −→ Z such that u ◦ g � v ◦ g via a good right

homotopy h : X −→ CocylZ. Working in the model category M /(Z×Z) of

Theorem 15.3.6, in which the good cocylinder ( p0, p1) : CocylZ −→ Z×Z

is a fibrant object, we apply Theorem 14.4.8(ii) again to obtain a map

k : B −→ CocylZ over Z×Z such that k ◦ f � h ◦ i. Applying Lemma 14.3.7

again, we can homotope h overZ×Z to amap h′ such that k ◦ f = h′ ◦ i. Then

h′ and k define a right homotopy Y −→ CocylZ from u to v. �

There is another condition that one can ask of amodel category that appears

to be much stronger but in fact is equivalent to its being left proper. Roughly,

the condition states that pushouts preserve weak equivalences. The statement

has often been verified in special situations and is used over and over again

in applications. We have already seen instances of it in Lemma 2.1.3 and its

dual Lemma 2.2.4.

definition 15.4.3. A model category M satisfies the left gluing lemma if,

for any commutative diagram

A

f

��

C
i

��

g

��

k
�� B

h
��

A′ C′
j

��
�

�� B′
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in which i and j are cofibrations and f , g , and h are weak equivalences, the

induced map of pushouts

A∪C B −→ A′ ∪C′ B
′

is a weak equivalence. The right gluing lemma is stated dually.

proposition 15.4.4. A model category M is left or right proper if and only if it

satisfies the left or right gluing lemma.

proof. We prove the left case. If the left gluing lemma holds, then we see

that M is left proper by taking f , g , and k to be identity maps, so that i = j.

The conclusion then shows that the pushout A ∼= A∪B B −→ A∪B B′ of the
weak equivalence h along the cofibration i is a weak equivalence. Thus assume

that M is left proper. We proceed in three steps.

Step 1. If k and � are both weak equivalences, then by left properness so are

the horizontal arrows in the commutative diagram

A

f

��

�� A∪C B

��

A′ �� A′ ∪C′ B′.

Since f is a weak equivalence, the right vertical arrow is a weak equivalence

by the two out of three property of weak equivalences.

Step 2. If k and � are both cofibrations, consider the commutative diagram

C
i

��
k

88111111111111 A

�� 99>
>>>>>>>>>>>>>

88?????????

B ��

��

��

A∪C B

�� ::@@@@@@@@@@@@@@@

C′
�

88AAAAAAAAAAA
�� A∪C C′

**""""

�� A′

))%%%%%%%

B′ �� A∪C B′ �� A′ ∪C′ B′.



“530-46909_Ch15_6P.tex” — 8/25/2011 — 10:37 — page 308

−1
0

+1

308 / cofibrantly generated and proper model categories

The back, front, top, and two bottom squares are pushouts, and the mid-

dle composite C′ −→ A′ is j. Since k and � are cofibrations, so are the

remaining three arrows from the back to the front. Similarly, i and its

pushouts are cofibrations. Since C −→ C′, A −→ A′, and B −→ B′ are weak

equivalences, left properness and the two out of three property imply that

A−→A∪C C′, A∪C C′ −→A′, A∪C B−→A∪C B′, and A∪C B′ −→A′ ∪C′ B′

areweak equivalences. Composing the last two,A∪C B −→ A′ ∪C′ B′ is aweak
equivalence.

Step 3. To prove the general case, construct the following commutative

diagram.

A

��

C

��

i
��

k
��

��,,,,,,,, B

��

D
k̄

$$&&&&&&&&

��

A′ C′
j

��
�

��!!!!!!!
�� B′

C′ ∪C D
�̄

$$%%%%%%%

Here we first factor k as the composite of a cofibration and a weak equiva-

lence k̄ and then define a map �̄ by the universal property of pushouts. By left

properness, D −→ C′ ∪C D is a weak equivalence, and by the two out of three

property, so is �̄. By the second step,

A∪C D −→ A′ ∪C′ (C
′ ∪C D) ∼= A′ ∪C D

is a weak equivalence and by the first case, so is

A∪C B ∼= (A∪C D)∪D B −→ (A′ ∪C D)∪(C′∪CD) B′ ∼= A′ ∪C′ B
′. �

In our examples, we sometimes prove the gluing lemma directly, because

it is no more difficult. However, in deeper examples it is often easier to check

that the model structure is left proper and to use the previous result to deduce

that the left gluing lemma holds.
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15.5. Left properness, lifting properties, and the sets [X,Y ]

Wework in a fixedmodel categoryM in this section. Let i : A −→ X be amap

in M and Z be an object of M . Consider the induced map

15.5.1 i∗ : [X ,Z] −→ [A,Z]

of hom sets in HoM. We describe how we can sometimes deduce that i∗

is a bijection directly from lifting properties and, conversely, how we can

sometimes deduce lifting properties when i∗ is a bijection. While i will be a

cofibration and Z will be fibrant, the force of these results comes from the

fact that the relevant lifting properties concern pairs of maps, neither of which

need be a weak equivalence. This should be a standard part of model category

theory, although we have not found exactly what we want in the literature. The

work in this section will be needed in our discussion of Bousfield localization,

and it well illustrates how important it is to know whether a model structure is

left or right proper. The results here all have evident duals, with cofibrations

and fibrations reversed.

We defined homotopy pushouts of spaces in Definition 2.1.1. We now

generalize to arbitrary model categories and then specialize to a particular

case of interest.

definition 15.5.2. Define the homotopy pushout (or double mapping cylin-

der) M( f , g) of a pair of maps f : A −→ X and g : A −→ Y to be the pushout

of f ! g : A!A −→ X !Y along the cofibration i0+ i1 : A!A −→ CylA of a

good cylinder object CylA. Thus a map h : M( f , g) −→ Z specifies a good left

homotopy hi0f � hi0g . When X = Y and f = g , we call the homotopy pushout

M( f , f ) a spool2 of f and denote it by Spl f . We define homotopy pullbacks

dually.

We have the following pair of results, the first of which is just an obser-

vation.

lemma 15.5.3. If i : A −→ X and the canonical map k : Spl i −→ CylX are

cofibrations between cofibrant objects and both satisfy the LLP with respect to a fi-

bration Z −→ ∗, then i∗ : [X ,Z] −→ [A,Z] is a bijection.

2. This well-chosen term is due to Bousfield [16].
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proof. Since [X ,Z] = π (X ,Z) and similarly for [A,Z], the LLP for i gives

that i∗ is a surjection and the LLP for k gives that i∗ is an injection. �

lemma 15.5.4. Assume that M is left proper. If i : A −→ X is a cofibration and

Z is a fibrant object such that

i∗ : [X ,Z] −→ [A,Z]
is a bijection, then Z −→ ∗ satisfies the RLP with respect to i.

The proof uses the notion of a cofibrant approximation of a map.

definition 15.5.5. A cofibrant approximation of a map f : X −→ Y is a

commutative diagram

QX
f ′

��

qX

��

QY

qY

��
X

f

�� Y

in which QX and QY are cofibrant, f ′ is a cofibration, and qX and qY are weak

equivalences.

lemma 15.5.6. Any map f : X −→ Y has a cofibrant approximation.

proof. Let qX : QX −→ X be a cofibrant approximation of X and factor fqX

as qY f ′, where f ′ : QX −→ QY is a cofibration and qY : QY −→ Y is an acyclic

fibration. �

Observe that cofibrant approximation of maps gives a way to arrange that

the hypothesis on i in Lemma 15.5.3 is satisfied. We will consider analogues

for the map k in Lemma 15.5.3 at the end of the section. Lemma 15.5.4 is

proven by concatenating the following two results, using that i∗ is isomorphic

to j∗ if j is a cofibrant approximation of i.

lemma 15.5.7. Assume that M is left proper. Let i : A −→ X be a cofibration, let

j : B −→ Y be a cofibrant approximation of i, and let p : E −→ B be a fibration.

If p satisfies the RLP with respect to j, then p satisfies the RLP with respect to i.

proof. Consider the following diagram.
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B

j

��

q
�� A

i

��

g
��

k

���������
E

p

��

Z

μ

��;;;;;;;;;;;;;;;;;;;;;;;

s

���������

Y

r
���������

q

�� X

λ

���
�

�
�

�
�

�
�

�
�

f

�� B

Here i : A −→ X is a cofibration, f and g are given such that the right square

commutes, and we seek a lift λ. As constructed in Lemma 15.5.6, the two

maps q are cofibrant approximations and j is a cofibration. The upper left

square is a pushout, so that k is a cofibration and, since M is left proper, r is

a weak equivalence. The map s is given by the universal property of pushouts

and is a weak equivalence since r and q are so. There is a lift Y −→ E by

hypothesis, and the lift μ is then given by the universal property of pushouts.

We may regard X , Z, and E as objects in the category (A/M /B)pg . Since i and

k are cofibrations in M , X and Z are cofibrant objects of the model category

(A/M /B)pg , and s is a weak equivalence between them. Similarly E is a fibrant

object of (A/M /B)pg . Therefore the induced map

s∗ : π (X ,E)pg −→ π (Z,E)pg

of homotopy classes of maps in (A/M /B)pg is a bijection. This implies that

there is a lift λ : X −→ E such that λs � μ under A and over B. The two tri-

angles in the right square commute since λ is a map under A and over B. �

lemma 15.5.8. If j : B −→ Y is a cofibration between cofibrant objects and Z is a

fibrant object such that

j∗ : [Y ,Z] −→ [B,Z]
is a bijection, then Z −→ ∗ satisfies the RLP with respect to j.

proof. [Y ,Z] = π (Y ,Z) and similarly for B, so for any map g : B −→ Z

there is a map λ′ : Y −→ Z and a homotopy h : B −→ CocylZ from λ′j to g .

By HEP, Lemma 14.3.7, h extends to a homotopy h̃ : Y −→ CocylZ such that

p0h̃ = λ′ and h̃j = h. The map λ = p1h̃ satisfies λj = g . �

Returning to Lemma 15.5.3, we consider its hypothesis about Spl i. We

therefore assume that i : A −→ X is a cofibration between cofibrant objects.
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A map h : Spl i −→ Z specifies two maps X −→ Z and a good left homotopy

between their restrictions to A. When CylX is very good, we can form a com-

mutive diagram

15.5.9 X !X A!A
i!i

��

i!i

��

i0+i1
�� CylA

Cyl i

��

X !X X !X
i0+i1

�� CylX .

Passage to pushouts displays the map k : Spl i −→ CylX as a cofibration

between cofibrant objects. Here the map Cyl i is obtained by noticing that

the solid arrow part of the following diagram commutes, so that we can obtain

the dotted lift.

A!A
i!i

��

∇

��!!!!!!!!!!

i0+i1
��

X !X

∇

������������

i0+i1
�� CylX

p

��
CylA

��::::::::::

p

�� A
i

�� X

There is an alternative way to verify the hypothesis on k, but it presupposes

familiaritywith thenotionof anenrichedmodel structure thatwill bediscussed

in §16.4.

remark 15.5.10. Whenwe have a good cylinder functor in the sense of Adden-

dum 16.4.10, we automatically have a map Cyl i such that (15.5.9) commutes.

The following diagrams display the idea behind the two ways of getting the

map k; the symbol " indicates tensors, as defined in §16.3.

A!A

i!i

��

i0+i1
�� CylA

Cyl i

��

����������

Spl i

k

����������

X !X



��������

i0+i1

�� CylX

A" (I! I)

i"id

��

id"(i0+i1)
�� A" I

i"id

��

!!��������

Spl i

k

����������

X " (I! I)

�����������

id"(i0+i1)

�� X ⊗ I
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In the first, we are working in a general model category and k : Spl i −→ CylX

is obtained by passage to pushouts from the right square of (15.5.9). If M

is left proper, then k is a weak equivalence if i is a weak equivalence. In the

second, we are working in a V -model category where the unit object I of the
monoidal model category V has a good cylinder object I. The second diagram

is a pushout product, hence k there is a cofibration and is a weak equivalence

if i is a weak equivalence.

Thus the hypotheses of Lemma 15.5.3 hold quite generally. The discussion

leads to the following definition, which will be used at one place in §19.3.

definition 15.5.11. A subcategory of weak equivalences L has good spools

if for every L -acyclic cofibration i : A −→ X between cofibrant objects, there

is a spool Spl i such that k : Spl i −→ CylX is an L -acyclic cofibration.
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CATEGORICAL PERSPECTIVES
ON MODEL CATEGORIES

Just as we have categories, functors, and natural transformations, we have

homotopy categories derived from model categories, which we call derived

homotopy categories, togetherwith derived functors and derived natural trans-

formations. These functors and natural transformations come in two flavors,

left and right, and are discussed in §16.1. Left and right Quillen adjoints are

the most common source of left and right derived functors, and we discuss

these in §16.2. We return to these ideas in §16.5 where, following Hovey [66,

§1.4] and Shulman [127], we describe the 2-categorical way of understanding

the passage to derived homotopy categories and we explain that double cate-

gories, rather than categories or 2-categories, give the appropriate conceptual

framework for understanding maps between model categories. In that frame-

work, left and right Quillen adjoints are treated symmetrically as morphisms

in a single double category, rather than asymmetrically as the morphisms in

either of a pair of categories.

In §16.3, we outline the theory of enriched categories. In most of mathe-

matics, categories appear not just with sets of morphisms but with morphism

objects that lie in somewell-behaved categoryV . For example, the objects ofV

might be abeliangroups,modules over a commutative ring, topological spaces,

simplicial sets, chain complexes over a commutative ring, or spectra. We

return tomodel category theory anddescribe enrichedmodel category theory in

§16.4. One small point that deservesmore emphasis than it receives in the liter-

ature is that there is a familiar classical notionofhomotopy in the enriched cate-

gories that appear in nature, and themodel categorical notion of homotopy and

the classical notion of homotopy can be used interchangably in such contexts.

16.1. Derived functors and derived natural transformations

Having defined model categories, we want next to define functors and natural

transformations between them in such a way that they give “derived” functors

314
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and natural transformations on passage to their derived homotopy categories.

To that end, we must first define what we mean by derived functors between

the derived homotopy categories HoM and HoN of model categories M

and N . However, we focus primarily on a single model category M in this

section.

We say that a functor F : M −→ N between categories with weak equiv-

alences is homotopical if it takes weak equivalences to weak equivalences,

and we say that a functor F : M −→ HoN or more generally a functor

F : M −→H for any other categoryH is homotopical if it takes weak equiv-

alences to isomorphisms. The universal property of localization then gives

a functor F̃ : HoM −→ HoN in the first case or F̃ : HoM −→H in the

general case such that the first or the second of the following two diagrams

commutes.

M
F

��

γ

��

N

δ

��
HoM

F̃

�� HoN

or M

γ

��

F

����������

HoM
F̃

�� H

Here γ : M −→ HoM and δ : N −→ HoN denote the localization functors.

The functor F̃ is a derived functor of F. However, this will not suffice for the

applications. As we have already said, most functors F that we encounter are

not homotopical, and then it is toomuch to expect that diagrams such as those

above commute; rather, we often obtain diagrams like these that commute up

to a natural transformation that is characterized by a universal property.

There are two kinds of derived functor in common use: left and right. We

note parenthetically that there are also functors that in some sense deserve the

name of a derived functor and yet are neither left nor right derived in the sense

we are about to define. The theory of such functors is not well understood, but

they appear in applications (e.g., [97]) and have been given a formal description

in [128]. In this section, we focus attention on a functor F : M −→H , where

the target category H is arbitrary. When we return to the model category N ,

we will apply the following definition with H taken to be HoN and with F

replaced by δ ◦F for some functor F : M −→ N .

definition 16.1.1. A left derived functor of a functor F : M −→H is a

functorLF : HoM→H together with a natural transformationμ : LF ◦ γ→F

such that for any functor K : HoM −→H and natural transformation

ξ : K ◦ γ −→ F, there is a unique natural transformation σ : K −→ LF such
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that the composite μ ◦ (σ · γ ) : K ◦ γ −→ LF ◦ γ −→ F coincides with ξ . That

is, (LF,μ) is terminal among pairs (K , ξ ).

M
F

��

γ

��

H

μ

;;

μ ◦ (σ · γ ) = ξ

HoM

LF

�����������������������

K

<<

σ

=����������

���������

It is a categorical convention to write arrows for functors and double arrows

for natural transformations, as in the diagram above. We use ◦ to denote the

composite of two functors or the composite of two natural transformations.

We use · to denote the composite of a natural transformation and a functor;

categorically, that is often called whiskering. For example, σ · γ is defined by

applying σ to objects in the image of γ. Since left derived functors are charac-

terized by a universal property, they are unique up to canonical isomorphism

if they exist. Confusingly, they are examples of what are known categorically as

right Kan extensions; we shall ignore that categorical perspective. Of course,

we also have a dual definition.

definition 16.1.2. A right derived functor of a functor F : M −→H is a

functorRF : HoM→H together with a natural transformation ν : F→RF ◦ γ
such that for any functor P : M −→ HoM and natural transfor-

mation ζ : F −→ P ◦ γ , there is a unique natural transformation

ρ : RF −→ P such that the composite (ρ · γ ) ◦ ν : F −→ RF ◦ γ −→ P ◦ γ
coincides with ζ . That is, (RF, ν) is initial among pairs (P, ζ ).

M
F

��

γ

��

ν

 �

H

ρ

9�
���������

���������
(ρ · γ ) ◦ ν = ζ

HoM

RF

�����������������������

P

<<
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It is important to realize that these definitions depend only on the functor

F and the localization γ : M −→ HoM , not on any possible model structure

that might be present on M or any extra structure on H . We have assumed

that M has a model structure since that structure leads to a convenient gen-

eral way to construct left and right derived functors of suitably well-behaved

functors.

proposition 16.1.3. If F : M −→H takes acyclic cofibrations between cofi-

brant objects to isomorphisms, then the left derived functor (LF,μ) exists. Moreover,

for any cofibrant object X of M , μ : LFX −→ FX is an isomorphism.

proof. By Ken Brown’s lemma, 14.2.9, and Remark 14.2.10, F carries all

weak equivalences between cofibrant objects to isomorphisms. By Proposi-

tion 14.4.4, cofibrant replacement induces a functor Q : M −→ hMc . By

Lemma 14.4.10, F passes to right homotopy classes to induce a functor

F : hMc −→H . The functor F ◦Q carries weak equivalences in M to iso-

morphisms. Define LF : HoM −→H to be the functor induced from F ◦Q

by the universal property of γ and define μ : LF ◦ γ −→ F at an object X to be

themap Fq : FQX −→ FX inH . IfX is cofibrant, then q is a weak equivalence

between cofibrant objects and Fq is an isomorphism. It is an easy exercise to

verify that (LF,μ) satisfies the required universal property. �

proposition 16.1.4. If F : M −→H takes acyclic fibrations between fibrant

objects to isomorphisms, then the right derived functor (RF, ν) exists. Moreover, for

any fibrant object Y of M , ν : FY −→ RFY is an isomorphism.

Now return to the pair of model categories M and N . The following

language is standard. Its purpose is just to distinguish between the two choices

of target category, N and HoN . We will later omit the word “total”.

definition 16.1.5. Let F : M −→ N be a functor. A total left derived func-

tor of F is a functor LF : HoM −→ HoN such that LF is a derived functor

of δ ◦F. A total right derived functor is defined dually.

corollary 16.1.6. If F : M −→ N takes acyclic cofibrations between cofibrant

objects to weak equivalences, then the total left derived functor (LF,μ) exists.

corollary 16.1.7. If F : M −→ N takes acyclic fibrations between fibrant

objects to weak equivalences, then the total right derived functor (RF,μ) exists.
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Having defined and shown the existence of derived functors, the obvious

next step is todefineand show the existenceof derivednatural transformations.

definition 16.1.8. Let α : F −→ F ′ be a natural transformation between

functors F,F ′ : M −→H with left derived functors (LF,μ) and (LF ′,μ′). A
derived natural transformation ofα is a natural transformationLα : LF → LF ′

such that the following diagram of natural transformations commutes and is

terminal among commuting squares of the same form.

LF
Lα

��

μ

��

LF ′

μ′
��

F
α

�� F ′

The terminality condition is displayed schematically in the commutative dia-

gram of functors and natural transformations

K
β

��

ξ

--�
���������������

σ

		��������
K ′

ξ ′

������������������σ ′

��









LF
Lα

��

μ

��

LF ′

μ′
��

F
α

�� F ′.

Given β, ξ , and ξ ′ that make the outer trapezoid commute, there must exist

natural transformations σ and σ ′ that make the upper trapezoid commute.

Derived natural transformations between right derived functors are defined

dually.

remark 16.1.9. In the context of total derived functors of a pair of functors

F, F ′ : M −→ N , the bottom arrow α : F −→ F ′ must be replaced by the

arrow δ ◦α : δ ◦F −→ δ ◦F′ in the diagrams in the preceding definition.

In the context of Corollary 16.1.6, the existence is obvious. In effect, we

define Lα : LFX −→ LF ′X to be α : FQX −→ F ′QX . The verification of

terminality is straightforward. The dual existence statement is similar.
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lemma 16.1.10. If F,F′ : M −→ N are functors that take acyclic cofibrations

between cofibrant objects to weak equivalences and α : F −→ F ′ is a natural trans-

formation, then Lα exists.

lemma 16.1.11. If F,F ′ : M −→ N are functors that take acyclic fibrations

between fibrant objects to weak equivalences and α : F −→ F ′ is a natural trans-

formation, then Rα exists.

remark 16.1.12. In practice, the functors that have left derived functors are

often left adjoints and the functors that have right derived functors are often

right adjoints. Virtually every functor mentioned in this book is a left or right

adjoint with a left or right derived functor. However, a given functor F might

be both a left and a right adjoint and itmight have both a left derived functorLF

and a right derived functor RF. There will then be a natural map LF −→ RF,

but it need not be an isomorphism in general [128].

16.2. Quillen adjunctions and Quillen equivalences

Corollaries 16.1.6 and 16.1.7 apply in particular to the left and right adjoints

of a special kind of adjunction between model categories. Such adjunctions

suffice to give most of the derived functors that one needs in the applications.

We again assume that M and N are model categories.

definition 16.2.1. Let F : M −→ N and U : N −→M be left and right

adjoint. The pair (F,U) is a Quillen adjunction if the following equivalent

conditions are satisfied.

(i) F preserves cofibrations and U preserves fibrations.

(ii) F preserves cofibrations and acyclic cofibrations.

(iii) U preserves fibrations and acyclic fibrations.

(iv) F preserves acyclic cofibrations and U preserves acyclic fibrations.

The Quillen adjunction (F,U) is a Quillen equivalence if for any map

f : FX −→ Y with adjoint g : X −→ UY , where X is cofibrant and Y is fibrant,

f is a weak equivalence in N if and only if g is a weak equivalence in M .

The verification that the conditions listed in the lemmaare in fact equivalent

is an exercise in the definition of an adjoint functor and the meaning of the

lifting properties; we leave it to the reader. The letters F and U are meant to

suggest “free” and “underlying”. Many of the applications concern adjunctions
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(F,U) where F specifies free structured objects (such as monoids, algebras,

etc.) and U forgets the structure on these objects.

proposition 16.2.2. If (F,U) is a Quillen adjunction, then the total derived

functors LF and RU exist and form an adjoint pair. If (F,U) is a Quillen

equivalence, then (LF,RU) is an adjoint equivalence between HoM and HoN .

proof. Corollaries 16.1.6 and 16.1.7 give that LF and RU exist. If X is cofi-

brant inM andY is fibrant inN , then the adjunctionN (FX ,Y ) ∼=M (X ,UY )

passes to homotopy classes of maps to give

hN (FX ,Y ) ∼= hM (X ,UY ).

Now letX andY be general objects ofM andN , respectively. SinceLF = FQ

and RU = UR we have

HoN (LFX ,Y ) ∼= HoN (FQX ,RY ) ∼= HoM (QX ,URY ) ∼= HoM (X ,RUY ).

Theweak equivalences r : Y −→ RY and q : QX −→ X induce thefirst and last

isomorphisms. The middle isomorphism is an instance of the isomorphism

on the level of homotopy classes of maps.

For the last statement, wemust show that the unit and counit of the derived

adjunction are isomorphisms. When X is cofibrant, as we may assume, the

unit of this adjunction is induced by the composite of the unit η : X −→ UFX

of the adjunction (F,U) and themapUrF : UFX −→ URFX . By the definition

of a Quillen equivalence, this composite is a weak equivalence since its adjoint

is the weak equivalence r : FX −→ RFX . The dual argument applies to the

counit. �

The converse of the last statement also holds, and gives one among several

equivalent conditions that we record in the following result. We leave the

verification to the reader (or see [66, I.3.13, I.3.16]). Recall Definition 15.3.5.

proposition 16.2.3. Let (F,U) be a Quillen adjunction between M and N .

Then the following statements are equivalent.

(i) (F,U) is a Quillen equivalence.

(ii) (LF,RU) is an adjoint equivalence of categories.

(iii) F reflects weak equivalences between cofibrant objects and the composite

ε ◦FqU : FQUY −→ FUY −→ Y

is a weak equivalence for all fibrant Y .
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(iv) U reflects weak equivalences between fibrant objects and the composite

UrF ◦ η : X −→ UFX −→ URFX

is a weak equivalence for all cofibrant X .

If U creates the weak equivalences in N , the following statement can be added.

(v) η : X −→ UFX is a weak equivalence for all cofibrant X .

If F creates the weak equivalences in M , the following statement can be added.

(vi) ε : FUY −→ Y is a weak equivalence for all fibrant Y .

We illustrate these notions with a reinterpretation of what it means for

a model category M to be left or right proper. Let f : A −→ B be a map in

M . We have functors f ∗ : B/M −→ A/M and f∗ : M /A −→M /B given by

precomposition or postcomposition with f . The functor f ∗ has the left adjoint
f! given on objects i : A −→ X by letting f!(i) be the pushout B −→ X ∪A B.

Dually, the functor f∗ has the right adjoint f ! given on objects p : E −→ B by

letting f !( p) be the pullback A×B E −→ A.

proposition 16.2.4. A model category M is left proper if and only if ( f!, f ∗) is

a Quillen equivalence between the under model categories A/M and B/M . It is

right proper if and only if ( f∗, f !) is a Quillen equivalence between the over model

categories M /A and M /B.

proof. Recall Definition 15.3.5. Since the forgetful functors U from the

under and over categories to M strongly create their model structures, by

Theorem 15.3.6, and since Uf ∗ = U on B/M and Uf∗ = U on M /A, it is

evident that f ∗ is a Quillen right adjoint that creates the weak equivalences in

B/M and that f∗ is a Quillen left adjoint that creates the weak equivalences in

A/M. A cofibrant object ofA/M is a cofibration i : A −→ X , and the unit η on

the object i is precisely themap X −→ X ∪A B that the definition of left proper

asserts to be a weak equivalence when f is a weak equivalence. Therefore,

Proposition 16.2.3(v) gives the claimed characterization of left proper. Dually,

Proposition 16.2.3(vi) gives the claimed characterization of right proper. �

The criterion of Proposition 16.2.3(v) is especially useful since a standard

way to build a model category structure on N is to use an adjunction (F,U)

to create it from a model structure on M , setting WN = U−1(WM ) and

FN = U−1(FM ). The following result, which is [65, 11.3.2], is frequently

used for this purpose.
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theorem 16.2.5. Let (F,U) be an adjunction between M and N , where M is a

cofibrantly or compactly generated model category with sets I and J of generating

cofibrations and generating acyclic cofibrations. Let FI and FJ be the sets of maps

in N obtained by applying F to the maps in I and J. Define weak equivalences

and fibrations in N by requiring the functor U to create them. Then N is a

cofibrantly or compactly generated model category with generating cofibrations FI
and generating acyclic cofibrations FJ if the following conditions are satisfied.

(i) FI and FJ are small or compact.

(ii) Every relative FJ-cell complex is a weak equivalence.

Moreover, (F,U) is then a Quillen adjunction.

proof. Since functors preserve composition and retracts, the weak equiva-

lences in N form a subcategory of weak equivalences. Now the conclusion

follows from Theorem 15.2.3 since exercises in the use of adjunctions show

that the compatibility conditionFI� = FJ� ∩W inN follows formally from

the compatibility conditionI� = J� ∩W inM . SinceU preserves fibrations

and weak equivalences, the last statement is clear. �

remark 16.2.6. With the notations of Definition 15.1.6 or 15.1.7, the

verification of (i) reduces by adjunction to consideration of maps

A −→ Ucolimβ<λZβ , where A is small in M and Z is a relative cell com-

plex inN (defined using sequences in the compact case). Often U commutes

with the colimits relevant to the small object argument and the smallness of

A in M implies the smallness of FA in N . The verification of (ii) concerns

the preservation of weak equivalences under colimits. Since the weak equiva-

lences are created by the right adjoint U , this is not formal.

If (F,U) and (G,V ) are adjoint pairs, where the target category of F is

the source category of G, then the composites (GF,UV ) also form an adjoint

pair. If (F,U) and (G,V ) are Quillen adjunctions, then so is (GF,UV ). It

is standard in the model category literature to define the category of model

categories to have objects themodel categories andmorphisms the left Quillen

functors or, alternatively, the right Quillen functors. Obviously the asymmetry

is unaesthetic.

More deeply, it masks one of the greatest difficulties of model category

theory and of the theory of derived functors in general. Good properties of

left adjoints are preserved under composition of left adjoints. However, it is

in practice very often necessary to compose left adjoints with right adjoints.
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Results about such composites are hard to come by. They are often truly deep

mathematics. We shall say a little bit more about this in §16.5.

However, the categorical considerations of greatest relevance to the appli-

cations of model category theory concern enrichment from hom sets to hom

objects. The model axioms do not refer to any enrichment that might be

present, but there are additional axioms that do relate enrichment to themodel

structure. We shall turn to those in §16.4 after summarizing the categorical

background in the next section.

16.3. Symmetric monoidal categories and enriched categories

In practice, categories come in nature with more structure than just sets of

morphisms. This extra structure is central to all of category theory, homotopi-

cal or not. While every mathematician who makes use of categories should

understand enrichment, this is not the place for a full exposition. The most

thorough source is Kelly’s book [75], and an introduction can be found in

Borceux [12, Ch. 6].Weoutlinewhat ismost relevant tomodel categories in this

section.

A monoidal structure on a category V is a product, ⊗ say, and a unit ob-

ject I such that the product is associative and unital up to coherent natural

isomorphisms; V is symmetric if⊗ is also commutative up to coherent natu-

ral isomorphism. Informally, coherence means that diagrams that intuitively

should commute do in fact commute. (The symmetry coherence admits a

weakening that gives braided monoidal categories, but those will not concern

us.) A symmetric monoidal category V is closed if it has internal hom objects

V (X ,Y ) in V together with adjunction isomorphisms

V (X ⊗Y ,Z) ∼= V (X ,V (Y ,Z)).

These isomorphisms of hom sets imply isomorphisms of internal homobjects

in V

V (X ⊗Y ,Z) ∼= V (X ,V (Y ,Z)).

The proof is an exercise in the use of the Yoneda lemma: these two objects

represent isomorphic functors of three variables.

From now on, we let V be a bicomplete closed symmetric monoidal cat-

egory. Such categories appear so often in nature that category theorists have

invented a name for them: such a category is often called a “cosmos”. We will

require our cosmosV to be amodel category in the next section, but we ignore

model category theory for the moment. When ⊗ is the cartesian product,
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we say that V is cartesian closed, but the same category V can admit other

symmetric monoidal structures.

examples 16.3.1. We give examples of cosmoi V .

(i) The category Set of sets is closed cartesian monoidal.

(ii) The category U of (compactly generated) spaces is cartesian closed. The

spaceU (X ,Y ) is the function space ofmapsX −→ Y with the k-ification

of the compact open topology.

(iii) The categoryU∗ of based spaces is closed symmetricmonoidal under the

smash product. The smash product would not be associative if we used

just spaces, rather than compactly generated spaces [97, §1.7]. The based

space U∗(X ,Y ) is the function space F(X ,Y ) of based maps X −→ Y .

(iv) The category sSet of simplicial sets is cartesian closed. A simplicial set

is a contravariant functor � −→ Set, where � is the category of sets

n = {0, 1, · · · , n} and monotonic maps. There are n-simplices �[n] in
sSet, and n �→ �[n] gives a covariant functor � −→ sSet. The internal

hom [92, §I.6] in sSet is specified by

sSet(X ,Y )n = sSet(X ×�[n],Y ).

(v) For a commutative ring R, the category MR of R-modules is closed sym-

metric monoidal under the functors ⊗R and HomR; in particular, the

category Ab of abelian groups is closed symmetric monoidal.

(vi) For a commutative ringR, the categoryChR ofZ-graded chain complexes

of R-modules (with differential lowering degree) is closed symmetric

monoidal under the graded tensor product and hom functors

(X ⊗R Y )n = �p+q=nXp⊗R Yq; d(x⊗ y) = d(x)⊗ y+ (− 1)px⊗ d(y)

HomR (X ,Y )n = �i HomR (Xi,Yi+n); d( f )i = d ◦ fi − (− 1)nfi−1 ◦ d.

Here the symmetry γ : X ⊗Y −→ Y ⊗X is defined with a sign,

γ (x⊗ y) = (− 1)pqy⊗ x for x ∈ Xp and y ∈ Yq.

(vii) The category Cat of small categories is cartesian closed.

Example (iii) generalizes from U to an arbitrary cartesian closed cate-

gory V .

example 16.3.2. Let V be cartesian closed. Its unit object ∗ is a terminal

object, so there is a unique map t : V −→ ∗ for any V ∈ V . Let V∗ = ∗/V be
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the category of based objects in V , with base maps denoted i : ∗ −→ V . For

V ,W ∈ V∗, define the smash product V ∧W and the function object F(V ,W )

to be the pushout and pullback in V displayed in the diagrams

V !W
j

��

��

V ×W

��
∗ �� V ∧W

and F(V ,W ) ��

��

V (V ,W )

i∗
��

V (∗, ∗)
i∗

�� V (∗,W ).

Here j has coordinates ( id, i) on V ∼= V ×∗ and (i, id ) on W ∼= ∗×W , and

the base map i : ∗ −→ F(V ,W ) is induced by the canonical isomorphism

∗ −→ V (∗, ∗) and the map V (t, i) : ∗ ∼= V (∗, ∗) −→ V (V ,W ). The unit

S0 = ∗+ in V∗ is the coproduct of two copies of ∗, with one of them giving the

base map i : ∗ −→ S0.

There are two ways of thinking about enriched categories. One can think

of “enriched” as an adjective, in which case one thinks of enrichment as addi-

tional structure on a preassigned ordinary category. Alternatively, one can

think of “enriched category” as a noun, in which case one thinks of a self-

contained definition of a new kind of object. From that point of view, one

constructs an ordinary category from an enriched category. Thinking from

the two points of view simultaneously, it is essential that the constructed ordi-

nary category be isomorphic to the ordinary category that one started out with.

Either way, there is a conflict of notation between that preferred by category

theorists and that in common use by “workingmathematicians” (to whom [80]

is addressed). We give the definition in its formulation as a noun, but we use

notation that implicitly takes the working mathematician’s point of view that

we are starting with a preassigned category M.

definition 16.3.3. Let V be a symmetric monoidal category. A V -category

M, or a category M enriched in V , consists of

(i) a class of objects, with typical objects denoted X , Y , Z;

(ii) for each pair of objects (X ,Y ), a hom object M (X ,Y ) in V ;

(iii) for each object X , a unit map idX : I −→M (X ,X ) in V ; and

(iv) for each triple of objects (X ,Y ,Z), a composition morphism in V

M (Y ,Z)⊗M (X ,Y ) −→M (X ,Z).
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The evident associativity and unity diagrams are required to commute.

M (Y ,Z)⊗M (X ,Y )⊗M (W ,X ) ��

��

M (Y ,Z)⊗M (W ,Y )

��
M (X ,Z)⊗M (W ,X ) �� M (W ,Z)

I⊗M (X ,Y )

��

M (X ,Y )
∼=

��
∼=

��

id
��

M (X ,Y )⊗ I

��
M (Y ,Y )⊗M (X ,Y ) �� M (X ,Y ) M (X ,Y )⊗M (X ,X )��

The underlying category of the enriched category has the same objects and

has morphism sets specified by

16.3.4 M (X ,Y ) = V (I,M (X ,Y )).

The unit element ofM (X ,X ) is idX . The composition is the evident composite

V (I,M (Y ,Z))×V (I,M (X ,Y ))

⊗
��

V (I⊗ I,M (Y ,Z)⊗M (X ,Y ))

��
V (I,M (X ,Z)),

where we have used the unit isomorphism I⊗ I ∼= I.

As said, we have given the definition in its “noun” form. In its “adjectival”

form, one starts with a preassigned ordinary categoryM, prescribes the appro-

priate enrichment, and requires a canonical isomorphismbetween the original

category M and the underlying category of the prescribed enriched category.

Rigorously, equalitymust be replaced by isomorphism in (16.3.4), but one gen-

erally regards that canonical isomorphism as an identification. Less formally,

we start with an ordinary categoryM, construct the homobjectsM (X ,Y ) inV ,
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and check that we have the identification (16.3.4). For example, any cosmos is

naturally enriched over itself via its internal hom objects. The reader is urged

to think through the identifications (16.3.4) in Examples 16.3.1.

examples 16.3.5. When V is one of the cosmoi specified in Examples 16.3.1,

categories enriched in V , or V -categories, have standard names.

(i) Categories as usually defined are categories enriched in Set.

(ii) Categories enriched inAb are calledAb-categories. They are called addi-

tive categories if they have zero objects and biproducts [80, p. 196]. They

are called abelian categories if, further, all maps have kernels and cok-

ernels, every monomorphism is a kernel, and every epimorphism is a

cokernel [80, p. 198].

(iii) Categories enriched in U are called topological categories.

(iv) Categories enriched in sSet are called simplicial categories.

(v) Categories enriched in ChR for some R are called DG-categories.

(vi) Categories enriched in Cat are called (strict) 2-categories and, induc-

tively, categories enriched in the Cartesian monoidal category of

(n− 1)-categories are called (strict) n-categories.

Examples of all six sorts are ubiquitous. For any ring R, not necessarily

commutative, the category of left R-modules is abelian. Many categories of

structured spaces, such as the categories of topological monoids and of topo-

logical groups, are topological categories. The letters DG stand for “differential

graded”. We shall return to the last example in §16.5.

Most of the model category literature focuses on simplicial categories.

Although there are technical reasons for this preference, weprefer toworkwith

naturally occurring enrichments wherever possible, and thesemay ormay not

be simplicial. In our examples, we focus on V = U and V = ChR. These have

features in common that are absent when V = sSet.

Of course, the definition of a V -category is accompanied by the notions

of a V -functor F : M −→ N and a V -natural transformation η : F −→ G

between two V -functors M −→ N . For the former, we require maps

F : M (X ,Y ) −→ N (FX ,FY )

in V that preserve composition and units. For the latter, we require maps

η : FX −→ GX in N such that the following naturality diagrams commute

in V for all objects X ,Y ∈M.
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M (Y ,X )
F

��

G
��

N (FY ,FX )

η∗
��

N (GY ,GX )
η∗

�� N (FY ,GX )

Here we have used that maps f : X ′ −→ X and g : Y −→ Y ′ in M induce

maps

f ∗ : M (X ,Y ) −→M (X ′,Y ) and g∗ : M (X ,Y ) −→M (X ,Y ′)

inV . Indeed, f is an element of the setV (I,M (X ,X ′)), and f ∗ is the composite

M (X ′,Y ) ∼=M (X ′,Y )⊗ I
id⊗f

��M (X ′,Y )⊗M (X ,X ′)
◦

��M (X ,Y ).

The general idea is that one first expresses categorical notions diagrammat-

ically on hom sets, and one then sees how to reinterpret the notions in the

enriched sense.

However, there are important enriched categorical notions that take ac-

count of the extra structure given by the enrichment and are not just reinter-

pretations of ordinary categorical notions. In particular, there are weighted

(or indexed) colimits and limits. The most important of these (in nonstandard

notation) are tensorsX "V (sometimes called copowers) and cotensors (some-

times called powers) !(V ,X ) in M for objects X ∈M and V ∈ V . These are

characterized by natural isomorphisms

16.3.6 M (X "V ,Y ) ∼= V (V ,M (X ,Y )) ∼=M (X ,!(V ,Y ))

of hom sets. Taking X to be the initial object ∅ or Y to be the terminal object

∗ and using that initial and terminal objects are unique up to isomorphism,

we see that

16.3.7 ∅"V ∼= ∅ and !(V , ∗) ∼= ∗
for all objects V ∈ V . There are natural maps

16.3.8

X " (V ⊗W ) −→ (X "V )"W and !(V ,!(W ,X )) −→ !(V ⊗W ,X )

and we require these to be isomorphisms. The first of these is the adjoint of

the composite
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V ⊗W

∼=
��

W ⊗V

η⊗η
��

M (X "V , (X "V )"W )⊗M (X ,X "V )

◦
��

M (X , (X "V )"W ),

where η is the unit of the first adjunction in (16.3.6), and the second is defined

similarly. By a check of represented functors and the Yoneda lemma, (16.3.6)

and the isomorphisms (16.3.8) imply natural isomorphisms of objects in V

16.3.9 M (X "V ,Y ) ∼= V (V ,M (X ,Y )) ∼=M (X ,!(V ,Y )).

Again, examples are ubiquitous. If R is a ring, X and Y are left R-modules,

and V is an abelian group, then X ⊗V and Hom (V ,Y ) are left R-modules

that give tensors and cotensors in the abelian category of left R-modules. This

works equally well if X and Y are chain complexes of R-modules and V is a

chain complex of abeliangroups.Weshall return to this example inChapter 18.

We say that the V -category M is V -bicomplete if it has all weighted col-

imits and limits. We dodge the definition of these limits by noting that M

is V -bicomplete if it is bicomplete in the ordinary sense and has all ten-

sors and cotensors [75, Thm. 3.73]. The category V is itself a V -bicomplete

V -category. Its tensors and cotensors are given by its product ⊗ and internal

hom functor V .

16.4. Symmetric monoidal and enriched model categories

LetM be aV -bicompleteV -category, whereV is a cosmos (bicomplete closed

symmetric monoidal category). The reader may wish to focus on the case

M = V . Before turning to model category theory, we consider some con-

structions on the arrow category of M .

construction 16.4.1. Let i : A −→ X and p : E −→ B be maps in M .

Define M �[i, p] to be the pullback in V of the bottom and right arrows in

the following diagram, and define M [i, p] to be the map in V given by the

universal property of pullbacks.
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M (X ,E)
M (id,p)

��

M (i,id)

��

M [i,p]



���������
M (X ,B)

M (i,id)

��

M �[i, p]

�����������

**���������

M (A,E)
M (id,p)

�� M (A,B)

The functor V (I,−) is a right adjoint and therefore preserves limits, such

as pullbacks; applying this functor and changing notation from M to M

gives the analogous commutative diagram of sets for the underlying cate-

gory M. The relevance to model category theory is clear from the following

observation.

lemma 16.4.2. The pair (i, p) has the lifting property if and only if the function

M [i, p] : M (X ,E) −→M�[i, p] =M (A,E)×M (A,B) M (X ,B)

is surjective.

construction 16.4.3. Let k : V −→W be a map in V and let f : X −→ Y

be a map in M .

(i) Define the pushout product f �k by the following diagram, in which f � k

denotes the pushout of the top and left pair of maps and f �k is given by

the universal property of pushouts.

X "V
f "id

��

id"k

��

Y "V

id"k

��

))%%%%%%%%%

f � k
f �k

��!!!!!!!!!

X "W

$$%%%%%%%%%

f "id
�� Y "W
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(ii) Define ![k, f ] by the following diagram, in which !�[k, f ] denotes the
pullback of the bottom and right pair of maps and ![k, f ] is given by the

universal property of pullbacks.

!(W,X )
!(id, f )

��

!(k,id)

��

![k, f ]

�����������
!(W,Y )

!(k,id)

��

!�[k, f ]

�����������

�����������

!(V,X )
!(id, f )

�� !(V,Y )

By (16.3.7), we have the following special cases.

lemma 16.4.4. If i : ∅ −→ X is the unique map, then i�k can be identified with

id" k : X ⊗V −→ X ⊗W.

If p : X −→ ∗ is the unique map, the !�[k, p] can be identified with

!(k, id) : !(W ,X ) −→ !(V ,X ).

In the rest of the section, we assume further that V and M are model

categories.

lemma 16.4.5. Consider (generic) maps i : A −→ X and p : E −→ B in M and

k : V −→W in V . The following statements are equivalent.

(i) The map M [i, p] in V is a fibration if i is a cofibration and p is a fibration,

and it is acyclic if in addition either i or p is acyclic.

(ii) The map i�k in M is a cofibration if i and k are cofibrations, and it is acyclic

if in addition either i or k is acyclic.

(iii) The map ![k, p] in M is a fibration if k is a cofibration and p is a fibration,

and it is acyclic if in addition either k or p is acyclic.

proof. We show that (i) and (ii) are equivalent. A dual argument shows that

(i) and (iii) are equivalent. By the first adjunction of (16.3.6) and a diagram

chase that we leave to the reader, the pair (k,M [i, p]) has the lifting property if
and only if the pair (i�k, p) has the lifting property. By the model axioms, this
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lifting property holds for all cofibrations k if and only if M [i, p] is an acyclic

fibration, and it holds for all acyclic cofibrations k if and only if M [i, p] is a
fibration. Assume that i is a cofibration. If (i) holds and k is a cofibration,

then i�k has the LLP with respect to all acyclic fibrations p and is therefore a

cofibration. If, further, i or k is acyclic, then i�k has the LLP with respect to all

fibrations p and is therefore an acyclic cofibration. Thus (ii) holds. Similarly,

(ii) implies (i). �

The following observation admits several variants. It concerns the veri-

fication of the acyclicity part of Lemma 16.4.5(ii), and there are analogous

observations concerning the verification of the acyclicity parts of the other two

statements.

remark 16.4.6. Consider the pushout-product diagram of Construc-

tion 16.4.3(i). If k is an acyclic cofibration and the functors X " (− ) and

Y " (− ) preserve acyclic cofibrations, then, since pushouts preserve acyclic

cofibrations, we can concludeby the twoout of three property that f �k is aweak

equivalence. Similarly, if the leftmap id"k is a cofibration, themap f is aweak

equivalence, the functors (− )"V and (− )"W preserve weak equivalences,

and M is left proper, we can conclude that f �k is a weak equivalence.

definition 16.4.7. The model structure on the cosmos V is monoidal if

(i) the equivalent conditions of Lemma 16.4.5 hold for M = V ; and

(ii) for some (and hence any) cofibrant replacement q : QI −→ I, the induced
map id⊗q : X ⊗QI −→ X ⊗ I ∼= X is a weak equivalence for all cofibrant

X ∈ V .

Assume that this holds. Then M is said to be a V -model category if

(i) the equivalent conditions of Lemma 16.4.5 hold for M ; and

(ii) for some (and hence any) cofibrant replacement q : QI −→ I, the induced
map id"q : X "QI −→ X " I ∼= X is a weak equivalence for all cofibrant

X ∈M .

By Lemma 16.4.4, conditions (ii) and (iii) of Lemma 16.4.5 imply preserva-

tion properties of the functors X " (− ) and!(−,X ) as special cases. The case

M = V is of particular interest.

lemma 16.4.8. Assume that M is a V -model structure. If X ∈M is cofibrant,

then the functor X " (− ) preserves cofibrations and acyclic cofibrations. If X is
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fibrant, then the functor !(−,X ) converts cofibrations and acyclic cofibrations in

V to fibrations and acyclic fibrations in M .

Of course, these statements can be rephrased in terms of Quillen adjunc-

tions. In all of the examples that we shall encounter in this book, the unit

object I ∈ V is cofibrant and therefore the unit conditions in Definition 16.4.7

hold trivially. The reader, like many authors, may prefer to assume once and

for all that I is cofibrant, but there are interesting examples where that fails

(e.g., in [46]). We agree to assume that the unit ∗ of any given cartesian closed

model category is cofibrant. Then Theorem 15.3.6 and Example 16.3.2 lead to

the following observation.

lemma 16.4.9. Let V be a cartesian closed monoidal model category and give

V∗ = ∗/V its induced model structure as the category of objects under ∗ from

Theorem 15.3.6. Then V∗ is a monoidal model category under the smash product.

proof. The weak equivalences, cofibrations, and fibrations (W∗,C∗,F∗) of
V∗ are created by the forgetful functor U : V∗ −→ V , and U has left adjoint

(− )+, the addition of a disjoint base point. The unit object S0 = ∗+ is cofi-

brant in V∗ since ∗ is cofibrant in V . We must prove that C∗�C∗ ⊂ C∗ and
(W∗ ∩C∗)�C∗ ⊂ (W∗ ∩C∗). We prove the first of these. The proof of the second

is similar.

Observe that the functor (− )+ is strong symmetric monoidal in the sense

that V+ ∧W+ is naturally isomorphic to (V ×W )+. This implies that if i and j

are maps in V , then i+�j+ is isomorphic to (i�j)+. Let C+ denote the class of

maps i+ in V∗, where i ∈ C . We saw in Corollary 15.3.8 that C∗ = �((C+)�).
Since V is monoidal, C+�C+ ⊂ C+ ⊂ C∗. Formal adjointness arguments

from the closed structure on V∗ imply that

�((C+)�)��((C+)�) ⊂ �((C+)�),

which says that C∗�C∗ ⊂ C∗. �

The definitions so far are standard, butwe require an important addendum.

It connects up naturally occurring homotopies with model theoretic homo-

topies. Although it is often used implicitly, as far as we know it has never

been made explicit. It applies to all of the examples in this book, but it does

not always apply.
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addendum 16.4.10. We require of a monoidal model category V that it

contain a fixed chosen good cylinder object I = Cyl I such that the maps

X ⊗ I −→ X ⊗ I ∼= X and Y ∼= V (I,Y ) −→ V (I,Y )

induced by the weak equivalence p : I −→ I are weak equivalences for all cofi-
brant objects X and fibrant objects Y of V . Similarly, we require of a V -model

category M that the maps

X " I −→ X and Y −→ !(I,Y )

are weak equivalences for all cofibrant objects X and fibrant objects Y of M .

For general objects X and Y of M , we define classical homotopies to be maps

X " I −→ Y. By adjunction, these are the same as maps X −→ !(I,Y ), so

that there is no distinction between left and right classical homotopies.

remark 16.4.11. In practice, the functors X ⊗− on V and X "− from V to

M preserve weak equivalences for all cofibrant objects X in V or M , and

dually for the functors V (−,Y ) and !(−,Y ). Then the addendum holds as a

special case. Proposition 14.3.9 implies that all classical homotopies aremodel

theoretic homotopies. When X is cofibrant and Y is fibrant, Lemma 16.4.8

implies that X " I is a good cylinder object and !(I,Y ) is a good path object.

Since Corollary 14.3.13 shows that we can then use any fixed good cylinder

object CylX and any fixed good path object CocylY to define left and right

homotopies, we are entitled to choose the classical cylinders X " I and path

objects!(I,Y ). We conclude in particular that the model theoretic set π (X ,Y )

of homotopy classes ofmaps coincideswith the classical setπ (X ,Y ) of classical

homotopy classes of maps X −→ Y .

The remark has the following consequence, which shows that our adden-

dum to the standard definitions reconciles classical homotopy theory with

model theoretic homotopy theory.

theorem 16.4.12. Let M be a V -model category that satisfies Addendum 16.4.10.

Then HoM is equivalent to the homotopy category hMcf of bifibrant objects and

classical homotopy classes of maps between them.

remark 16.4.13. We shall not go into the details, but in fact HoM is

enriched over HoV , and the equivalence of the theorem is an equivalence of

HoV -categories. The reader is invited to verify these assertions.
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16.5. A glimpse at higher categorical structures

In this section we give an informal introduction to the application of some of

the more elementary parts of higher category theory to model category theory.

The relevant categorical notions give the right formal context for the study of

left and right derived functors. We shall ignore issues of size in this informal

discussion, allowing classes of objects and categories that are not locally small.

We have defined categories enriched in a symmetric monoidal category

V , and we have observed that one such V is the Cartesian monoidal cate-

gory Cat, the category of categories and functors. We have also observed that

a category enriched in Cat is called a 2-category. An example is Cat itself.

The internal hom Cat(C,D ) is the category of functors C −→ D and natural

transformations between them. We have composition functors

Cat(D,E )×Cat(C,D ) −→ Cat(C,E )

between these internal homs given by composition of functors and natural

transformations. For the latter, if α : F −→ F′ and β : G −→ G′ are natural

transformations between composable pairs of functors, then β ◦α is the

common composite in the commutative diagram

G′ ◦F
G′α

��,,,,,,,,,

G ◦F

βF $$%%%%%%%%%

Gα ��!!!!!!!!!

β◦α
�� G′ ◦F ′.

G ◦F′
βF′

��&&&&&&&&&

We think of functors as morphisms between categories and natural trans-

formations as morphisms between functors. We also have two 2-categories

ModCat� and ModCatr of model categories. Their objects (or 0-cells) are

model categories, their morphisms (or 1-cells) are Quillen left adjoints and

Quillen right adjoints, respectively, and theirmorphisms betweenmorphisms

(or 2-cells) are natural transformations in both cases.

The reason for introducing this language is that there is a sensible notion

of a pseudo-functor between 2-categories, and it provides the right lan-

guage to describe what exactly L and R are. A pseudo-functor F : C −→ D

between 2-categories assigns 0-cells, 1-cells, and 2-cells in D to 0-cells, 1-cells,

and 2-cells in C . For each fixed pair X ,Y of 0-cells, F specifies a functor
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C (X ,Y ) −→ D (FX ,FY ). However, for 0-cells X , F(IdX ) need not equal IdFX

and, for composable 1-cells F and G, F(G ◦F) need not equal FG ◦FF. Rather,

there are 2-cell isomorphisms connecting these. These isomorphisms are sub-

ject to coherence axioms asserting that certain associativity and left and right

unity diagrams commute; see, for example, [76]. Given the precise definition,

the following result becomes clear.

proposition 16.5.1. Passage from model categories to their derived homotopy

categories HoM , derived functors, and derived natural transformations specify

pseudo-functors

L : ModCat� −→ Cat and R : ModCatr −→ Cat.

Obviously, it is unsatisfactory to have L and R part of distinct structures.

After all, left and right Quillen adjoints are directly related, and one some-

times must compose them. The proper framework is given by viewing model

categories as forming not a pair of 2-categories, but rather as a single double

category. We sketch the idea, referring the interested reader to [127] for details.

Just as we can define a category enriched in any symmetric monoidal cate-

gory V , we can define an internal category in any complete category V . It has

object and morphism objects Ob and Mor in V together with maps

S,T : Mor −→ Ob, I : Ob −→Mor , and C : Mor ×Ob Mor −→Mor

in V , called source, target, identity, and composition. These must satisfy the

usual unit and associativity laws for a category, expressed diagrammatically.

An ordinary category is an internal category in the category of sets. Internal

categories in the categoryU of topological spaces appear frequently. A double

category is just an internal category in Cat. A 2-category can be viewed as a

double category whose object category is discrete, meaning that it has only

identity morphisms.

The definition just given is the quickest possible, but it obscures the essen-

tial symmetry of the notion of a double category D . It has 0-cells, namely

the objects of the category Ob, it has both “vertical” and “horizontal” 1-cells,

namely themorphisms ofOb and the objects ofMor , and it has 2-cells, namely

themorphisms ofMor . When one writes out the category axioms for the func-

tors S, T , I, and C in the original definition, one finds that they are completely

symmetric with respect to the vertical and horizontal 1-cells. We cannot com-

pose horizontal and vertical 1-cells in general, but we nevertheless think of

2-cells as fillers in diagrams
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16.5.2 A
f

��

j

��

B

k
��

α

)= �������

�������

X
g

�� Y.

Here A, B, X , and Y are 0-cells, j and k are vertical 1-cells, f and g are horizon-

tal 1-cells, and α is a 2-cell. With the original definition, α is a morphism from

f to g in Mor , and the fact that Mor is a category leads to vertical composi-

tion of 2-cells. The composition functor C leads to horizontal composition of

2-cells, and the fact that C is a functor expresses a symmetric interchange

law between these two composition laws for 2-cells. A double category has as

part of its structure vertical and horizontal 2-categories Cv and Ch of 0-cells,

vertical or horizontal 1-cells, and vertical or horizontal 2-cells. Here a 2-cell α

as pictured above is vertical if f and g are identity horizontal 1-cells (objects of

Mor in the image of I) and is horizontal if j and k are identity vertical 1-cells

(identity morphisms in the category Ob).

An example that is relevant to the study of a single model category may

clarify the idea. Thus letM be a category with a subcategoryW of weak equiv-

alences. We form a double category D (M ,W ) whose objects are the objects

of M , whose horizontal and vertical 1-cells are the morphisms of M and of

W , and whose 2-cells are commutative diagrams

X
f

��

v

��

Y

w

��

X ′
g

�� Y ′

in which v,w ∈ W . Thinking in terms of the arrow category ofM , we can view

this square as a morphism v −→ w between vertical arrows or as a morphism

f −→ g between horizontal arrows.

Any 2-categoryC determines a double categoryQ(C ).1 Its vertical and hor-

izontal 1-cells are both the 1-cells of C . Its 2-cells α in (16.5.2) are the 2-cells

α : kf −→ g j in C . In particular, we have the double category Q(Cat) whose

1. Category theorists often call Q(C ) the double category of quintets in C since its 2-cells can
be viewed as quintets ( f , g , j, k,α).
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1-cells are functors and whose 2-cells (16.5.2) are natural transformations

α : kf −→ g j.

The reason for introducing this language is that it gives a way of expressing

L and R as part of a single kind of functor, namely a double pseudo-functor

F : D −→ E between double categories. Such an F assigns 0-cells, vertical

1-cells, horizontal 1-cells, and 2-cells in D to the corresponding kinds of cells

inC . These assignmentsmust come with coherence isomorphism 2-cells that

give restrictions of F to pseudo-functors Fv : Dv −→ Ev and Fh : Dh −→ Eh .

The coherence isomorphisms must be doubly natural, in a sense that is made

precise in [127, §6]. Once the definition has been made precise, diagram chas-

ing proves the following generalization of Proposition 16.5.1; see [127, Thm.

7.6].

theorem 16.5.3. Model categories are the 0-cells of a double category Mod

whose vertical and horizontal 1-cells are the Quillen left and right adjoints and

whose 2-cells are the natural transformations. There is a double pseudo-functor

F : Mod −→ Q(Cat) such that Fv = L and Fh = R.

This result encodes many relationships between left and right Quillen

adjoints in a form that is familiar in other categorical contexts. The Quillen

adjunctions (F,U) are examples of the correct categorical notion of an adjunc-

tion in a double category, called a conjunction in [127, §5]. For example, the

theorem has the following direct categorical corollary [127, Cor. 7.8], which

should be contrasted with Remark 16.1.12.

corollary 16.5.4. If F is both a Quillen left adjoint and a Quillen right adjoint,

then LF ∼= RF.

The real force of Theorem 16.5.3 concerns the comparisons it induces

between composites of left and right derived adjoint base change functors

[127, §9], but it would take us too far afield to say anything about that here.
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CATEGORY OF SPACES

We give an idiosyncratic introduction to examples, focusing on the kinds

of model categories encountered in classical algebraic topology and classical

homological algebra. We treat these examples in parallel, discussing model

structures in topology here and model structures in homological algebra in

the next chapter.

The central point we want tomake is that there are three intertwinedmodel

structures on the relevant categories, and that the least familiar, which is called

the mixed model structure and was introduced relatively recently by Michael

Cole [33], is in some respects the most convenient. In fact, we shall argue that

algebraic topologists, from the very beginning of the subject, have by prefer-

ence worked implicitly in the mixed model structure on topological spaces.

A general treatment of topological model categories from our point of view

is given in [97, Part II], and the treatment here is largely extracted from that

source.1 We offer a new perspective on the philosophy in §19.1, where we

show that the mixed model structure is fundamental conceptually as well as

pragmatically.

In contrast to our conventions in the first half of the book, spaces are no

longer assumed to be of the homotopy types of CW complexes, although we

do still assume that they are compactly generated. We also focus on unbased

rather than based spaces. This is reasonable in view of Theorem 15.3.6, which

shows how to construct model structures on the category of based spaces from

model structures on the category of unbased spaces.

1. While that treatment focused on more advanced examples, its discussion of the general
philosophy may nevertheless be helpful to the reader.

339
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17.1. The Hurewicz or h-model structure on spaces

Themost obvious homotopical notion of aweak equivalence is an actual homo-

topy equivalence. We call such maps h-equivalences for short. It is natural to

expect there to be a model category structure on the category U of compactly

generated spaces in which the weak equivalences are the h-equivalences.

In [93] and in the first part of this book (see especially §1.1 and §1.3), the

words “cofibration” and “fibration” are used only in their classical topological

sense. The cofibrations are the maps i : A −→ X that satisfy the homotopy

extension property (HEP). This means that for all spaces B they satisfy the

LLP with respect to the map p0 : BI −→ B given by evaluation at 0. The fibra-

tions are the maps p : E −→ B that satisfy the covering homotopy property

(CHP). This means that for all spaces A they satisfy the RLP with respect to

the inclusion i0 : A −→ A× I. This notion of fibration was first defined by

Hurewicz [70]. Since we are now doing model category theory and will have

varying notions of cofibration and fibration, we call these Hurewicz cofibra-

tions and Hurewicz fibrations, conveniently abbreviated to h-cofibrations and

h-fibrations.

These cofibrations and fibrations were not considered by Quillen in his

paper introducing model categories [113], but Strøm [132] later proved a ver-

sion of the following result. Technically, he worked in the category of all

spaces, not just the compactly generated ones, and in that category the model

theoretic cofibrations are theHurewicz cofibrations that are closed inclusions.

However, as we left as an exercise in [93, p. 46], the Hurewicz cofibrations

in U are closed inclusions. A thorough discussion of variant h-type model

structures on topological categories is given in [97, Ch. 4].

theorem 17.1.1 (h-model structure). The category U is a monoidal

model category whose weak equivalences, cofibrations, and fibrations, denoted

(Wh ,Ch ,Fh), are the h-equivalences, h-cofibrations, and h-fibrations. All spaces

are both h-fibrant and h-cofibrant, hence this model structure is proper.

Before turning to the proof, we record the following corollary, which is

immediate from Theorem 15.3.6, Corollary 15.3.8, and Lemma 16.4.9.

corollary 17.1.2. The category U∗ of based spaces in U is a proper model cate-

gory whose weak equivalences, cofibrations, and fibrations are the based maps that

are h-equivalences, h-cofibrations, and h-fibrations when regarded as maps in U.
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The pair (T ,U), where T is given by adjoining disjoint basepoints and U is the for-

getful functor, is a Quillen adjunction relating U to U∗. Moreover, U∗ is a monoi-

dal model category with respect to the smash product.

remark 17.1.3. In the first half of the book, we worked thoughout in the

category T of nondegenerately based spaces in U . These are precisely the

h-cofibrant objects in the h-model category of all based spaces. There is an

elementary cofibrant approximation functor, called whiskering. For a based

space X , letwX be the wedgeX ∨ I, where I is given the basepoint 0 when con-

structing the wedge, and give wX the basepoint 1 ∈ I. The map q : wX −→ X

that shaves the whisker I is an h-equivalence, and it is a based h-equivalence

when X is in T . While T cannot be a model category, since it is not cocom-

plete, it is far more convenient than U∗. The h-classes of maps specified in

Corollary 17.1.2 are not the ones natural to the based context, where one wants

all homotopies to be based. However, when restricted to T , the h-classes of

maps do coincide with the based homotopy equivalences, based cofibrations,

and based fibrations by [93, p. 44] and Lemmas 1.3.3 and 1.3.4.

To begin the proof of Theorem 17.1.1, we return to an unfinished piece of

business fromChapter 1, namely the proof of Lemma 1.1.1. The lifting axioms

needed to prove Theorem 17.1.1 are the same as the unbased version of that

result.

proposition 17.1.4. Consider a commutative diagram of spaces

17.1.5 A
g

��

i
��

E

p

��
X

λ
���

�
�

�

f

�� B

in which i is an h-cofibration and p is an h-fibration. If either i or p is an

h-equivalence, then there exists a lift λ.

proof. First, assume that i is a homotopy equivalence. A result in [93, p. 44]

shows thatA is a deformation retract ofX . Thus there is a retraction r : X −→ A

and a homotopy h : ir � id relative to A. Since (X ,A) is an NDR pair, there

is also a map u : X −→ I such that A = u−1(0) [93, p. 43]. We deform the

homotopy h to a more convenient homotopy j : ir � id by setting
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j(x, t) =
⎧
⎨

⎩
h(x, t/u(x)) if t < u(x)

h(x, 1) if t ≥ u(x).

Since f ji0 = f ir = pgr and p is an h-fibration, there is a lift ν in the diagram

X
gr

��

i0
��

E

p

��
X × I

ν

����������

j

�� X
f

�� B.

We obtain a lift λ in (17.1.5) by setting λ(x) = ν(x, u(x)). Since u(A) = 0 and

ri = id, λi = νi0i = gri = g , while pλ(x) = pν(x, u(x)) = f j(x, u(x)) = f (x).

Second, assume that p is a homotopy equivalence. A result in [93, p. 50]

shows that there is a section s : B −→ E and a homotopy h : s ◦ p � id over B.

Let Mi = X × 0∪A× I be the mapping cylinder and construct a diagram

Mi

∩
��

k
�� E

p

��
X × I

ν


�

�
�

�

j

�� B

by letting k(x, 0) = s( f (x)), k(a, t) = h(g(a), t), and j(x, t) = f (x). The left arrow

is the inclusion of a deformation retract [93, p. 43], hence is an h-acyclic

h-cofibration. By the first part, there is a lift ν. Setting λ(x) = ν(x, 1), we

obtain a lift λ in (17.1.5). �

Note that Wh is closed under retracts by Lemma 14.1.2 and obviously satis-

fies the two out of three property. To complete the proof of the model axioms,

it only remains to prove the factorization axioms. We need the following

saturation property of the h-acyclic h-cofibrations.

lemma 17.1.6. A pushout of an h-acyclic h-cofibration is an h-acyclic h-cofibra-

tion and the inclusion of the initial term in a colimit of a sequence of h-acyclic

h-cofibrations is an h-acyclic h-cofibration.

proof. This follows easily from the already cited result, [93, p. 44], that an

h-acyclic h-cofibration is the inclusion of a deformation retraction. �
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It is standard that any map f : X −→ Y factors as composites

X
j

��Mf
r

��Y and X
ν

��Nf
ρ

��Y,

where j is an h-cofibration, r and ν are h-equivalences, and ρ is an h-fibration

[93, pp. 43, 48]. We can modify the first construction to arrange that r is also

an h-fibration or modify the second construction to arrange that ν is also an

h-cofibration. It suffices to do the second of these since if we then replace r by

a composite ρ ◦ ν of an h-acyclic h-cofibration ν and an h-fibration ρ, then ρ

will be acyclic by the two out of three property for Wh and therefore f will be

the composite ρ ◦ (ν ◦ j) of an h-acyclic h-fibration and an h-cofibration.

lemma 17.1.7. Any map f : X −→ Y factors as the composite of an h-acyclic

h-cofibration and an h-fibration, hence f also factors as the composite of an

h-cofibration and an h-acyclic h-fibration.

proof. LetZ0 = X andρ0 = f . Inductively, assume thatwehave constructed

amapρn : Zn −→ Y . By thedefinitionofNρn asZn×Y YI , wehaveprojections

Nρn → Zn and Nρn → YI , and the latter has an adjoint map Nρn× I → Y .

Construct the following diagram, in which Zn+1 is the displayed pushout and

νn and λn are the canonical maps.

Nρn

i0
��

�� Zn

ρn

����������������������

νn

��
Nρn× I

λn
��

>>''''''''''''''''''''''''' Zn+1 ρn+1

448888888

Y

The universal property of pushouts gives an induced map ρn+1. By

Lemma 17.1.6, νn is an h-acyclic h-cofibration since it is a pushout of such a

map. Let Z be the colimit of the Zn and let ν : X −→ Z and ρ : Z −→ Y be the

colimits of themaps νn andρn. Certainly f = ρ ◦ ν and, againbyLemma17.1.6,

ν is an h-acyclic h-cofibration. By an exercise in point-set topology, since we are

working with compactly generated spaces the canonical continuous bijection

colimNρn −→ Nρ is a homeomorphism. The left adjoint (− )× I commutes
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with colimits, and the colimit of the maps λn gives a lift λ in the canonical

example

Nρ ��

i0
��

Z

p

��
Nρ× I

λ
���

�
�

�
�

�� Y

of (17.1.5). The adjoint of λ is a path-lifting function Nρ −→ ZI . As observed

in [93, p. 47], this implies that ρ is an h-fibration. �

We have completed the proof that U is a model category. It is monoidal

since a standard lemma [93, p. 43] on the product of NDR-pairs verifies

Lemma 16.4.5(ii). Since h-acyclic h-cofibrations and h-acyclic h-fibrations are

inclusions and projections of deformation retractions, by [93, pp. 44, 50],

every object is both h-cofibrant and h-fibrant by a glance at the relevant lift-

ing properties. By Proposition 15.4.2, this implies that the model structure is

proper.

This completes the proof of Theorem 17.1.1.

17.2. The Quillen or q-model structure on spaces

In the first half of the book, we assumed that all spaces had the homotopy types

of CW complexes. Therefore there was no distinction between a homotopy

equivalence and a weak homotopy equivalence. By contrast, we now define a

q-equivalence to be a weak homotopy equivalence, namely a map that induces

a bijection on path components and an isomorphism on homotopy groups for

all choices of basepoints.

lemma 17.2.1. The subcategory Wq of weak homotopy equivalences in U is a

subcategory of weak equivalences.

proof. We first show that the collection of maps Wq satisfies the two out of

three property. Let h = g ◦ f , f : X −→ Y and g : Y −→ Z. If f and g or if g

and h are weak equivalences, then clearly so is h or f . To see that if f and

h are weak equivalences, then so is g , note that a point y ∈ Y may not be of

the form f (x) but is nevertheless a choice of basepoint for which we must

check that g∗ : π∗(Y , y) −→ π∗(Z, g(y)) is an isomorphism. Since f induces a

bijection on path components, there is a point f (x) and a path α from f (x)
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to y. Conjugating with α and g ◦α gives vertical isomorphisms such that the

following diagram commutes, and the bottom arrow g∗ is an isomorphism

since f∗ and h∗ = g∗ ◦ f∗ are isomorphisms.

π∗(Y , y)
g∗

��

��

π∗(Z, g(y))

��
π∗(X , x)

f∗
�� π∗(Y , f (x))

g∗
�� π∗(Z, g( f (x)))

Therefore the upper arrow g∗ is an isomorphism. This verifies the two out

of three property, and it is clear that Wq is a subcategory that contains all

isomorphisms and is closed under retracts. �

We define a q-fibration to be a Serre fibration, which is a map that satisfies

the RLP with respect to I, where I denotes the set of inclusions Sn−1 −→ Dn,

n ≥ 0. Here S−1 is empty. We let J denote the set of maps i0 : Dn −→ Dn× I,

n ≥ 0. We define a q-cofibration to be a map that satisfies the LLP with respect

to the q-acyclic q-fibrations.

theorem 17.2.2 (q-model structure). The category U is a compactly gen-

erated, proper, and monoidal model category whose weak equivalences, cofibrations,

and fibrations, denoted (Wq,Cq,Fq), are the q-equivalences, q-cofibrations, and

q-fibrations. The sets I and J are generating sets for the q-cofibrations and the

q-acyclic q-cofibrations. Every space is q-fibrant.

proof. By Proposition 2.5.4, any compact space K is compact in the sense

of Definition 15.1.6. Therefore I and J are compact, and we understand C (I )

and C (J ) to mean the retracts of the sequential relative cell complexes of Def-

inition 15.1.1. By the compact object argument, Proposition 15.1.11, we have

functorial WFSs (C (I ),I�) and (C (J ),J�). To verify the model axioms, we

need only verify the acylicity and compatibility conditions of Theorem 15.2.3.

For the acyclicity, if i : A = X0 −→ colimXq = X is a relative J-cell complex,

then, by inspection, each map Xq −→ Xq+1 of the colimit system is the inclu-

sion of a deformation retraction and therefore i is a q-equivalence (in fact an

h-equivalence).

For the compatibility, we must show that I� = J� ∩Wq. The maps in J
are relativeCWcomplexes, so they are inC (I ), and this implies thatI� ⊂ J�.

To show that I� ⊂ Wq, observe that the inclusion of a basepoint, ∗ −→ Sn,
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and the inclusion of the two bases of the reduced cylinder, Sn ∨Sn −→ Sn+ ∧ I,

are relative CW complexes and are thus in C (I ). If p : E −→ B is in I�,

then liftings with respect to ∗ −→ Sn show that p∗ : πn(E, x) −→ πn(B, p(x))

is surjective and liftings with respect to Sn ∨Sn −→ Sn+ ∧ I show that p∗ is
injective. Conversely, suppose that p : E −→ B is in J� ∩Wq and consider a

lifting problem

Sn−1

��

g
�� E

p

��
Dn

f

��

λ


�

�
�

�

B.

We use the square to construct the solid arrow portion of the following

diagram, in which j is the constant homotopy at g , j(x, t) = g(x), and h = p ◦ j.

Sn−1

��

i0
�� Sn−1× I

h

!!��������� j

�����������

��

Sn−1
i1

��

g

��









��

B E
p

��

Dn

i0

��

f


��������

Dn× I

ν
$$

h̃

""�
�

�
�

�

Dn

g̃

##�
�

�
�

i1
��

By the key lemma of [93, p. 68], since p is a weak equivalence there are

dashed arrows g̃ and h̃ making the dashed and solid arrow part of the dia-

gram commute. Since the pair (Dn× I,Dn×{0}) is homeomorphic to the pair

(Dn× I,Dn×{1} ∪Sn−1× I) and p ∈ J�, p satisfies the RLP with respect to

the latter pair. Therefore, there is a lift ν such that p ◦ ν = h̃, ν ◦ i1 = g̃ , and

ν restricts to j on Sn−1× I. The composite λ = ν ◦ i0 is the desired lift in our

original diagram.

To see that the q-model structure is monoidal, note that the product of

cells is a cell, in the sense that if i and j are the inclusions Sm−1 −→ Dm and

Sn−1 −→ Dn, then i�j is homeomorphic to the inclusion Sm+n−1 −→ Dm+n.

Similarly, if j here is instead i0 : Dn −→ Dn× I, then i�j is homeomorphic to

i0 : Dm+n −→ Dm+n× I. It follows inductively that if i and j are relative I-cell
complexes, then i�j is a relative I-cell complex, and that if i is a relative I-cell
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complex and j is a relativeJ-cell complex, then i�j is a relativeJ-cell complex.

Moreover, the functor i�(− ) on the arrow category preserves retracts. There-

fore i�j is a q-cofibration if i or j is so and is a q-acyclic q-cofibration if, further,

either i or j is so.

Since every space is q-fibrant, the q-model structure is right proper. Rather

than prove directly that it is left proper, we prove the gluing lemma and use

Proposition 15.4.4. �

lemma 17.2.3 (the gluing lemma). Assume that i and j are q-cofibrations

and f , g, and h are q-equivalences in the following commutative diagram.

A

f

��

C
i

��

g

��

k
�� B

h
��

A′ C′
j

��
�

�� B′

Then the induced map of pushouts

X = A∪C B −→ A′ ∪C′ B
′ = X ′

is a q-equivalence.

proof. Since a q-cofibration is an h-cofibration, a lemma of [93, p. 78] shows

that the natural maps M(i, k) −→ X and M( j, �) −→ X ′ from the double map-

ping cylinders to the pushouts are h-equivalences and thus q-equivalences.

Now, breaking the double mapping cylinders into overlapping unions of sin-

gle mapping cylinders, as in [93, p. 78], we see that the conclusion will hold

in general if it holds for a map (X ;A,B) −→ (X ′;A′,B′) of excisive triads, with
C=A∩B andC′ =A′ ∩B′. This case is a theoremproven in [93, pp. 78–80]. �

Again by Theorem 15.3.6, Corollary 15.3.8, and Lemma 16.4.9, Theo-

rem 17.2.2 has the following consequence.

corollary 17.2.4. The category U∗ of based spaces in U is a compactly generated

proper model category whose weak equivalences, cofibrations, and fibrations are the

based maps that are q-equivalences, q-cofibrations, and q-fibrations in U . The sets

of generating based q-cofibrations and q-acyclic based q-cofibrations, I+ and J+,

are obtained from I and J by adjoining disjoint basepoints to the source and target

of all maps. The pair (T ,U), where T is given by adjoining disjoint basepoints, is a
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Quillen adjunction relating U to U∗. Moreover, U∗ is a monoidal model structure

with respect to the smash product.

remark 17.2.5. The q-cofibrant based spaces are those for which ∗ −→ X is

a retract of a relative I-cell complex, so they are retracts of cell complexes with

∗ as a vertex. Note that the most natural kind of based cell complexes would

start with based cells Sn −→ Dn+1 for chosen basepoints of spheres andwould
have based attachingmaps.While such cell complexes are useful, they can only

model connected based spaces.

17.3. Mixed model structures in general

Every h-equivalence is a q-equivalence, every h-fibration is a q-fibration, and

therefore every q-cofibration is an h-cofibration. This situation occurs often

when one first builds a homotopy category by identifying homotopic maps

and then constructs a “derived” homotopy category by inverting weak equiva-

lences. Following Cole [33], we explain how to mix model structures in such a

situation. Throughout this section, we work in a bicomplete category M with

two model structures,

(Wh ,Ch ,Fh) and (Wq,Cq,Fq),

such that

Wh ⊂ Wq, Fh ⊂ Fq, and therefore Cq ⊂ Ch .

There are dual results with the roles of cofibrations and fibrations reversed,

but our applications will not use them. We give the basic theorems and sev-

eral elaborations, all adapted from [33]. Since his short paper gives complete

proofs, we shall be just a little sketchy. The details are all elementary. What is

deep is the insight that these results should be true.

theorem 17.3.1 (the mixed model structure). Define Wm = Wq,

Fm = Fh, and

Cm = �(Fh ∩Wq) = �(Fm ∩Wm).

Then (Wm ,Cm ,Fm) is a model structure on M.

proof. Clearly Wm , Fm , and Cm are subcategories of M that are closed

under retracts and Wm satisfies the two out of three property. One of the

lifting properties holds by definition. Since Fh = Fm , to see that

Fm = (Cm ∩Wm)�
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it suffices to show that

17.3.2 Cm ∩Wm = Ch ∩Wh .

A map in Ch ∩Wh is clearly in Wm , and it has the LLP with respect to Fh and

thus with respect to Fh ∩Wq, hence is also in Cm . For the opposite inclusion,

if i is in Cm ∩Wm and we factor i as p ◦ j, where j is in Ch ∩Wh and p is in Fh ,

then p is in Wq by the two out of three property. Therefore i satisfies the LLP

with respect to p. Thus there is a section s of p such that s ◦ i = j. By the retract

argument, Lemma 14.1.12, i is a retract of j and hence is in Ch ∩Wh .

For the factorization axioms, let f : X −→ Y be any map. By (17.3.2), fac-

toring f as p ◦ i where i is in Ch ∩Wh and p is in Fh gives one of the required

factorizations. For the other, factor f as p ◦ i where i is in Cq and p is in

Fq ∩Wq. Then factor p as q ◦ j where j is in Ch ∩Wh and q is in Fh . Then

f = q ◦ ( j ◦ i). Clearly Cq ⊂ Cm , hence i is in Cm . By (17.3.2), j is also in Cm ,

hence so is j ◦ i. By the two out of three property, q is in Wq and thus in

Fm ∩Wm . �

The mixed model structure relates well to Quillen adjunctions. Let N

be another category that, like M , has h- and q-model structures such that

Wh ⊂ Wq and Fh ⊂ Fq.

proposition 17.3.3. Let (F,U) be an adjunction relating M and N . If (F,U)

is a Quillen adjunction with respect to both the h- and the q-model structures, then

(F,U) is a Quillen adjunction with respect to the m-model structures. If, further,

(F,U) is a Quillen equivalence with respect to the q-model structures, then (F,U)

is a Quillen equivalence with respect to the m-model structures.

proof. Since m-fibrations are h-fibrations, U preserves m-fibrations. Since

the m-acyclic m-fibrations are the maps in Fh ∩Wq = Fh ∩ (Wq ∩Fq), U pre-

serves them too. This proves the first statement. The second statement is clear

since F andU induce an adjoint equivalence between the homotopy categories

HoM andHoN definedwith respect toWq = Wm ; see Proposition 16.2.3. �

The main value of the m-model structure comes from an analysis of the

m-cofibrations and the m-cofibrant objects, which we give next, using the fol-

lowing result in the proof. A key point is that m-cofibrations satisfy properties

that show how to relate the weak equivalences and cofibrations in the h- and

q-model structures. Whenwe specialize to spaces, the statements in the rest of

the section givemodel theoretic refinements of classical results, and the reader
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may wish to skip to the next section, referring back to this one as needed. For

example, the first part of the following result refines the Whitehead theorem

that a weak equivalence between CW complexes is a homotopy equivalence.

proposition 17.3.4. Let i and j be m-cofibrations in the commutative diagram

A
i

��������� j

��							

X
f

�� Y.

(i) If f is a q-equivalence, then f is an h-equivalence. In particular, a

q-equivalence between m-cofibrant objects is an h-equivalence.

(ii) If f is an h-cofibration, then f is an m-cofibration. In particular, an

h-cofibration between m-cofibrant objects is an m-cofibration.

proof. The proof of (i) is analogous to the proof of Ken Brown’s lemma

(14.2.9), and uses a similar commutative diagram and factorization:

X

f

44888888888888888888

i1

��

A

i

��11111111111111111

j
44................. X ∪A Y

k
�� Z �� Y.

p

Y

id

��777777777777777777

i2

++

The left square is a pushout, hence i1 and i2 are m-cofibrations. Factor the

induced map X ∪A Y −→ Y as p ◦ k, where k ∈ Cm and p ∈ Fm ∩Wm . By

the two out of three property, k ◦ i1 and k ◦ i2 are in Wm . By (17.3.2), they

are in Ch ∩Wh ⊂ Wh . Since p ◦ (k ◦ i2) = id, p is in Wh by the two out of three

property. But then f = p ◦ (k ◦ i1) is also in Wh .

For (ii), factor f as p ◦ k where k : X −→ Z is in Cm and p : Z −→ Y is in

Fm ∩Wm . Then k ◦ i is in Cm and we can apply (i) to the diagram

A
k◦i

��������� j

���������

Z
p

�� Y
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to see that p is inWh and thus inFh ∩Wh . Therefore f has the LLPwith respect

to p. By the retract argument, f is a retract of k and is thus anm-cofibration. �

theorem 17.3.5. A map j : A −→ X is an m-cofibration if and only if j is an

h-cofibration that factors as a composite f ◦ i, where i is a q-cofibration and f is an

h-equivalence. An object X is m-cofibrant if and only if it is h-cofibrant and has

the h-homotopy type of a q-cofibrant object.

proof. If j is in Cm , then it is certainly in Ch . We can factor it as

j = f ◦ i, where i is in Cq and f is in Fq ∩Wq. Since i and j are both in Cm ,

Proposition 17.3.4(i) shows that the q-equivalence f must be an h-equivalence.

For the converse, we are given a factorization j = f ◦ i, where i : A −→ Y

is in Cq and f : Y −→ X is in Wh . Factor j as p ◦ k, where k : A −→ E is in

Cm and p : E −→ X is in Fm ∩Wm . Since i ∈ Cq ⊂ Cm , there is a lift in the

diagram

A

i
��

k
�� E

p

��
Y

f

��

�
���

�
�

�
X .

Since f and p are in Wq, so is �. Since i and k are in Cm , Proposition 17.3.4(i)

shows that � is in Wh . But then p is in Wh by the two out of three property and

is thus in Fh ∩Wh . Since j is in Ch , it has the LLP with respect to p. By the

retract argument, j is a retract of k and is thus in Cm .

For the second statement, applying the first part with A = ∅ gives the

forward implication. For the converse, let Y be a q-cofibrant object that is

isomorphic to X in the homotopy category hM of the h-model structure.

Then Y is h-cofibrant and the isomorphism must be given by an h-homotopy

equivalence Y −→ X . The first statement applies with A = ∅ to show that X

is m-cofibrant. �

The following analogue is not an alternative characterization but rather a

convenient factorization up to retract property of m-cofibrations.

lemma 17.3.6. Any m-cofibration j : A −→ X is a retract of an m-cofibration

ki : A −→ Z such that i is a q-cofibration and k is an h-acyclic h-cofibration.

proof. Factor j as p ◦ i, where i ∈ Cq and p ∈ Fq ∩Wq. Then factor p as q ◦ k,

where k ∈ Ch ∩Wh and q ∈ Fh . Then q ∈ Wq by the two out of three property
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and j has the LLP with respect to q. By the retract argument, j is a retract

of k ◦ i. �

We use this to compare properness in the q- and m-model structures.

proposition 17.3.7. If M is right q-proper, then M is right m-proper; M is left

m-proper if and only if M is left q-proper.

proof. Since Fm ⊂ Fq, the first statement is clear from the definition of

right proper. Similarly, since Cq ⊂ Cm , the forward implication of the second

statement is clear from the definition of left proper. Assume that M is left

q-proper and consider a pushout diagram

A
f

��

j

��

B

��

X
g

�� X ∪A B

in which j is an m-cofibration and f is a q-equivalence. Wemust show that g is

a q-equivalence. As in Lemma 17.3.6, let j be a retract of an m-cofibration

ki : A −→ Z where i : A −→ A′ is a q-cofibration and k : A′ −→ Z is an

h-acyclic h-cofibration. Then g is a retract of the pushout h : Z −→ Z ∪A B

of f along ki. Since Wm = Wq is closed under retracts, it suffices to prove that

h is in Wq. The diagram

A
f

��

i
��

B

��

A′
f ′

��

k

��

Y ∪A B

�

��

Z
h

�� Z ∪A B

displays a composite of pushout diagrams. Since i is in Cq and M is left

q-proper, f ′ is inWq. Since k is in Ch ∩Wh , so is its pushout �. Since Wh ⊂ Wq,

h is in Wq by the two out of three property. �

We also use Lemma 17.3.6 to relate monoidal properties of the three

model structures. Thus let M be a V -bicomplete V -category, where, like
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M, the cosmos V has h- and q-model structures such that Wh ⊂ Wq and

Fh ⊂ Fq.

theorem 17.3.8. Assume that V is h-monoidal and q-monoidal. Then it is

m-monoidal. If M is a V -model category with respect to both the h- and q-model

structures, then M is a V -model category with respect to the m-model structure.

proof. We must show that ⊗ : V ×V −→ V and " : M ×V −→M take

a pair ( f , g) of maps in Cm to a map in Cm that is m-acyclic if either f or g is

so. The acyclicity part follows easily from (17.3.2). For the cofibration part, we

use Lemma 17.3.6 to break the verification into steps that follow from state-

ments about the h- or q-model structures separately and from consideration

of composites. The unit conditions (ii) of Definition 16.4.7 are fussy andmake

use of factorizations

∅ → �qI→ �mI→ �hI→ I

of cofibrant approximations in the threemodel categories. Since I is q-cofibrant

and therefore m- and h-cofibrant in all examples encountered in this book, we

refer the reader to [33, 6.6] for details. �

Note that we can vary the situation here by, for example, taking the h- and

q-model structures to be the same on V , while using different h- and q-model

structures onM . In particular, it is sensible tomake this choicewhen studying

simplicial model categories since the category of simplicial sets does not have

an h-model as opposed to q-model structure.

Turning to more technical results, we show that Proposition 17.3.4 admits

more elaborate analogues. These results help make it easy to recognize

h-equivalences and m-cofibrations when we see them.

proposition 17.3.9. Consider a commutative diagram

A
i

��������� j

��							

X
f

�� Z Y.
g

��

(i) If i and j are m-cofibrations, f is a q-equivalence, and g is an h-equivalence,

then f is an h-equivalence.

(ii) If i is an h-cofibration, j is an m-cofibration, and f and g are h-equivalences,

then i is an m-cofibration.
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proof. For (i), factor g as p ◦ k, where k : Y −→W is inCm and p : W −→ Z

is in Fm ∩Wm . Since i ∈ Cm , i has the LLP with respect to p and there is a lift

� in the diagram

A
j

��

i
��

Y
k

��

g

										
W

p

��
X

f

��

�

��77777777
Z.

Then k ∈ Wm by the two out of three property and, by (17.3.2), k is in

Ch ∩Wh ⊂ Wh . Again by the two out of three property, p is inWh . Since f and p

are inWq, so is �. Since i and k ◦ j are in Cm , � is inWh by Proposition 17.3.4(i),

hence f = p ◦ � is in Wh .

For (ii), factor i as p ◦ k where k : A −→W is in Cm and p : W −→ X is in

Fm ∩Wm . We see that f ◦ p is in Wh by applying (i) to the diagram

W

p

��

A
k

��

i���������� j

��							

X
f

�� Z Y.
g

��

Since f is in Wh , so is p. Thus p is in Fh ∩Wh and i has the LLP with respect

to p. By the retract argument, i is a retract of k and is thus in Cm . �

proposition 17.3.10. Assume that M is left h-proper and consider a commuta-

tive diagram (not necessarily a pushout) in which f is an h-equivalence and i and

j are h-cofibrations.

A

i
��

f
�� B

j

��
X

g

�� Y

(i) If i and j are m-cofibrations and g is a q-equivalence, then g is an

h-equivalence.

(ii) If g is an h-equivalence and i or j is an m-cofibration, then so is the other.
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(iii) If i and j are m-cofibrations and g is an h-cofibration, then g is an

m-cofibration.

proof. Factor the given square through a pushout P to obtain

A

i

��

f
�� B

j

��

k

����������

P
�

										

X

h
���������

g

�� Y .

Since M is left h-proper, i is in Ch , and f is in Wh , we see that h is in Wh .

Therefore, by the two out of three property, if g is in either Wh or Wq, then so

is �. Moreover, if i is in Cm , then so is its pushout k.

For (i), we have that g is inWq, by hypothesis, and thus � is inWq. But then,

by Proposition 17.3.4(i), � is in Wh and therefore so is g = � ◦ h.

For (ii), assume first that i is in Cm . Then k is in Cm and Proposition

17.3.9(ii) shows that j is in Cm . Assume next that j is in Cm . Factor i as p ◦m,

where m : A −→ Z is in Cm and p : Z −→ Y is in Fm ∩Wm . In the square

A

m

��

f
�� B

j

��
Z

gp

�� Y

gp is in Wq and (i) applies to show that g ◦ p is in Wh and thus p is in Fh ∩Wh .

Since i is in Ch , it has the LLP with respect to p. By the retract argument, i is

a retract of m and is thus in Cm .

For (iii), factor g as p ◦ k, where k : X −→ Z is in Cm and p : Z −→ Y is in

Fm ∩Wm . We may apply (i) to the square

A

ki
��

f
�� B

j

��
Z

p

�� Y
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to see that p is in Wh . Then g has the LLP with respect to p. By the retract

argument, g is a retract of k and is thus in Cm . �

17.4. The mixed model structure on spaces

Returning to the case M = U, we advertise how well the mixed model struc-

ture captures the familiar viewpoint of classical algebraic topology. We first

summarize the properties of the m-model structure on spaces. The following

definition is dictated by Theorem 17.3.5.

definition 17.4.1. A map j : A −→ X in U is an m-cofibration if j is an

h-cofibration that factors as a composite f ◦ i, where i is a q-cofibration and

f is an h-equivalence.

theorem 17.4.2 (m -model structure). The category U is a proper mono-

idal model category whose weak equivalences, cofibrations, and fibrations, denoted

either (Wm ,Cm ,Fm) or (Wq,Cm ,Fh), are the q-equivalences, m-cofibrations, and

h-fibrations. Every space is m-fibrant. A space is m-cofibrant if and only if it has

the homotopy type of a CW complex. The identity functor on U is a right Quillen

equivalence from the m-model structure to the q-model structure and therefore is a

left Quillen equivalence from the q-model structure to the m-model structure.

proof. Only the characterization of m-cofibrant spaces requires comment.

Recall that every space is h-cofibrant. As we shall explain shortly, every cell

complex is homotopy equivalent to a CW complex. Moreover, any retract up

to homotopy of a CW complex is homotopy equivalent to a CW complex by

[93, p. 80, #3]. These facts imply the stated characterization. �

corollary 17.4.3. The category U∗ of based spaces in U is a proper model cate-

gory whose weak equivalences, cofibrations, and fibrations are the based maps that

are q-equivalences, m-cofibrations, and h-fibrations in U . The pair (T ,U), where

T is given by adjoining disjoint basepoints, is a Quillen adjunction relating U to

U∗. Moreover, U∗ is a monoidal model structure with respect to the smash product.

A based space is m-cofibrant if and only if it is h-cofibrant (nondegenerately based)

and of the homotopy type of a CW complex.

proof. For the last statement, the inclusion of the basepoint in an

m-cofibrant based space is an h-cofibration; compare Remark 17.1.3. �
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Therefore the category of CW homotopy types in T used in the first half

of this book is the full subcategory of the category U∗ whose objects are the

m-cofibrant based spaces. As promised in the introduction, this gives a model

theoretic justification for our original choice of a convenient category in which

to work.

It has long been accepted that the q-equivalences give the definitively right

weak equivalences for classical homotopy theory. This dictates Wq as our pre-

ferred subcategory of weak equivalences. The fibrations most frequently used

in practice are the Hurewicz fibrations rather than the Serre fibrations. There

are good reasons for this. For example, Hurewicz fibrations, but not Serre

fibrations, are determined locally, in the sense of the following result (e.g.,

[88, 3.8]). It generalizes a theorem of Hurewicz [70].

theorem 17.4.4. Let p : E −→ B be a surjective map and assume that B has a

numerable open cover {U} such that each restriction p−1U −→ U is an h-fibration.

Then p is an h-fibration.

The proof uses the characterization of h-fibrations in terms of path-lifting

functions [93, §7.2], and that characterization itself often gives an easy way of

checking that a map is an h-fibration. Paradoxically, this means that it is often

easiest to prove that a map is a q-fibration by proving the stronger statement

that it is an h-fibration. These considerations argue for the h-fibrations, Fh ,

as our preferred subcategory of fibrations.

With the mixed model structure, we combine these preferences, which

is just what the working algebraic topologist does in practice, and has done

for the past half century. The mixed model structure has all of the good for-

mal properties of the q-model structure. It is almost certainly not cofibrantly

generated, but that is irrelevant to the applications.

The results of the previous section imply that the classCm ofm-cofibrations

is also very well-behaved. Any map with the name cofibration should at least

be a classical Hurewicz cofibration, and an m-cofibration is an h-cofibration

that is a q-cofibration up to homotopy equivalence. Using [93, §6.5], we see

that an m-cofibration A −→ X is an h-cofibration that is cofiber homotopy

equivalent under A to a retract of a relative cell complex and thus, by a relative

generalization of an argument to follow, of a relative CW complex.

Proposition 17.3.4(ii) gives a weak two out of three property that makes

it easy to recognize when a map is an m-cofibration. Since m-cofibrations

are more general than q-cofibrations, Proposition 17.3.4(i) generalizes the

relative version of the Whitehead theorem that a weak equivalence between
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cell complexes is a homotopy equivalence. Since U is h-proper, Proposi-

tion 17.3.10 gives interesting generalizations of these results.

Cell complexes are more general than CW complexes, but any cell complex

is homotopy equivalent to a CWcomplex. Therefore, in themixedmodel struc-

ture, we can use cell and CW complexes interchangeably. That too conforms

with historical preference. There are two quite different ways to see this. One

is to first approximate any space X by a weakly equivalent CW complex, (e.g.,

[93, §10.5]), and then use the Whitehead theorem (e.g., [93, §10.3]) to show

that any cell approximation of X is homotopy equivalent to the constructed

CW approximation. The other is to inductively deform any given cell complex

to a homotopy equivalent CW complex by cellular approximation of its attach-

ing maps. The geometric realization of the total singular complex of X gives

a particularly nice functorial CW approximation (e.g., [93, §16.2]), and it is a

functorial cofibrant approximation in both the q- and the m-model structures.

A central reason for preferring the m- to the q-model structure is that it is

generally quite hard to check whether a given space is actually homeomorphic

to a cell or CW complex, whereas there are powerful classical theorems that

characterize spacesof thehomotopy typesofCWcomplexes. For anelementary

example of this, there are many contractible spaces that cannot be homeo-

morphic to cell complexes; cones on badly behaved spaces give examples. In

particular, Milnor [103] gives a characterization that has the following conse-

quence, among many others. By an n-ad, we understand a space X together

with n− 1 closed subspaces Xi. It is a CW n-ad if X is a CW complex and the

Xi are subcomplexes. It is an m-cofibrant n-ad if it is homotopy equivalent

to a CW n-ad.

theorem 17.4.5 (milnor). If X is m-cofibrant and C is compact, then the

function space XC of maps C −→ X is m-cofibrant. If (X ;X1, · · · ,Xn−1) is an

m-cofibrant n-ad and (C;C1, · · · ,Cn−1) is a compact n-ad, then the function space

n-ad (XC ;XC1
1 , · · · ,XCn−1

n−1 ) is an m-cofibrant n-ad.

Moreover, them-cofibrant objectsmeshnaturallywith the h-fibrations [121,

129]. The following result again requires Hurewicz rather than Serre fibra-

tions.

theorem 17.4.6 (stasheff, schön). If p : E −→ B is an h-fibration and B

is m-cofibrant, then E is m-cofibrant if and only if each fiber F is m-cofibrant.

It is to be emphasized that the same hierarchichal picture of h-, m-, and

q-model structures is present in all of themyriad other examples of topological
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model categories, although it has usually not been made explicit. Examples

appear in [46, 82, 83] and many other places.

17.5. The model structure on simplicial sets

We have mentioned that most of the model theoretic literature focuses on

simplicial sets. Although the standard model structure on simplicial sets is

very convenient and useful, the proofs that it is indeed a model structure are

notoriously involved. The senior author has long believed that simpler proofs

should be possible. Correspondence between him and Pete Bousfield in the

course of writing this book have led to several variant proofs, primarily due to

Bousfield, that are simpler than those to be found in the literature. We explain

the most concise variant. We give the statement and relevant background

material in this section and turn to the details of proof in the next.

We refer to the 1967 book [92], as reprinted in this series, for much of the

background and details of definitions, although we could instead refer to the

1999 book of Goerss and Jardine [53]. A very good source for our purposes is

the 1990 book of Fritsch and Piccinini [49], which gives complete and elemen-

tary proofs of the key results we need. The crux of our proof comes from results

in two wonderful 1957 papers, by Kan [74] and Milnor [102].2 In retrospect,

each gives a fibrant replacement functor on simplicial sets with unusually nice

properties: both of these functors preserve fibrations and finite limits. Our

proof of the model axioms requires use of these properties, but it is irrelevant

which of the functors we use.

Our starting point is the following definition, part (iii) of which is not but

ought to be the standard definition of a weak equivalence of simplicial sets. As

explained, for example, in [92, 6.11], the naive notion of homotopy between

maps that is obtained by use of the simplicial 1-simplex I = �[1] gives an

equivalence relation when the target simplicial set is a Kan complex, and then

the set π (X ,Z) of homotopy classes of maps X −→ Z makes good sense.

definition 17.5.1. Let f : X −→ Y be a map of simplicial sets.

(i) f is a cofibration if the map fq : Xq −→ Yq of q-simplices is an injection

for each q; equivalently, f is a categorical monomorphism. In particular,

every simplicial set is cofibrant.

2. Regrettably, the material of Kan’s paper was not included in [92].
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(ii) f is a fibration if it is a Kan fibration. This means that f satisfies the

RLP with respect to all horns "k[n] −→ �[n]. In particular, the fibrant

objects are the Kan complexes.

(iii) f is a weak equivalence if

f ∗ : π (Y ,Z) −→ π (X ,Z)

is a bijection for all Kan complexes Z.

Here"k[n] is the subcomplex of�[n] generated by all (n− 1)-dimensional

faces of the standardn-simplex except the kth . LetC ,F , andW denote the three

classes ofmaps of simplicial sets just defined. LetI denote the set of inclusions

∂�[n] −→ �[n] and let J denote the set of inclusions "k[n] −→ �[n].
We abbreviate our previous notation by writing S = sSet for the category

of simplicial sets. Let (T ,S) denote the adjoint pair between S and U given

by geometric realization and the total singular complex; TX is usually denoted

|X |, but we follow the notation in [92]. We shall prove the following theorem.

theorem 17.5.2. The classes (W ,C ,F ) give the cosmos S a structure of com-

pactly generated, proper, monoidal model category with generating sets I of cofibra-

tions and J of acyclic cofibrations. Moreover (T ,S) is a Quillen equivalence between

S and U with its q-model structure.

The proof uses several equivalent characterizations of the weak equiva-

lences. Note that in contrast with spaces, homotopy groups do not enter into

the definition of weak equivalences. One reason is that they are not easily

defined for general simplicial sets. However, they admit a direct combinato-

rial definition for Kan complexes, in which case they are studied in detail in

[92, Ch. I]. This suggests the following definition and theorem.

definition 17.5.3. A map f : X −→ Y of Kan complexes is a combinatorial

weak equivalence if f∗ : πn(X , x) −→ πn(Y , f (x)) is an isomorphism for all

n ≥ 0 and all base vertices x ∈ X .

The class of combinatorial weak equivalences forms a subcategory of weak

equivalences between Kan complexes, in the sense of Definition 14.1.4, and

the following characterizations hold.

theorem 17.5.4. Let X and Y be Kan complexes. The following conditions on a

map f : X −→ Y are equivalent.
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(i) f is a combinatorial weak equivalence.

(ii) f is a homotopy equivalence.

(iii) f is a weak equivalence.

The equivalence of (i) and (ii) is [92, 12.5], and we will not repeat the proof.

The proof there uses the combinatorial theory of minimal Kan complexes, but

other proofs are possible. The equivalence of (ii) and (iii) is formal. Since the

Kan complexes are the bifibrant objects in S, this result should be viewed

as the simplicial analogue of the Whitehead theorem that a weak equivalence

between CW complexes is a homotopy equivalence.

We need a few standard results about the functors S and T .

lemma 17.5.5. The functor S takes spaces to Kan complexes, takes Serre fibrations

to Kan fibrations, and preserves limits.

proof. The first two statements follow directly from the adjunction and

observations about topological simplices. The third holds since S is a right

adjoint. �

lemma 17.5.6. The functor T preserves finite limits, hence so does the composite

functor ST.

proof. T preserves finite products by [92, 14.3].3 Recall from [92, Ch. III] or

[93, Ch. 16] that each point of TX can be written uniquely in the form |x, u|,
where x is a nondegenerate simplex in some Xq and u is an interior point

of the topological n-simplex �n [92, 14.2], so that TX is a CW complex with

one q-cell for each nondegenerate q-simplex. Using that and the proof that T

preserves finite products, one can easily check that the natural map

T (Y ×X Z) −→ TY ×TX TZ

is a continuous bijection between subcomplexes of T (X ×Y ) ∼= TX ×TY .

Consideration of cell structures shows that the bijection is a homeomor-

phism.4 �

We do not have to use the following result, but the shape of the theory is

clarified by stating it.

3. The cited result assumes that T (X )×T (Y ) is a CW complex, which of course is automatic
using compactly generated spaces.

4. The similar argument using equalizers is given in detail in Gabriel and Zisman [50, p. 51].
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theorem 17.5.7. The functor T takes Kan fibrations to Serre fibrations, in fact to

Hurewicz fibrations, hence the functor ST preserves Kan fibrations.

remark 17.5.8. With Serre fibrations in the conclusion, this result is due to

Quillen [114]. All known proofs use the combinatorial theory ofminimal fibra-

tions. Quillen used the result of Gabriel and Zisman [50] that T takesminimal

fibrations to Serre fibrations. With Hurewicz fibrations in the conclusion, the

result is due to Fritsch and Piccinini [49, Thm. 4.5.25].

The adjunction (T ,S) relates well to homotopies and homotopy groups.

lemma 17.5.9. Let X be a simplicial set and Y be a space. Then

π (TX ,Y ) ∼= π (X ,SY )

and

πn(Y , y) ∼= πn(SY , y)

for any y ∈ Y (regarded as a 0-simplex of SY).

proof. Homotopies X ×�[1] −→ SY correspond by adjunction to maps

T (X ×�[1]) −→ Y . Since T preserves products and T�[1] is homeomorphic

to the interval I, these adjointmaps are in bijective correspondencewith homo-

topies TX × I −→ Y . This proves the first statement. The argument extends

to pairs, and the statement about homotopy groups is an immediate compar-

ison of definitions, using that T takes (�[n], ∂�[n]) to its evident topological

analogue. �

The following result is due to Milnor [102]; see [49, Cor. 4.5.31] or [92,

Thm. 16.6(i)]. Actually, one can either first prove the theorem and then deduce

the corollary or first prove the corollary and then deduce the theorem.

theorem 17.5.10. For a Kan complex X , the unit η : X −→ STX of the adjunc-

tion is a combinatorial weak equivalence and therefore a homotopy equivalence.

corollary 17.5.11. For a space Y , the counit ε : TSY −→ Y of the adjunction

is a q-equivalence.
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proof. As with any adjunction, the composite

SY
η

��STSY
Sε

��SY

is the identity map. By the two out of three property and Theorem 17.5.10,

Sε is a combinatorial weak equivalence. By Lemma 17.5.9, this implies that

ε induces an isomorphism on all homotopy groups and is thus a q-equiv-

alence. �

We advertised the significance of the CW approximation functor TS and

gave an intuitive sketch of a more direct proof of Corollary 17.5.11 in [93,

pp. 122–124]. As noted there, the cellular chains of the CW complex TSY are

naturally isomorphic to the singular chains of Y . Now the following result

recovers the usual definition of weak equivalences of simplicial sets.

proposition 17.5.12. A map f : X −→ Y of simplicial sets is a weak equiva-

lence if and only if Tf : TX −→ TY is a q-equivalence and therefore a homotopy

equivalence.

proof. If f is a weak equivalence, then Lemma 17.5.9 and the fact that SW

is a Kan complex for any space W imply that

(Tf )∗ : π (TY ,W ) −→ π (TX ,W )

is a bijection for any W . Therefore Tf is a homotopy equivalence. Conversely,

if Tf is a homotopy equivalence, then Lemma 17.5.9 implies that

f ∗ : π (Y ,SW ) −→ π (X ,SW )

is a bijection for any spaceW . In particular, this holdswhenW = TZ for a Kan

complex Z. By Theorem 17.5.10, Z is homotopy equivalent to STZ. Therefore

f ∗ : π (Y ,Z) −→ π (X ,Z)

is a bijection for all Kan complexes Z. �

corollary 17.5.13. For any simplicial set X , the unit η : X −→ STX is a weak

equivalence.

proof. The composite

TX
Tη

��TSTX
ε

��TX
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is the identity map and ε is a homotopy equivalence, hence Tη is a homotopy

equivalence. �

Proposition 17.5.12 means that the left adjoint T creates the weak equiva-

lences in S. In most other adjoint pair situations, it is the right adjoint that

creates theweak equivalences. The difference is central to the relative difficulty

in proving the model category axioms in S.

The simplicial simplices �[n] admit barycentric subdivisions Sd�[n] and
these can be used to construct a subdivision functor Sd : S −→ S. The func-

tor Sd has a right adjoint Ex. For a simplicial set X , the set of n-simplices

of Ex(X ) is the set of maps of simplicial sets Sd�[n] −→ X . There are “last

vertex” maps Sd�[n] −→ �[n], and these maps induce a natural injection

e : X −→ Ex(X ) of simplicial sets. Applying the functor Ex and the map e iter-

atively and passing to colimits, there results a functor Ex∞ : S −→ S and a

natural map η : X −→ Ex∞(X ).

lemma 17.5.14. The functor Ex∞ preserves finite limits.

proof. This holds since Ex∞ is the colimit of the right adjoints Exn along

the injections e : Exn −→ Exn+1. �

Kan [74] proved the following two results. The first is straightforward. See,

for example, [49, Lem. 4.6.18, Prop. 4.6.19]. Kan’s original proof of the sec-

ond was quite difficult, but a straightforward argument directly analogous to

Milnor’s proof of Theorem 17.5.10 is given in [49, Lem. 4.6.20, Cor. 4.6.22].

theorem 17.5.15. The functor Ex∞ takes simplicial sets to Kan complexes and

takes fibrations to fibrations.

theorem 17.5.16. The map Te : TX −→ TEx(X ) is a homotopy equivalence.

Therefore the map Tη : TX −→ TEx∞(X ) is a homotopy equivalence.

proposition 17.5.17. A map f : X −→ Y is a weak equivalence if and only if

the map Ex∞( f ) : Ex∞(X ) −→ Ex∞(Y ) is a weak equivalence and therefore a

homotopy equivalence.

proof. In view of Proposition 17.5.12 and Theorem 17.5.16, this is immedi-

ate from the naturality of η. �
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We summarize the results collected above in the following omnibus theo-

rem, which we state in model categorical language. It makes sense to ask for

such data in any model category, but such data rarely exists.

theorem 17.5.18. Let R : S −→ S denote either of the functors ST or Ex∞

and let η : X −→ RX be the natural map. Then R and η satisfy the following

properties.

(i) η : X −→ RX is a weak equivalence.

(ii) RX is fibrant.

(iii) If p : E −→ B is a fibration, then so is Rp : RE −→ RB.

(iv) The functor R preserves finite limits.

Moreover, a map f : X −→ Y is in W if and only if Rf is a homotopy equivalence.

The most difficult of these statements is (iii) in the case R = ST , and use

of R = Ex∞ instead of R = ST circumvents the need for that. However, the

essential conceptual point is that our proof of themodel axioms uses the listed

properties, and we are free to use either choice of R.

17.6. The proof of the model axioms

We use the criterion of Theorem 15.2.3 to complete the proof of Theo-

rem 17.5.2, and we give full details starting from the results recorded in the

previous section. Since I and J consist of maps between simplicial sets with

only finitely many nondegenerate simplices, any map from one of them to

a sequential colimit factors through a finite stage. Therefore the small-object

argument applies in its compact form to both I and J. Thus we have WFSs

(C (I ),I�) and (C (J ),J�). ByDefinition17.5.1, the cofibrations are the injec-

tions and the fibrations are the Kan fibrations, which means that J� = F .

We begin with the following observation.

lemma 17.6.1. Every cofibration i : K −→ L is isomorphic to a relative I-cell

complex. Therefore I� = C � and I� ⊂ F.

proof. Let L0 = K and L1 be the union of K and the subcomplex of L gen-

erated by the vertices of L not in K . Inductively, suppose we have constructed

a relative cell complex K −→ Ln and an inclusion Ln −→ L that is a bijection

on q-simplices for q < n. Let Jn be the set of n-simplices in L but not in Ln.

They must be nondegenerate and their boundaries must consist of simplices
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in Ln. We may regard an n-simplex as a map �[n] −→ L, and we form the

pushout diagram
∐

Jn
∂�[n]

��

�� Ln

��∐
Jn
�[n] �� Ln+1.

The universal property of pushouts gives a map Ln+1 −→ L, and the induced

map colim Ln −→ L is evidently a bijection. The first part of the last state-

ment is immediate and implies the second part since the maps in J are

injections. �

We must prove the acyclicity and compatibility conditions of Theo-

rem15.2.3. As a left adjoint, T preserves all colimits and, for j ∈ J, Tj is homeo-

morphic to an inclusion i0 : Dn −→ Dn× I. Therefore, up to isomorphism, T

carries a relative J-cell complex in the category of simplicial sets to a relative

J-complex in the category of topological spaces, hence acyclicity is immediate

from the corresponding property for the q-model structure on U . It remains

to prove the compatibility condition I� = J� ∩W . For that purpose we need

two standard and elementary combinatorial lemmas. The first gives the CHEP

in S .

lemma 17.6.2 (chep). Let i : A −→ X be a cofibration and p : E −→ B be a

fibration. Let j : Mi = X ×{0} ∪A× I −→ X × I be the inclusion of the mapping

cylinder Mi in the cylinder X × I. For any commutative square

Mi
f ∪h

��

j

��

E

p

��
X × I

H


�

�
�

�
�

h̄

�� B,

there is a homotopy H that makes the diagram commute. The analogue with the

vertex {0} replaced by the vertex {1} in the definition of Mi also holds.

proof. As in Lemma1.3.2, h : A× I −→ E is a homotopy of the restriction of

f : X −→ E to A, and h̄ is a homotopy of pf whose restriction to A is covered
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by h. By adjunction, the statement is equivalent to the assertion that i has

the LLP with respect to the canonical map EI −→ Np, where Np = BI ×B E is

defined using either p0 : BI −→ B or p1 : BI −→ B. Lemma 17.6.1 implies that

this will hold for all i : A→ X if it holds for i ∈ I, that is, for i : ∂�[n] → �[n].
We claim that in this case the map j : Mi −→ �[n]× I is a relative J-cell

complex with n+ 1 cells, all of them of dimension n+ 1. Since p has the RLP

with respect to J, this implies the conclusion. The notation is marginally sim-

pler if we start with the vertex 1 rather than 0 in I. More precisely, starting

withK0 = �[n]× {1} ∪ ∂�[n]× I and ending withKn+1 = �[n]× I, we claim

that there are n+ 1 nondegenerate simplices νm : �[n+ 1] −→ �[n]× I,

0 ≤ m ≤ n, that are in �[n]× I and are not in Mi and that �[n]× I is con-

structed from Mi by inductively attaching these simplices along attaching

maps αm : "m+1[n+ 1] −→ Km . We display the (m+ 1)st step of the con-

struction in the commutative diagram

Mi

������������

j

��

"m+1[n+ 1]

��

αm
�� Km

��

99B
BBBBBBBBBBBBBBBBB

�[n+ 1] ��

νm >>CCCCCCCCCCCCCCCCCCCC
Km+1

��$$$$$$$$$

�[n]× I,

where the left square is a pushout.

Recall that �[n]q is the set of order-preserving functions q −→ n, where

n={0, 1, · · ·, n}. Thus (�[n]×I)q consists of pairs of order-preserving functions.

We can order these lexicographically and determine which are nondegenerate.

An inspection that is implicit or explicit in any proof that realization preserves

products shows that the nondegenerate (n+ 1)-simplices of �[n]× I can

be identified with the n+ 1 order-preserving injections νm : n+ 1 −→ n× 1

whose images are the ordered chains

{(0, 0), (1, 0), · · ·, (m, 0), (m, 1), (m+ 1, 1), · · ·, (n, 1)},
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where 0 ≤ m ≤ n. Thedisplayedpushouts build in these simplices inductively.

The faces diνm are obtained by deleting the ith entry in the chain, and these are

all in ∂�[n]× I except for the cases d0ν0 ∈ �[n]× {1}, dm+1νm = dm+1νm+1,
which has image

{(0, 0), (1, 0), · · ·, (m, 0), (m+ 1, 1), · · ·, (n, 1)},
and dn+1νn ∈ �[n]× {0}. We regard νm as themap�[n+ 1] −→ �[n]× I that

takes the n+ 1 simplex ιn+1 given by the identity map of n+ 1 to the simplex

νm . To define the attaching map αm , we must specify the images in Km of

the faces diιn+1 for i �= m+ 1. These images are forced by commutativity of

the diagram, since they are given by faces of Km ⊂ �[n]× I that are in the

image of νm . The argument with {1} replaced by {0} is similar, but working

downward rather than upward on m. �

The second combinatorial lemma gives that each �[n] is contractible.

lemma 17.6.3. Let r : �[n] −→ ∗ be the trivial map. The last vertex n of �[n]
gives a map n : ∗ −→ �[n], and there is a homotopy h : id � nr.

proof. Wemust construct h : �[n]× I −→ �[n] that restricts to the identity
mapon�[n]× {0} and restricts tonr on�[n]× {1}. Identifying the q-simplices

of�[n]× I with lexicographically ordered pairs of order-preserving functions

as in the previous proof, we see that the order-preserving function n× 1 −→ n

that sends (m, 0) to m and (m, 1) to n determines h. Observe the asymmetry:

homotopy is not an equivalence relation here since�[n] is not a Kan complex,

and there is no analogous homotopy nr � id. �

The following result gives the special case of the compatibility condition

that applies to fibrations with trivial base space. We separate it out for clarity.

lemma 17.6.4. The following conditions on a Kan complex F are equivalent.

(i) πn(F, v) = ∗ for all n ≥ 0 and all base vertices v.

(ii) F is contractible.

(iii) The trivial map rF : F −→ ∗ is in I�.

proof. Statements (i) and (ii) are equivalent by Theorem 17.5.4, applied to

rF . We could check that (iii) implies (i) directly from the definition of homotopy

groups in [92, p. 7], butwe instead observe that (iii) implies (ii) by specialization



“530-46909_Ch17_6P.tex” — 8/25/2011 — 10:37 — page 369

−1
0

+1

17.6. the proof of the model axioms / 369

of the first part of the proof of the next result. To see that (ii) implies (iii), let

i : A −→ X be amap inI (or, more generally, any injection) and let g : A −→ F

be amap. Wemust show that g extends to a map g̃ : X −→ F such that g̃ i = g .

SinceF is contractible, we can choose a base vertex v : ∗ −→ F and a homotopy

h : vrF � id. Let rX : X −→ ∗ be the trivial map. By the CHEP, we can extend

vrX ∪ h(g × id) : Mi = X ×{0} ∪A× I −→ F

to a homotopy H : X × I −→ F such that Hj = vrX ∪ h(g × id) : Mi −→ F.

Then the map g̃ = H1 satisfies g̃ i = g . �

proposition 17.6.5 (compatibility). I� = J� ∩W .

proof. Let p : E −→ B be in I�. By Lemma 17.6.1, p has the RLP with

respect to all injections and in particular is a fibration. We can construct a

section s of p and a homotopy h : sp � id as lifts in the diagrams

∅ ��

��

E

p

��
B

s
���

�
�

�

B

and E× ∂I

��

id!sp
�� E

p

��
E× I

pπ1

��

h
���

�
�

�
�

B.

Therefore p is a homotopy equivalence and is thus in W .

Conversely, let p : E −→ B be in J� ∩W , so that p is an acyclic Kan fibra-

tion. The fiber Fb over b is the pullback of p along b : �[0] −→ B. Applying

R = ST or R = Ex∞, we obtain a Kan fibration between Kan complexes with

fiber RFb over η(b). Since p is in W , Rp is a homotopy equivalence. It induces

isomorphisms on all homotopy groups by Theorem17.5.4. Fibrations between

Kan complexes have long exact sequences of homotopy groups [92, Thm. 7.6],

and the long exact sequence for Rp shows that πn(RFb, η(b)) = ∗ for all n. By

Lemma 17.6.4, Fb is contractible and rF : F −→ ∗ is in I�.

Consider a lifting problem

∂�[n]

��

g
�� E

p

��
�[n]

f

��

λ
���

�
�

�
�

B.
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By Lemma 17.6.3, there is a homotopy h : �[n]× I −→ B from f to the

constant map cb at b. We make two applications of the CHEP.

∂�[n]

i0
��

g
�� E

p

��
∂�[n]× I

h̃
$$%

%
%

%
%

h

�� B

�[n]× {1} ∪ ∂�[n]× I

j

��

g̃b∪h̃
�� E

p

��
�[n]× I

h

��

H

��::::::::::
B

The lift h̃ is a homotopy from g to a map gb = h̃1 : ∂�[n] −→ Fb that covers

the restriction of h to a homotopy ∂�[n]× I −→ B. Since rF is in I�, there is

a lift g̃b : �[n] −→ Fb of gb. The lift H is a homotopy from a lift λ = H0 in our

original diagram to the map g̃b. �

This completes the proof of the model axioms. The rest of the proof

of Theorem 17.5.2 is straightforward. The functor T converts inclusions of

simplicial sets to inclusions of subcomplexes in CW complexes, and it pre-

serves weak equivalences by Proposition 17.5.12. Therefore T is a Quillen

left adjoint, and (T ,S) is a Quillen equivalence by Theorem 17.5.10 and

Corollary 17.5.11.

Since every object of S is cofibrant, S is left proper by Proposition 15.4.2.

Since we have fibrant replacement functors R that preserve pullbacks and

fibrations, to check that S is right proper it suffices to consider pullback

squares in which all objects are fibrant. Therefore Proposition 15.4.2 also

implies that S is right proper.

To see that S is monoidal, let i : A −→ B and j : X −→ Y be cofibrations.

The pushout product i � j is readily verified to be an inclusion and thus a

cofibration. We must show that it is acyclic if either i or j is acylic. Since the

functor T preserves products and pushouts, it preserves pushout-products.

Since U is a monoidal model category, the conclusion follows.

remark 17.6.6. The last statement is usually proven by the combinatorial the-

ory of anodyne extensions, which are essentially just the maps in C (J ), and

the conclusions of that theory are then used in the proof of the model axioms.

Our argument uses the CHEP, which is the starting point for the theory of

anodyne extensions, but nothing more. The rest of the conclusions of that
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theory follow from their topological analogues, once the model structure on

S is in place.

remark 17.6.7. There is no h-model structure on simplicial sets in the litera-

ture, and it does not seem sensible to try to define one. One point is just that

the unit interval simplicial set I = �[1] is asymmetric and the obvious notion

of homotopy is not an equivalence relation.
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MODEL STRUCTURES ON CATEGORIES
OF CHAIN COMPLEXES

In this chapter, we mimic the previous chapter algebraically, describing the

h-, q-, and m-model structures on the category of R-chain complexes. Here

R is a ring, not necessarily commutative, fixed throughout the chapter and

R-modules are taken to be left R-modules; of course, either left or right works.

Again, as in topology, we believe that the m-model structure is central and

deserves much more attention than it has received in the literature. We shall

explain why it is conceptually fundamental shortly, in §19.1.

18.1. The algebraic framework and the analogy with topology

Let ChR be the category of Z-graded R-chain complexes and R-chain maps

between them. Differentials lower degree, d : Xn −→ Xn−1. The category ChR

is bicomplete. Limits and colimits in ChR are just limits and colimits of the

underlyingR-modules, constructeddegreewise, with thenaturally induceddif-

ferentials. Here we use the term “R-module” for a graded R-module, without

differentials (or with differential identically zero).

We can shift to cohomological grading, Xi = X−i, without changing the

mathematics. The differential would then raise degree. Homological grad-

ing emphasizes the analogy with topology. In the topological literature, chain

complexes are often assumed to be bounded below, following Quillen’s orig-

inal treatment [113]. In cohomological grading, that corresponds to cochain

complexes bounded above, which is not a commonly occurring framework.

We prefer to make no boundedness assumption. While we have chosen

not to deal with spectra in this book, the analogy with model structures

on categories of spectra is much closer if we work in the unbounded

context.

In this chapter,⊗ andHommean⊗Z andHomZ unless otherwise specified

and chain complexesmeanZ-chain complexes. Recall from§16.3 that a cosmos

372
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is a bicomplete closed symmetric monoidal category. The category ChZ is a

cosmos under ⊗ and Hom. Recall too that

(X ⊗Y )n =
∑

i+j=n

Xi ⊗Yj and Hom (X ,Y )n =
∏

i

Hom (Xi,Yi+n)

with differentials given by

d(x⊗ y) = d(x)⊗ y+ (− 1)degxx⊗ d(y) and (df )(x) = d( f (x))− (− 1)nf (d(x)).

The category ChR is enriched, tensored, and cotensored over ChZ. The

chain complex of morphisms X −→ Y is HomR (X ,Y ), where HomR (X ,Y )

is the subcomplex of Hom (X ,Y ) consisting of those maps f that are maps

of underlying R-modules. The reader may want to check that HomR (X ,Y ) is

closed under the differential in Hom (X ,Y ).

We used the notations" and! for tensors and cotensors earlier, but we use

⊗ andHomhere, where these againmean⊗Z andHomZ. However, for clarity

and brevity, we generally abbreviate notation by setting XK = Hom (K ,X ).

For X ∈ ChR and K ∈ ChZ, the chain complexes X ⊗K and XK are R-chain

complexes with r(x⊗ k) = (rx)⊗ k and (rf )(k) = rf (k) for r ∈ R, x ∈ X , k ∈ K ,

and f ∈ Hom (K ,X ).We leave it to the reader to verify the required adjunctions

HomR (X ⊗K ,Y ) ∼= Hom (K , HomR (X ,Y )) ∼= HomR (X ,YK ).

To emphasize the analogy with topology, we give algebraic objects topologi-

cal names. Observe that since the zeromodule 0 is both an initial and terminal

object in ChR, the analogy to make is with based rather than unbased spaces.

For n ∈ Z, we define Sn, the n-sphere chain complex, to be Z concentrated in

degree n with zero differential. For any integer n, we define the n-fold sus-

pension �nX of an R-chain complex X to be X ⊗Sn. Thus (�nX )n+q ∼= Xq.

The notation is motivated by the observation that if we define πn(X ) to be

the abelian group of chain homotopy classes of maps Sn −→ X (ignoring the

R-module structure), then πn(X ) = Hn(X ). The motto is that homology is a

special case of homotopy and that homological algebra is a special case of

homotopical algebra.

Analogously, we define Dn+1 to be the (n+ 1)-disk chain complex. It is Z in

degrees n and n+ 1 and zero in all other degrees. There is only one differential

that can be nonzero, and we choose that differential to be the identity map

Z −→ Z. The copy of Z in degree n is identified with Sn and is quite literally

the boundary of Dn+1. We agree to write Sn
R = R⊗Sn and Dn+1

R = R⊗Dn+1.
We define I to be the cellular chains of the unit interval. It is the chain

complex with one basis element [I] in degree 1, two basis elements [0] and
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[1] in degrees 0, and differential d([I]) = [0]− [1]. We define a homotopy

f � g between maps of R-chain complexes X −→ Y to be a map of R-chain

complexes h : X ⊗ I −→ Y that restricts to f and g on X ⊗[0] and X ⊗[1]. As
the reader can check from the differential on the tensor product (or see [93,

p. 90]),

s(x) = (− 1)deg xh(x⊗[I])

then specifies a chain homotopy satisfying the usual formula ds+ sd = f − g .

We record the following definition now but say more about it later. In ChR,

coproducts are direct sums and the pushout ofmaps f : A→ X and g : A→ Y

is the “difference cokernel” (X ⊕Y )/Im( f − g).

definition 18.1.1. Let f : X −→ Y be a map of R-chain complexes. Define

the mapping cylinder Mf to be the pushout Y ∪f (X ⊗ I) of the diagram

Y X
f

��
i0

��X ⊗ I.

Define the mapping cocylinder Nf to be the pullback X ×f Hom (I,Y ) of the

diagram

X
f

��Y Hom (I,Y ).
p0

��

We have two natural categories of weak equivalences in ChR. The

h-equivalences are the homotopy equivalences of R-chain complexes, and the

q-equivalences are the quasi-isomorphisms, namely those maps of R-chain

complexes that induce an isomorphism on passage to the homology of the

underlying chain complexes. We call the subcategories consisting of these

classes of weak equivalences Wh and Wq. Since chain homotopic maps induce

the samemap on homology, Wh ⊂ Wq. It is easily checked that both categories

are closed under retracts and satisfy the two out of three property and are thus

subcategories of weak equivalences as defined in Definition 14.1.4. Similarly,

it will be evident that the classes of cofibrations and fibrations that we define

in this chapter are subcategories closed under retracts, and we take that for

granted in our proofs of the model axioms.

We let hChR denote the ordinary homotopy category of ChR and call it the

classical homotopy category of ChR. It is obtained from ChR by passing to

homotopy classes of maps or, equivalently, by inverting the homotopy equiv-

alences. It is often denoted KR in the literature. We let HoChR denote the

category obtained from ChR, or equivalently from hChR, by formally inverting
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the quasi-isomorphisms. It is called the derived category of ChR, and the alter-

native notation DR is standard. Just as in topology, we shall describe three

interrelated model structures on ChR, which we name as follows.

The classical model structure is denoted by

18.1.2 (Wh ,Ch ,Fh).

The Quillen, or projective, model structure is denoted by

18.1.3 (Wq,Cq,Fq).

The mixed model structure is denoted by

18.1.4 (Wm ,Cm ,Fm) = (Wq,Cm ,Fh).

After some preliminaries in §18.2 on h-cofibrations and h-fibrations, we

describe thesemodel structures successively in the rest of the chapter. The one

in common use is the q-module structure, but, just as in topology, we argue

that the m-model structure is probably more convenient. It well represents

how one actually works in derived categories, and we shall see in the next

chapter that it gives a new conceptual perspective on their construction.

remark 18.1.5. The h-model structure, which was long folklore, is due inde-

pendently to Cole [32], Schwänzl and Vogt [122], and Christensen and Hovey

[29, 66]. The Quillen model structure is of course due to Quillen [113]. The

q-model structure has an injective analogue that we define in passing but do

not discuss in detail; see, for example, [66, Thm. 2.3.13]. This model structure

is of less interest to us since, with it, ChZ is not amonoidal model category [66,

p. 111]. However, there are closely related contexts, such as categories of chain

complexes of sheaves, where the q-model structure (alias the projective model

structure) does not exist, but the injective model structure does. Moreover,

there is a “flat” model structure that is monoidal in such contexts [51, 52, 67].

The mixed model structure is due to Cole [33].

18.2. h-cofibrations and h-fibrations in ChR

In this preliminary section, we mimic the topological theory of h-cofibrations

and h-fibrations, replacing U (or T ) by ChR and replacing × (or ∧) by ⊗.

definition 18.2.1. An h-cofibration is amap i : A −→ X inChR that satisfies

the homotopy extension property (HEP). That is, for allB ∈ ChR, i satisfies the

LLP with respect to the map p0 : BI −→ B given by evaluation at the zero cycle
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[0]. An h-fibration is a map p : E −→ B that satisfies the covering homotopy

property (CHP). That is, for all R-chain complexes A, p satisfies the RLP

with respect to the map i0 : A −→ A⊗ I. Let Ch and Fh denote the classes of

h-cofibrations and h-fibrations.

Remember that the h-equivalences are the homotopy equivalences of

R-chain complexes. We say that a R-chain complex is contractible if it is

homotopy equivalent to the R-chain complex 0. The following triviality is

helpful.

lemma 18.2.2. Let C be a contractible R-chain complex. Then 0 −→ C is a retract

of i0 : C −→ C⊗ I and C −→ 0 is a retract of p0 : CI −→ C.

proof. Here of course wemean retracts in the arrow category. A contracting

homotopy h : 0 � idC may be viewed as either a map C⊗ I −→ C or a map

C −→ CI . The following diagrams commute:

0 ��

��

C ��

i0
��

0

��
C

i1

�� C⊗ I
h

�� C

and C
h

��

��

CI
p1

��

p0

��

C

��
0 �� C �� 0.

�

lemma 18.2.3. If i : A −→ X is an h-cofibration, then i is a monomorphism. If

p : E −→ B is an h-fibration, then p is an epimorphism.

proof. Just as for spaces [93, p. 42], the mapping cylinder Mi = X ∪i (A⊗ I)

must be a retract of X ⊗ I, which is impossible if i has a nonzero kernel. The

dual argument applies to p. �

The following results are direct analogues of standard results in topology

concerning cofiber and fiber homotopy equivalence [93, pp. 44, 50]. Consider

the category A/ChR of chain complexes under a chain complex R. Let X and Y

beR-chain complexes underA, with givenmaps i : A→ X and j : A→ Y . Two

maps f , g : X −→ Y underA are said to be homotopic underA, or relative toA,

if there is a homotopy h : X ⊗ I −→ Y between them such that h(a⊗[I]) = 0

for a ∈ A. That is, h restricts on A⊗ I to the algebraic version of the constant

homotopy at j. A cofiber homotopy equivalence is a homotopy equivalence

under A. Working in the category ChR/B of chain complexes over a chain

complex B, the notion of fiber homotopy equivalence is defined dually.



“530-46909_Ch18_6P.tex” — 8/25/2011 — 10:37 — page 377

−1
0

+1

18.2. h-cofibrations and h-fibrations in ChR / 377

We note that the composite of homotopies j, h : X ⊗ I → Y , where h : e � f

and j : f � g , is the homotopy k : e � g given by e and g on X ⊗[0] and X ⊗[1]
and by j+ h on X ⊗[I]. This composite of algebraic homotopies substitutes

for the composite of topological homotopies that is obtained by cutting the

unit interval in half and rescaling the homotopies.1

proposition 18.2.4. Let i : A −→ X and j : A −→ Y be h-cofibrations and let

f : X −→ Y be a map under A. If f is a homotopy equivalence, then f is a cofiber

homotopy equivalence.

proof. The conclusion says that there is a map g : Y −→ X under A and

homotopies fg � id and gf � id under A. The proof is formally identical to

the proof of the topological analogue in [93, p. 44], but with × replaced by ⊗.
The cited proof displays composites of homotopies explicitly in terms of the

unit interval, but translating in terms of composites of algebraic homotopies

as just described is straightforward. �

corollary 18.2.5. Let i : A −→ X be an h-acyclic h-cofibration. Then X/A is

contractible and i is isomorphic under A to the inclusion A −→ A⊕X/A.

proof. By h-acyclicity and Proposition 18.2.4, there is a deformation retrac-

tion r : X −→ A. If h : X ⊗ I −→ X is a homotopy id � i ◦ r under A, then h

induces a contracting homotopy on X/A. �

proposition 18.2.6. Let p : E −→ B and q : F −→ B be h-fibrations and let

f : E −→ F be a map over p. If f is a homotopy equivalence, then f is a fiber homo-

topy equivalence.

corollary 18.2.7. Let p : E −→ B be an h-acyclic h-fibration. Then ker ( p) is

contractible and p is isomorphic over B to the projection B⊕ ker ( p) −→ B.

A companion to these results relates homotopy equivalences to contractibil-

ity. Observe that for any R-chain complexes X and Y , the abelian group of

0-cycles in HomR (X ,Y )0 is the group ChR(X ,Y ) of maps of R-chain com-

plexes X −→ Y , and H0(HomR (X ,Y )) is the abelian group hChR(X ,Y ) of

homotopy classes of maps X −→ Y of R-chain complexes.

1. If onewants, one canmake addition of homotopies look formally the same in the two contexts
by observing that the sum of homotopies is defined using a map I −→ I ∪S0 I in both contexts.
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lemma 18.2.8. Let

0 ��X
f

��Y
g

��Z ��0

be an exact sequence of R-chain complexes whose underlying exact sequence of

R-modules splits degreewise. Then f is a homotopy equivalence if and only if Z is

contractible and g is a homotopy equivalence if and only if X is contractible.

proof. If f is an h-equivalence, then f∗ : HomR (A,X ) −→ HomR (A,Y ) is

an h-equivalence and thus a quasi-isomorphism for any A. Since the functor

HomR (A,−) preserves finite direct sums of underlying gradedR-modules, the

splittinghypothesis ensures that the functorHomR (A,−) takes the given short
exact sequence to a short exact sequence, and the resulting long exact sequence

of homology groups shows that the homology of HomR (A,Z) is zero. Taking

A = Z, the identity map of Z is a 0-cycle and hence a boundary, which means

that Z is contractible. Conversely, if Z is contractible, then HomR (A,Z) is a

contractible chain complex for any A, hence f∗ is a quasi-isomorphism for any

A. Since hChR(A,X ) ∼= H0(HomR (A,X )), it follows formally from the cases

A = Y and A = X that f is an h-equivalence. A symmetric argument applies

with f and Z replaced by g and X . �

It is now easy to verify the algebraic analogue of Proposition 17.1.4.

proposition 18.2.9. Consider a commutative diagram of R-chain complexes

A
g

��

i
��

E

p

��
X

λ
���

�
�

�

f

�� B

in which i is an h-cofibration and p is an h-fibration. If either i or p is an

h-equivalence, then there exists a lift λ.

proof. If p is an h-acyclic h-fibration, then Corollary 18.2.7 shows that p is

isomorphic to a projection B⊕C −→ B, where C is contractible. Thus p is the

sum of idB and C −→ 0, which by Lemma 18.2.2 is a retract of p0 : CI −→ C.

Therefore i satisfies the LLP with respect to p since it satisfies the LLP with

respect to idD and p0. The proof when i is an h-acyclic h-cofibration is dual. �
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18.3. The h-model structure on ChR

We shall prove the following theorem. Recall the definition of a monoidal

model category V and of a V -model category from Definition 16.4.7.

theorem 18.3.1. The subcategories (Wh ,Ch ,Fh) define a model category struc-

ture on ChR, called the h-model structure. Every object is h-cofibrant and h-fibrant,

hence the h-model structure is proper. If R is commutative, the cosmos ChR is a

monoidal model category under ⊗. In general, ChR is a ChZ-model category.

For the model structure, it remains only to prove the factorization axioms.

This could be done directly, but we prefer to take a less elegant and more

informative approach. In topology, a map has the HEP if and only if it is the

inclusion of an NDR-pair [93, p. 43] and a map has the CHP if and only if it

has this property locally [93, p. 49]. These criteria allow us to recognize such

maps when we see them. Similarly, in algebra, it is not at all obvious how

to recognize maps that satisfy the HEP or CHP when we see them. We shall

rectify this by giving new definitions of r-cofibrations and r-fibrations and

proving that these maps are precisely the maps that satisfy the HEP or CHP.

The new notions are much more algebraically intuitive. To go along with this,

we define an r-equivalence to be an h-equivalence.

remark 18.3.2. What is really going on here is that we have two model struc-

tures, the h-model structure and the r-model structure, that happen to coin-

cide. The r stands for “relative”, and the r-module structure is a starting point

for relative homological algebra. In more sophisticated algebraic situations,

there areh-, r-, and q-model structures, and they are all different. This happens,

for example, if R is a commutative ring, A is a DG R-algebra, and we consider

model structures on the category of differential gradedA-modules.2 In this sit-

uation, A need not be projective as anR-module, and then functors such as⊗A

andHomA rarely preserve exact sequences. Relative homological algebra recti-

fies this by restricting the underlying notion of an exact sequence ofA-modules

to sequences that are degreewise split exact as sequences of gradedR-modules.

definition 18.3.3. A map f : X −→ Y of R-chain complexes is an

r-cofibration if it is a degreewise-split monomorphism; it is an r-fibration if

2. Details will appear in a paper by the first author.
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it is a degreewise-split epimorphism. We use the term “R-split” for degreewise

split from now on.

Of course, such splittings are given by maps of underlying graded R-

modules that need not be maps of chain complexes. The following result

(due to Cole [32]) shows that the splittings can be deformed to chain maps if

the given R-split maps are homotopy equivalences. It implies the r-analogues

of Corollaries 18.2.5 and 18.2.7.

proposition 18.3.4. Let

0 ��X
f

��Y
g

��Z ��0

be an exact sequence of R-chain complexes whose underlying exact sequence of graded

R-modules splits. If f or g is a homotopy equivalence, then the sequence is isomorphic

under X and over Z to the canonical exact sequence of R-chain complexes

0 ��X ��X ⊕Z ��Z ��0.

proof. Wemay choose a map of R-modules r : Y −→ X such that rf = idX .

As usual, there results a map of R-modules i : Z −→ Y such that gi = idZ ,

ri = 0, and fr + ig = idY .

Assume that f is a homotopy equivalence. By Lemma 18.2.8, Z is con-

tractible. Let s be a contracting chain homotopy, so that ds+ sd = idZ . Define

r ′ = r − r ◦ d ◦ i ◦ s ◦ g : Y −→ X .

Since g ◦ f = 0, r ′ ◦ f = r ◦ f = idX , so that r ′ is also a splitting map. But now

r ′ is a chain map, as we see by a tedious chain of equalities:

dr ′ = dr − drdisg

= rfdr − rfdrdisg since rf = id

= rdfr − rdfrdisg since df = fd

= rd(id− ig)− rd(id− ig)disg since fr + ig = id

= rd− rdig − rddisg + rdigdisg

= rd− rdig + rdidgisg since dd = 0 and dg = gd

= rd− rdig + rdidsg since gi = id

= rd− rdi(id− ds)g

= rd− rdisdg since ds+ sd = id

= rd− rdisgd = r ′d since dg = gd.
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Therefore r ′ induces an isomorphism of chain complexes Y ∼= X ⊕Z under

X and over Z. The argument when g is a homotopy equivalence is dual,

in the sense illustrated in the following proof of the r-analogue of Proposi-

tion 18.2.9. �

proposition 18.3.5. Consider a commutative diagram of R-chain complexes

A
g

��

i
��

E

p

��
X

λ
���

�
�

�

f

�� B

in which i is an r-cofibration and p is an r-fibration. If either i or p is an

h-equivalence, then there exists a lift λ.

proof. If i is an h-equivalence, then i is isomorphic to a canonical inclusion

i : A −→ A⊕C where C is contractible, and if p is an h-equivalence, then p is

isomorphic to a canonical projection p : B⊕C −→ B where C is contractible.

The constructions of lifts in the two cases are dual. Since the reader may not

be comfortable with this kind of duality, we give the details in both cases.

Let C be a contractible R-chain complex with contracting homotopy s, so that

ds+ sd = idC .

First, assume that p is an h-equivalence and take E = B⊕C. Write

g = (g1, g2), g1 : A −→ B and g2 : A −→ C, and write λ = (λ1, λ2) similarly.

To ensure that pλ = f , we can and must define λ1 = f . To define λ2, choose a

retraction r : X −→ A of underlying R-modules, so that ri = idA. Then define

λ2 = dsg2r + sg2rd.

Since d2 = 0, we see immediately that dλ2 = dsg2rd = λ2d, and we have

λ2i = (dsg2r + sg2rd)i

= dsg2+ sg2d since ri = id and di = id

= dsg2+ sdg2 since dg2 = g2d

= g2 since ds+ sd = id.

Next assume that i is an h-equivalence and take X = A⊕C. Write f = ( f1, f2),

f1 : A −→ B and f2 : C −→ B, and write λ = (λ1, λ2) similarly. To ensure that

λi = g , we canandmustdefineλ1 = g . Todefineλ2, choose a section j : B−→E
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of underlying R-modules, so that pj = idB. Then define

λ2 = jf2sd+ djf2s.

Since d2 = 0, we see immediately that dλ2 = djf2sd = λ2d, and we have

pλ2 = p( jf2sd+ djf2s)

= f2sd+ df2s since pj = id and pd = dp

= f2sd+ f2ds since df2 = f2d

= f2 since ds+ sd = id. �

proposition 18.3.6. Let f : X −→ Y be a map of R-chain complexes. Then f

is an h-cofibration if and only if it is an r-cofibration and f is an h-fibration if and

only if it is an r-fibration.

proof. Changing notation, let i : A −→ X be an h-cofibration. Then the

mapping cylinder Mi = X ∪i A⊗ I is a retract of X ⊗ I. As an R-module, Mi

is the direct sum X ⊕A⊕�A, where A is A⊗R · [1] and �A is A⊗R · [I];
A = A⊗[0] is identified with i(A) ⊂ X . Clearly Mi retracts to the summand

A. The composite retraction restricts on X ⊗R · [1] to a splitting X −→ A

of i. Conversely, let i be an r-cofibration. Since p0 : BI −→ B is an h-acylic

r-fibration for any B, Proposition 18.3.5 shows that i satisfies the HEP and is

thus an h-cofibration. A dual argument shows that the h-fibrations coincide

with the r-fibrations. �

It is now very easy to prove the factorization axioms. Just as in topology,

any map f : X −→ Y factors as composites

18.3.7 X
j

��Mf
r

��Y and X
ν

��Nf
ρ

��Y,

where r and ν are h-equivalences. Since the topological proofs of these equiv-

alences do not transcribe directly to algebra, we indicate quick proofs; formal

arguments are also possible. Here j(x) = x⊗[1], r(y) = y, r(x⊗[1]) = f (x),

and r(x⊗[I]) = 0. Define i : Y −→ Mf by i(y) = y. Then ri = idY . A homo-

topy h : Mf ⊗ I −→ Mf from ir to idMf is given by

h(z⊗[I]) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if z ∈ Y (or z = x⊗[0])
x⊗[I] if z = x⊗[1]
0 if z = x⊗[I].
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A small check, taking care with signs, shows that this works. The defini-

tions of ν and ρ are dual to those of j and r respectively, and a dual proof

shows that ν is an h-equivalence. An easy inspection shows that j and ν are

R-split monomorphisms and r and ρ are R-split epimorphisms. Therefore

these elementary factorizations are model theoretic factorizations and the

proof of the model axioms is complete.

It remains to prove that the h-model structure is monoidal when R is com-

mutative and that ChR is an ChZ-model category in general. Let i : A −→ X

and j : Y −→ Z be h-cofibrations (in either situation, with ⊗ understood to

be ⊗R for the first statement). We must prove that i�j : i � j −→ X ⊗Z is an

h-cofibration that is h-acyclic if i or j is h-acyclic. If r : X −→ A and s : Z −→ Y

split i and j, they induce a splitting r�s asdisplayed in the following comparison

of coequalizer diagrams.

A⊗Y
(id⊗j)−(i⊗id)

��

i⊗j

��

(A⊗Z)⊕ (X ⊗Y )

i⊗id⊕id⊗j

��

�� i � j ��

i�j

��

0

X ⊗Z
(id⊗id)−(id⊗id)

��

r⊗s

��

(X ⊗Z)⊕ (X ⊗Z)

r⊗id⊕id⊗s
��

�� X ⊗Z

r�s

��

�� 0

A⊗Y
(id⊗j)−(i⊗id)

�� (A⊗Z)⊕ (X ⊗Y ) �� i � j �� 0

Now suppose that i is a homotopy equivalence. By Corollary 18.2.5, it is iso-

morphic under A to an inclusion A −→ A⊕C, where C is contractible. This

implies that i�j is isomorphic to the map

(C⊗Y )⊕ (A⊗Z)
id⊗j⊕id

�� (C⊗Z)⊕ (A⊗Z).

This is a homotopy equivalence since a contracting homotopy for C � {0}
induces a contracting homotopy for C⊗Y and C⊗Z.

18.4. The q-model structure on ChR

We defined h-fibrations in ChR to be the precise algebraic analogues of

Hurewicz fibrations in U , and we define q-fibrations to be the precise

analogues of Serre fibrations. Recall that Wq is the subcategory of quasi-

isomorphisms.
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definition 18.4.1. Let I denote the set of inclusions Sn−1
R −→ Dn

R for all

n ∈ Z and letJ denote the set of maps i0 : Dn
R −→ Dn

R⊗ I for all n ∈ Z. A map

p in ChR is a q-fibration if it satifies the RLP with respect to J. A map is a

q-cofibration if it satisfies the LLP with respect to all q-acyclic q-fibrations. Let

Cq and Fq denote the subcategories of q-cofibrations and q-fibrations.

The proof of the following result is almost identical to that of its topological

analogue Theorem 17.1.1. There are alternative, more algebraically focused

proofs, and we say a little about the steps as we go along.

theorem 18.4.2. The subcategories (Wq,Cq,Fq) define a compactly generated

model category structure on ChR, called the q-model structure. The sets I and J are

generating sets for the q-cofibrations and the q-acyclic q-cofibrations. Every object is

q-fibrant and the q-model structure is proper. If R is commutative, the cosmos ChR

is a monoidal model category under ⊗. In general, ChR is an ChZ-model category.

It is easy to characterize the q-fibrations and the q-acyclic q-fibrationsdirectly

from the definitions.

proposition 18.4.3. A map p : E −→ B is a q-fibration if and only if it is a

degreewise epimorphism.

proof. By definition, p is a q-fibration if and only if p has the RLP with

respect to all maps i0 : Dn
R −→ Dn

R⊗ I. Elaborating on Lemma 18.2.2, it is easy

to check that i0 is isomorphic to the direct sum of id : Dn
R −→ Dn

R, 0 −→ Dn
R,

and 0 −→ Dn+1
R . This implies that p is a q-cofibration if and only p has the

RLP with respect to all maps 0 −→ Dn
R. Since a map Dn

R −→ B is a choice of

a chain of Bn, we can find a lift in any diagram of the form

0

��

�� E

��
Dn

R
�� B

if and only if p is a degreewise epimorphism. �

proposition 18.4.4. A map p : E −→ B is a q-acyclic q-fibration if and only if

p is in I�.
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proof. It is an exercise to check this by using that a test diagram

Sn−1
R

��

�� E

��
Dn

R
�� B

consists of a cycle e ∈ En−1 and a chain b ∈ Bn such that d(b) = p(e). �

In fact, there is no need to give such a direct proof of Proposition 18.4.4

since the conclusion will drop out from the verification of the model axioms.

The following lemma is the exact algebraic analogue of the key lemma used

in the proof of HELP (the homotopy extension and lifting property) in [93].

As in topology, it helps us organize the proof of the compatibility condition

required in Theorem 15.2.3. We prove it and record the algebraic version of

HELP before returning to the proof of Theorem 18.4.2 and characterizing the

q-cofibrations and q-acyclic q-cofibrations, which we do in the next section.

lemma 18.4.5. Let e : Y −→ Z be a map in ChR. Then the induced map e∗ on

homology is a monomorphism in degree n− 1 and an epimorphism in degree n if and

only if whenever given maps f : Dn
R → Z, g : Sn−1

R → Y, and h : Sn−1
R ⊗ I → Z

such that f |Sn−1
R = h ◦ i0 and e ◦ g = h ◦ i1 in the following diagram, there are

maps g̃ and h̃ that make the entire diagram commute.

Sn−1
R

��

i0
�� Sn−1

R ⊗ I

h

!!���������

��

Sn−1
R

i1
��

g

��









��

Z Y
e

��

Dn
R

i0

��

f












Dn
R⊗ I

h̃

���
�

�
�

�

Dn
R

g̃

##�
�

�
�

i1

��

proof. Let in−1 be the canonical basis element of Sn−1
R and jn be the

basis element of Dn
R with d( jn) = in−1. The map g is given by a cycle

y = g(in−1) ∈ Yn−1 and the map f is given by a boundary relation

z = f (in−1) = df ( jn) ∈ Zn−1.
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Letting c = (− 1)n−1h(in−1⊗[I]), we see that the homotopy h is determined

by y, z, and a chain c such that d(c) = z− e(y). Thus e∗ sends the homology

class [y] to 0. If Hn−1(e) is a monomorphism, there is a chain k ∈ Yn such that

d(k) = y. Then e(k)+ c− f ( jn) is a cycle. If Hn(e) is an epimorphism, there

must be a cycle y′ ∈ Yn and a chain � ∈ Zn+1 such that

d(�) = e(y′)− (e(k)+ c− f ( jn)).

We then define g̃( jn) = k− y′ and h̃( jn⊗[I]) = (− 1)n�; the definitions of

these maps on other basis elements are forced by commutativity of the dia-

gram. A little check shows that h̃ is in fact a chainmap. For the converse, we see

that Hn−1(e) is a monomorphism by the case h(in−1⊗[I]) = 0 of the diagram.

Then

dz = h(in−1⊗[0]) = h(in−1⊗[1]) = ey,

so that f displays eg(in−1) as a boundary. The map g̃ shows that g(in−1) must

be a boundary. We see that Hn(e) is an epimorphism by the case g = 0 and

h = 0 of the diagram. Then z is a cycle, and the maps g̃ and h̃ display a cycle

of Y whose image under e is homologous to z. �

We shall be using the compact object argument, hence we are only inter-

ested in sequential cell complexes, like the classical cell complexes in topology

and like projective resolutions in algebra. We define C (I ) and C (J ) to be the

retracts of the relative cell complexes, as in Definition 15.1.1.

remark 18.4.6. An I-cell complex X has an increasing filtration given by

its successive terms, which we shall here denote by FqX rather than Xq in

order to avoid confusion with the R-module Xq of elements of degree q.

The subcomplex FqX can have elements of arbitrary degree. Let us write

X≤q for the elements of X of degree ≤ q. This gives X a second filtration

that corresponds to the skeletal filtration of CW complexes in topology. In

topology, cellular approximation of maps allows us to replace cell complexes

by equivalent CW complexes. In algebra, the comparison is much simpler

and the difference is negligible since an “attaching map” Sn
R −→ FqX for a

cell Dn+1
R necessarily has image in the elements (FqX )n of degree n. When

we restrict attention to those X such that Xq = 0 for q < 0, as in classical

projective resolutions, wemay aswell also restrict attention to thoseI-cell com-

plexes such that FqX = X≤q (starting with F−1X = 0 and allowing F0X to be

nonzero).



“530-46909_Ch18_6P.tex” — 8/25/2011 — 10:37 — page 387

−1
0

+1

18.5. proofs and the characterization of q-cofibrations / 387

theorem 18.4.7 (help). Let A −→ X be a relative I-cell complex and let

e : Y −→ Z be a q-equivalence. Given maps f : X −→ Z, g : A −→ Y, and

h : A⊗ I −→ Z such that f |A = h ◦ i0 and e ◦ g = h ◦ i1 in the following diagram,

there are maps g̃ and h̃ that make the entire diagram commute.

A

��

i0
�� A⊗ I

h

����������

��

A
i1

��

g

���������

��

Z Y
e

��

X
i0

��

f ���������
X ⊗ I

h̃

##�
�

�
�

X

g̃

���
�

�
�

i1

��

proof. We proceed by induction over the cellular filtration, and then by

passage to unions, proceeding one layer of cells at a time. The (q+ 1)st term

Fq+1X of the filtration of X is constructed by attaching cellsDn along attaching

maps Sn−1
R −→ FqX . Starting with F0X = A, we obtain the conclusion by

applying the case Sn−1
R −→ Dn

R one cell at a time to the cells of Fq+1X not in

FqX . �

18.5. Proofs and the characterization of q-cofibrations

proof of theorem 18.4.2. With λ = ω, it is obvious that I andJ are com-

pact in the sense of Definition 15.1.6. Indeed, for any finite cell complex A and

relative I-cell complex X −→ Z = colim FqZ, the canonical map

colimn ChR(A,FqZ) −→ ChR(A,Z)

is an isomorphism since a map A −→ Z is determined by the images

of its finitely many R-basis elements. By the compact object argument,

Proposition 15.1.11, we have functorial WFSs (C (I ),I�) and (C (J ),J�).

To verify the model axioms, we need only verify the acylicity and

compatibility conditions of Theorem 15.2.3. For the acyclicity, let

i : A = F0X −→ colim FqX = X be a relative J-cell complex. Arguing one cell

at a time, we see that each map FqX −→ Fq+1X of the colimit system is the

inclusion of a deformation retraction and therefore i is a q-equivalence (in fact,

an h-equivalence).
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For the compatibility, we must show that I� = J� ∩Wq. The maps

in J are I-cell complexes, so they are in C (I ), and this implies that

I� ⊂ J�. To show that I� ⊂ Wq, observe that the inclusions 0 −→ Sn
R and

i0+ i1 : Sn
R⊕Sn

R −→ Sn
R⊗ I are relative I-cell complexes and are thus in

C (I). If p : E −→ B is in I�, then liftings with respect to 0 −→ Sn
R

show that p∗ : Hn(E) −→ Hn(B) is surjective and liftings with respect to

Sn
R⊕Sn

R −→ Sn
R⊗ I show that p∗ is injective. Conversely, suppose that

p : E −→ B is in J� ∩Wq and consider a lifting problem

Sn−1
R

��

g
�� E

p

��
Dn

R
f

��

λ

��









B.

We use the square to construct the solid arrow portion of the following dia-

gram. The map h is the composite of f and the map Sn−1
R ⊗ I −→ Dn

R that

sends in−1⊗[I] to 0 and sends both in−1⊗[0] and in−1⊗[1] to in−1.

Sn−1
R

��

i0
�� Sn−1

R ⊗ I

h

!!���������

��

Sn−1
R

i1
��

g

��









��

B E
p

��

Dn
R

i0

��

f
��









Dn
R⊗ I

ν

��

h̃

���
�

�
�

�

Dn
R

g̃

??�
�

�
�

i1
��

By Lemma 18.4.5, since p is a quasi-isomorphism there are dashed arrows g̃

and h̃ making the dashed and solid arrow parts of the diagram commute. Since

p has theRLPwith respect to i0, it has theRLPwith respect to i1 andwe obtain a

lift ν such that p ◦ ν = h̃ and ν ◦ i1 = g̃ . The composite λ = ν ◦ i0 is the desired

lift in our original diagram. This completes the proof of the model axioms.

To see that the q-model structure is monoidal when R is commutative, con-

sider i�j, where i and j are the cells i : Sm−1
R −→ Dm

R and j : Sn−1
R −→ Dn

R. We

obtain a split inclusion f of relative cell complexes
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Sm+n−2
R

f

��

�� Dm+n−1
R

f

��

i � j
i�j

�� Dm
R ⊗R Dn

R

by setting f (im+n−2) = im−1⊗ in−1 and f ( jm+n−1) = jm ⊗ in−1. The quotient

of i�j by f is isomorphic to the cell

Sm+n−1
R −→ Dm+n

R .

That is, i�j is the direct sum of two cells and so is a relative cell complex. If

we replace j here by i0 : Dn
R −→ Dn

R⊗ I, then i�j is a homotopy equivalence.

Rather than prove that, we observe that the proof of Proposition 18.4.3 shows

thatwe could have used the alternative set of generating q-acyclic q-cofibrations

consisting of the maps j : 0 −→ Dn
R and then i�j is just i⊗R idDn , which is a

relative J-cell complex. It follows inductively that if i and j are relative I-cell
complexes, then i�j is a relative I-cell complex, and that if i is a relative I-cell
complex and j is a relativeJ-cell complex, then i�j is a relativeJ-cell complex.

Moreover, the functor i�(− ) on the arrow category preserves retracts. There-

fore i�j is a q-cofibration if i or j is so and is a q-acyclic q-cofibration if, further,

either i or j is so. The proof that ChR is an ChZ-model category for any ring R

is similar.

Since every R-chain complex is q-fibrant, the q-model structure is right

proper. As in topology, we prove the gluing lemma and conclude that the

q-model structure is left proper by Proposition 15.4.4. �

lemma 18.5.1 (the gluing lemma). Assume that i and j are q-cofibrations

and f , g, and h are q-equivalences in the following commutative diagram in ChR.

A

f

��

C
i

��

g

��

k
�� B

h
��

A′ C′
j

��
�

�� B′

Then the induced map of pushouts

X = A∪C B −→ A′ ∪C′ B
′ = X ′

is a q-equivalence.
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proof. The pushout A∪C B is constructed by an exact sequence

0 ��C
(i,k)

��A⊕B
idA−idB

��A∪C B ��0.

Here (i, k) is a monomorphism since i is a monomorphism. We have a similar

exact sequence for A′ ∪C′ B′. The induced map is given by a map of exact

sequences in ChR, and the conclusion follows by the five lemma applied to the

resulting map of long exact sequences. �

Of course, one characterization of the q-cofibrations and q-acyclic

q-cofibrations is that they are retracts of relative I-cell complexes and rel-

ative J-cell complexes. We want something more explicit. The following

results should be compared with the characterization of h-cofibrations as the

degreewise-split monomorphisms.

proposition 18.5.2. Let C be an object of ChR.

(i) 0 −→ C is a q-acyclic q-cofibration if and only if C is a projective object of

the category ChR.

(ii) If C is q-cofibrant, then C is degreewise projective.

(iii) If C is bounded below and degreewise projective, then C is q-cofibrant.

proof. Proposition 18.4.3 implies that a map is a q-fibration if and only if

it is an epimorphism in ChR, so (i) is a direct reinterpretation of the LLP for

0 −→ C. For (ii), any I-cell complex is degreewise free, hence any retract of

an I-cell complex is degreewise projective. The proof of (iii) is just like the

standard construction of maps from complexes of projectives to resolutions

in classical homological algebra. Given a q-acyclic q-fibration p : E −→ B and

a map f : C −→ B, we must construct a lift λ : C −→ E such that pλ = f ,

and we proceed by degreewise induction, starting with 0 in degrees below

the minimal degree in which C is nonzero. Suppose given λn : Cn −→ En

such that pλn = fn and dλn = λn−1d. Since pn+1 is an epimorphism and

Cn+1 is projective, there is a map μ : Cn+1 −→ En+1 such that pμ = f . Let

ν = dμ− λnd : Cn+1 −→ En. Then pν = 0 and dν = 0, so that ν is a map

into the cycles of the q-acyclic complex ker ( p). The cycles are equal to

the boundaries, so, again using that Cn+1 is projective, there is a map

τ : Cn+1 −→ ker ( p)n+1 such that dτ = ν. Setting λn+1 = μ− τ , we find that

pλn+1 = fn+1 and dλn+1 = λnd. �
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proposition 18.5.3. A map i : A −→ X is a q-cofibration if and only if it is a

degreewise-split monomorphism such that the cokernel C = X/A is q-cofibrant.

proof. Assume first that i is a q-cofibration. Then i is a retract of a relative

I-cell complex. Since a retract of a degreewise-split monomorphism is also

a degreewise-split monomorphism, i is a degreewise-split monomorphim.

Since C is the pushout of A −→ 0 along i, C is q-cofibrant. For the converse,

observe that π (C,Y ) = 0 if Y is q-acyclic by the model theoretic Whitehead

theorem, Theorem 14.4.8. This implies that the chain complex HomR (C,Y )

is q-acyclic. Consider a lifting problem

A
g

��

i
��

E

p

��

X
f

��

λ
���

�
�

�
B,

where p is a q-acyclic q-fibration. Let Y = ker ( p) and observe that Y is

q-acyclic. Since C is degreewise projective, we can write X = A⊕C as graded

R-modules. Since the inclusion A −→ X and projection X −→ C are chain

maps, we can write the differential on X in the form

d(a, c) = (d(a)+ t(c), d(c)),

where t is a degree −1 map of graded R-modules such that dt+ td = 0. This

formula is forcedby d2 = 0.Wewrite f = f1+ f2, f1 : A −→ B and f2 : C −→ B,

and we write λ = λ1+ λ2 similarly. We can and must define λ1 = g to ensure

that g = λi. We want pλ2(c) = f2(c) and

dλ2(c) = λd(0, c) = λ(t(c), d(c)) = gt(c)+ λ2d(c).

Since C is degreewise projective, there is a map f̃2 : C −→ E of graded

R-modules such that pf̃2 = f2. The map f̃2 is a first approximation to the

required map λ2. Define k : C −→ E by

k = df̃2− f̃2d− gt.

We claim that pk = 0, so that k may be viewed as a map C −→ Y of degree

−1. To see this, note that df = fd implies df2 = f1t+ f2d. Since pd = dp,
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pk = dpf̃2− pf̃2d− pgt = df2− f2d− f1t = 0.

Moreover,

dk+ kd = −df̃2d− dgt+ df̃2d− gtd = 0,

so that k is a cycle of degree−1 inHomR (C,Y ). Itmust be a boundary, so there

is a degree 0map of gradedR-modules � : C −→ Y ⊂ E such that d�− �d = k.

Define λ2 = f̃2− �. Certainly pλ2 = pf̃2, and

dλ2 = df̃2− d� = f̃2d+ gt+ k− k− �d = gt+ λ2d. �

Of course, regarding an ungraded R-module M as a DG R-module con-

centrated in degree 0, a q-cofibrant approximation of M is exactly a projective

resolution of M. There is a dual model structure that encodes injective reso-

lutions [66, Thm. 2.3.13].

theorem 18.5.4. There is a cofibrantly generated injective model structure

(Wq,Ci,Fi) on ChR, where the maps in Ci are the monomorphisms. The maps

in Fi are the degreewise-split epimorphisms with i-fibrant kernel, and

(i) D −→ 0 is a q-acyclic i-fibration if and only if D is an injective object of the

category ChR.

(ii) If D is i-fibrant, then D is degreewise injective.

(iii) If D is bounded above and degreewise injective, then D is i-fibrant.

The identity functor is a Quillen equivalence from the q-model structure to the

i-model structure on ChR.

remark 18.5.5. Hovey [68] has studied abelian categories with model struc-

tures in which the cofibrations are the monomorphisms with cofibrant

cokernel and the fibrations are the epimorphisms with fibrant kernel.

18.6. The m-model structure on ChR

Webriefly describe themixedmodel structure and how it relates to the familiar

viewpoint of classical homological algebra. The homotopy category hChR and

derived categoryHoChR have been used in tandem since the beginnings of the

subject. The mixed model structure allows more direct use of the homotopy

theory of hChR in the study of HoChR.
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We obviously have Wh ⊂ Wq, and Fh ⊂ Fq since the h-fibrations are the

R-split epimorphisms and the q-fibrations are all epimorphisms. All of the

work needed to define and describe the mixed model structure

(Wm ,Cm ,Fm) = (Wq,Cm ,Fh)

has already been done in §17.3. The mixed model structure has all of the good

formal properties of the q-model structure. It is proper, it is monoidal when

R is commutative, and it is a ChZ-model structure in general. The identity

functor on ChR is a right Quillen equivalence from the m-model structure

to the q-model structure and therefore a left Quillen equivalence from the

q-model structure to the m-model structure.

The class Cm of m-cofibrations is very well behaved. The h-cofibrations are

the R-split monomorphisms, and Theorem 17.3.5 says that an m-cofibration

is an h-cofibration that is a q-cofibration up to homotopy equivalence. More

precisely, using Proposition 18.2.4, we see that an m-cofibration A −→ X is

an R-split monomorphism that is cofiber homotopy equivalent under A to a

relative cell complex. Proposition 17.3.4(ii) gives a weak two out of three prop-

erty that makes it easy to recognize when a map is an m-cofibration. Since

m-cofibrations aremore general than q-cofibrations, Proposition 17.3.4(i) gen-

eralizes the relative version of theWhitehead theorem that a weak equivalence

between cell complexes is a homotopy equivalence. Since ChR is h-proper,

Proposition 17.3.10 significantly generalizes these results.

Specializing, Theorem 17.3.5 implies that the m-cofibrant objects are pre-

cisely the objects of ChR that are of the homotopy types of q-cofibrant objects.

This implies that they are homotopy equivalent to complexes of projective

R-modules, and the converse holds when we restrict attention to complexes

that are bounded below. Homotopy invariant constructions that start with

complexes of projective R-modules automatically give m-cofibrant objects, but

not necessarily degreewise-projective objects. In particular, it is very often use-

ful to study the perfect complexes, namely the objects ofChR that are homotopy

equivalent to bounded complexes of finitely generated projective R-modules.

These are the dualizable objects of HoChR in the sense, for example, of [95].

It would take us too far afield to go into the details of this, but the m-model

structure is exactly right for studying this subcategory of ChR.

From the point of view of classical homological algebra, it is interesting to

think of projective resolutions homotopically as analogues of approximation

by CW complexes, well-defined only up to homotopy equivalence. From that

point of view there is no need to restrict attention to degreewise projectives

sinceonly thehomotopy type is relevant. Of course, usingeither a q-cofibrant or
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m-cofibrant approximation P of an R-module M, regarded as a chain complex

concentrated in degree 0, we have

TorR∗ (N ,M) = H∗(N ⊗R P) and Ext∗R (M,N) = H∗HomR (P,N),

the latter regraded cohomologically. We can think of these as obtained by first

applying the derived functors of N ⊗R (− ) and HomR (−,N) and then taking

homology groups or, equivalently, thinking in terms of spheres Sn
R, homotopy

groups.
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RESOLUTION AND LOCALIZATION
MODEL STRUCTURES

In §19.1, we present a new perspective on the three model structures that

we described on spaces and chain complexes in the previous two chapters.

Indeed, this gives a new perspective on the construction of the homotopy

category HoU of spaces from the naive homotopy category hU obtained by

identifying homotopic maps and of the derived homotopy category HoChR

of chain complexes from the naive homotopy category hChR. The perspective

applies to many other contexts in topology and algebra where we have both a

classical and a derived homotopy category. It focuses on what we call resolu-

tionmodel structures. This is a nonstandardname. Thesemodel structures are

usually called colocalization model structures since they are dual to the more

familiar localization model structures, to which we turn next. The essential

point is that the mixed model structures on U and on ChR are actually exam-

ples of resolution model categories and therefore play an intrinsic conceptual

role independent of the q-model structures. This theory brings into focus the

conceptual unity of our three model structures.

Localization model structures codify Bousfield localization, which vastly

generalizes the constructions in the first half of this book. There we concen-

trated on arithmetic localizations and completions that are closely related to

standard algebraic constructions. We restricted our constructions to nilpo-

tent spaces since that is the natural range of applicability of our elementary

methodology and sincemost applications focus on such spaces. There are sev-

eral different ways to generalize to non-nilpotent spaces, none of them well

understood calculationally. Bousfield localization gives a general conceptual

understanding of the most widely used of these, and it gives the proper per-

spective for generalizations to categories other than the category of spaces and

indeed to other fields of mathematics.

In modern algebraic topology, especially in stable homotopy theory, Bous-

field localizations at generalized homology theories play a fundamental role.

395
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These have been less studied on the space level than on the spectrum level,

where they are central to the structural study of the stable homotopy cate-

gory. The model theoretic method of construction of such localizations works

equally well for spaces and spectra, and it specializes to extend our arith-

metic constructions to non-nilpotent spaces. We explain the general idea in

§19.2. Although we start work in a general model theoretic context, we switch

gears in §19.3 and give a geodesic approach to the construction of localizations

of spaces at generalized homology theories. Except that we work topologically

rather than simplicially, our exposition is based primarily on the original paper

of Bousfield [16].

We return to the general theory in §19.4, where we place the localization

of spaces at a homology theory in a wider context of localization at a map, or

at a class of maps. We then relate localization to enrichment in the context of

V -model categories in §19.5. The enrichment is essential to the construction

of Bousfield localization in full generality.

19.1. Resolution and mixed model structures

Our initial definition in this section requires only a category, but we prefer

to start with a model category M. In principle, the model structure can be

perfectly general, but we use the notation (H ,C ,F ), choosing the letter H

since we are thinking of actual homotopy equivalences. We write [X ,Y ]H for

the set of morphisms X −→ Y in HoM. We are thinking of contexts in which

[X ,Y ]H = π (X ,Y ). Let W ⊂M be any subcategory of weak equivalences (in

the sense of Definition 14.1.4) that contains H . We are thinking of the weak

homotopy equivalences in U and the quasi-isomorphisms in ChR. Since we

have the two categoriesH andW ofweak equivalences in sight, we sometimes

say that a map is W -acyclic if it is in W .

definition 19.1.1. AnobjectC ofM is said to beW -resolvant (orW -colocal)

abbreviated to resolvant when W is understood, if it is cofibrant and for every

map f : X −→ Y in W , the induced function

f∗ : [C,X ]H −→ [C,Y ]H
is a bijection. A map γ : �X −→ X in W from a resolvant object �X to X is

called a resolution (or colocalization) of X .

As will become clear, the resolvant objects in U are the spaces of the

homotopy types of CW complexes, and this codifies the Whitehead theorem
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for such spaces. Similarly, the (bounded below) resolvant objects in ChR are

the chain complexes that are of the homotopy type of chain complexes of

projective modules, and this codifies the analogous Whitehead theorem for

such chain complexes.

The definition of a resolution prescribes a universal property. Writing “up

to homotopy” to mean “in HoM ”, if f : D −→ X is any map from a resolvant

objectD toX , there is amap f̃ , unique up to homotopy, such that the following

diagram commutes up to homotopy.

�X
γ

�� X

D
f̃

??�������� f

���������

Therefore a resolution of X is unique up to homotopy if it exists. There is a

natural model theoretic way to try to construct resolutions.

definition 19.1.2. A map i : A −→ X in M is a W -cofibration if it satisfies

the LLP with respect to W ∩F. An object C is W -cofibrant if ∅ −→ C is a

W -cofibration. Let CW denote the class of W -cofibrations in M.

Even without knowing that the definitions above give a model structure,

we can relate W -resolvant objects to W -cofibrant objects.

proposition 19.1.3. Let W be a subcategory of weak equivalences in M . If M

is right proper, then every W -resolvant object is W -cofibrant.

Under mild hypotheses, we can also prove the converse. The dual of both

Proposition 19.1.3 and its converse are given in Proposition 19.2.5 below, and

the proofs there dualize directly.

definition 19.1.4. If the classes (W ,CW ,F ) specify a model structure on

M, we call it the W -resolution model structure. When this holds, we say that

the W -resolution model structure exists.

We give some implications of the existence of theW -model structure before

turning to examples. Write [X ,Y ]W for the morphism sets of the homo-

topy category Ho(M,W ) of the W -resolution model structure. Categorically,

Ho(M,W ) is obtained from M, or from HoM, by formally inverting the

morphisms in W . Observe that CW ⊂ C since H ⊂ W .
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proposition 19.1.5. If (W ,CW ,F ) is a model structure, then the identity func-

tor on M is a Quillen right adjoint from the original model structure on M to the

W -resolution structure. If C is W -cofibrant, then C is cofibrant in the original model

structure on M and

19.1.6 [C,X ]H ∼= [C,X ]W .

Therefore C is W -resolvant.

proof. The first statement is clear since the W -resolution model struc-

ture has more weak equivalences and the same fibrations as the original

model structure. Since CW ⊂ C, (19.1.6) is immediate from the adjunction

between homotopy categories. The last statement follows by the definition of

a W -resolvant object. �

corollary 19.1.7. If (W ,CW ,F ) is a model structure on M , then a

W -cofibrant approximation γ : �X −→ X of X , obtained by factoring ∅ −→ X,

is a W -resolution of X .

Of course, this construction of resolutions necessarily gives a functor �

on the homotopy category togetherwith a natural transformation γ : � −→ Id.

The first part of the following result holds by Propositions 19.1.3 and 19.1.5.

The duals of the other two parts are proven in the next section, and the dual

proofs work equally well.

proposition 19.1.8. Asssume that M is right proper and (W ,CW ,F ) is a

model structure. Then the following conclusions hold.

(i) An object C is W -resolvant if and only if it is W -cofibrant.

(ii) W is the class of all maps f : X −→ Y such that

f∗ : [C,X ]W −→ [C,Y ]W

is a bijection for all W -resolvant objects C.

(iii) The W -resolution model structure is right proper.

These ideas give a general and conceptually pleasing way to construct res-

olutions, but of course the real work lies in the proof that the W -resolution

model structure exists. In the two most classical cases, we have already done

that work.
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proposition 19.1.9. Start with the h-model structure on U and let W = Wq

be the subcategory of weak homotopy equivalences. Then the W -resolution model

structure exists since it coincides with the m-model structure.

proposition 19.1.10. Start with the h-model structure on ChR and let W = Wq

be the subcategory of quasi-isomorphisms. Then the W -resolution model structure

exists since it coincides with the m-model structure.

These results are immediate from the definitions since in both cases the

fibrations and weak equivalences of the two model structures are identical.

Observe that there is no direct mention of the q-model structure in this devel-

opment. Its role is to show that the W -localization model structure exists

and to help describe its properties, as summarized in our discussion of the

m-model structures. Dualizing someof the discussion in the rest of the chapter

leads to alternative ways to prove the model axioms in other situations where

the general definitions apply.

Observe that Proposition 19.1.8 gives a direct conceptual route to the char-

acterization of spaces of the homotopy types of CW complexes as those spaces

C such that f∗ : π (C,X ) −→ π (C,Y ) is a bijection for all weak equivalences

f : X −→ Y, and similarly for chain complexes.

19.2. The general context of Bousfield localization

In the rest of the chapter, exceptwhenwe focus on spaces, we letM be a bicom-

plete category with a model structure (W ,C ,F ) and associated homotopy

category HoM. We denote its morphism sets by [X ,Y ] rather than [X ,Y ]W
for brevity and consistency with the first half of the book. One often wants to

localize M so as to invert more weak equivalences than just those in W , and

there is a general procedure for trying to do so that is dual to the idea of the

previous section. As the choice of the letter W is meant to suggest, we are

thinking of M as the q- or m-model structure, but the definition is general.

There are two variants, which focus attention on two slightly different points

of view. Either we can start with a subcategory L of weak equivalences, in the

sense of Definition 14.1.4, that contains W , or we can start with an arbitrary

class K of maps in M. We make the former choice in this section and the

latter choice when we return to the general theory in §19.4. Starting with L,

we have definitions that are precisely dual to those of the previous section.

definition 19.2.1. An object Z of M is said to be L -local, abbreviated to

local when L is understood, if it is fibrant and for every map ξ : X −→ Y in

L , the induced function
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ξ∗ : [Y ,Z] −→ [X ,Z]

is a bijection. A map φ : X −→ LX in L to a local object LX is called a

localization of X at L , or an L -localization of X .

Here is the example most relevant to this book.

definition 19.2.2. For spacesX andahomology theoryE∗ onspaces, say that
ξ : X −→ Y is anE-equivalence if it induces an isomorphismE∗(X ) −→ E∗(Y )

and let LE denote the class of E-equivalences. Say that a space Z is E-local if

it is LE -local. Say that a map φ : X −→ XE from X into an E-local space XE is

a localization at E if φ is an E-equivalence.

example 19.2.3. When E∗(X ) = H∗(X ;ZT ), these definitions agree up to

nomenclature with our definition of localization at T in §5.2. Similarly, when

E∗(X ) = H∗(X ;FT ), whereFT = ×p∈T Fp, thesedefinitions agreeup tonomen-

clature with our definition of completion at T in §10.2.

Observe that the names “localization” and “completion” that are carried

over from algebra in the earlier parts of the book are really the names of two

examples of a generalized notion of localization. Dually to §19.1, the essential

idea of Bousfield localization is to try to construct a model structure on M of

the form (L ,C ,FL ).

definition 19.2.4. A map p : E −→ B in M is an L -fibration if it satisfies

the RLP with respect to L ∩C . An object Z is L -fibrant if Z −→ ∗ is an

L -fibration. Let FL denote the class of L -fibrations in M.

We shall give more detail of the general theory than we gave in §19.1, but

many of the results and their proofs, such as the following one, dualize to prove

analogous results in that context. Evenwithout knowing that the notions above

give a model structure, we can relate L -local objects to L -fibrant objects.

proposition 19.2.5. Let L be a subcategory of weak equivalences in M.

(i) If M is left proper, then every L -local object is L -fibrant.

(ii) If L has good spools, then every L -fibrant object is L -local.

proof. For (i), if Z isL -local and i : A −→ X is inC ∩L , then the function

i∗ : [X ,Z] −→ [A,Z] is a bijection. Therefore, Z −→ ∗ satisfies the RLP with
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respect to i by Lemma 15.5.4. With the definition of good spools given in

Definition 15.5.11, (ii) follows from Lemma 15.5.3. �

definition 19.2.6. If the classes (L ,C ,FL ) specify a model structure on

M, we call it theL -localization model structure. When this holds, we say that

the L -localization model structure exists.

We give some implications of the existence of the L -localization model

structure before turning to examples. Write [X ,Y ]L for the morphism sets

of the homotopy category Ho(M ,L ) of the L -localization model struc-

ture. Again, categorically, Ho(M ,L ) is obtained from M or from HoM

by formally inverting the morphisms in L . The following result is dual to

Proposition 19.1.5 and admits a dual proof.

proposition 19.2.7. If (L ,C ,FL ) is a model structure, then the identity func-

tor on M is a Quillen left adjoint from the original model structure on M to the

L -localization structure. If Z is L -fibrant, then Z is fibrant and

19.2.8 [X ,Z] ∼= [X ,Z]L .

Therefore Z is L -local.

Observe that the “good spools” hypothesis of Proposition 19.2.5(ii) is not

needed to prove that L -fibrant objects are L -local when (L ,C ,FL ) is a

model structure.

corollary 19.2.9. If (L,C,FL ) is a model structure on M, then an

L -fibrant approximation φ : X −→ LX of X , obtained by factoring X −→ ∗, is

an L -localization of X .

This construction of localizations necessarily gives a functor L on the homo-

topy category together with a natural transformation φ : Id −→ L. In this

general context, there is a meta-theorem that reads as follows.

theorem 19.2.10. Under suitable hypotheses, (L ,C ,FL ) is a model structure

on M, called the L -localization model structure.

This is a general and conceptually pleasing way to construct localizations,

and it hasmyriads of applications in algebraic topology andalgebraic geometry.



“530-46909_Ch19_6P.tex” — 8/25/2011 — 10:37 — page 402

−1
0

+1

402 / resolution and localization model structures

However, in practice the logic is circular, since the essential step in the proof of

Theorem19.2.10 is the following factorization result, which already constructs

the desired localizations as a special case.

theorem 19.2.11. Under suitable hypotheses, every map f : X −→ Y factors as

an L -acyclic cofibration i : X −→ E followed by an L -fibration p : E −→ Y.

In fact, Theorem 19.2.11 directly implies Theorem 19.2.10. Indeed, one

of the lifting properties is given by the definition of FL , and the following

lemma implies that the other lifting property and the other factorization are

already given by the WFS (C ,F ∩W ) of the original model structure on M.

lemma 19.2.12. A map f : X −→ Y is in F ∩W if and only if it is in FL ∩L.

proof. If f is in F ∩W , then f is in L since W ⊂ L and f is in FL since

f satisfies the RLP with respect to C and therefore with respect to C ∩L.

Conversely, assume that f is in FL ∩L . Factor f in our original model

structure on M as a composite of a cofibration i : X −→ E and an acyclic

fibration p : E −→ Y . Then i is in L by the two out of three property, hence i

has theLLPwith respect to f . Therefore there is a liftλ : E −→ X in thediagram

X

i
��

X

f

��
E

λ
���

�
�

�

p

�� Y .

This implies that f is a retract of p and is thus in F ∩W . �

One can ask for minimal hypotheses under which Theorems 19.2.10 and

19.2.11 hold. It is usual to assume that M is left proper. This assumption is

very natural in view of the following result.

proposition 19.2.13. Assume that M is left proper and (L ,C ,FL ) is a model

structure. Then the following conclusions hold.

(i) An object Z is L -local if and only if it is L -fibrant.

(ii) L is the class of all maps f : X −→ Y such that

f ∗ : [Y ,Z]L −→ [X ,Z]L
is a bijection for all L -local objects Z.

(iii) The L -localization model structure is left proper.
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proof. Part (i) is immediate from Propositions 19.2.5(i) and 19.2.7. For (ii),

f ∗ is certainly an isomorphism if f is in L . For the converse, recall that the

defining property of an L -local object refers to [−,−] rather than [−,−]L .

Let Z be L -local and consider the commutative diagram

[LY ,Z]L
(Lf )∗

��

φ∗
��

[LX ,Z]L
φ∗

��
[Y ,Z]L

f ∗
�� [X ,Z]L .

The vertical arrows are bijections, hence f ∗ is a bijection if and only if (Lf )∗

is a bijection. Since Z is L -local, it is L -fibrant, hence by Proposition 19.2.7

we can identify (Lf )∗ with

(Lf )∗ : [LY ,Z] −→ [LX ,Z].
If this is a bijection for allL -fibrantZ, such asZ = LX , then the image of Lf in

HoM is an isomorphism, henceLf is inW and thus inL . SinceLf ◦φ = φ ◦ f

in Ho(M ,L ), the image of f in Ho(M ,L ) is an isomorphism, hence f is in

L. This is essentially an application of the two out of three property, but that

does not quite apply since we are not assuming that φ is functorial and L is

natural before passage to homotopy categories.

For (iii), assume that f is inL and i is a cofibration in the pushout diagram

A
f

��

i
��

B

j
��

X
g

�� X ∪A B.

We must show that g is in L. Construct the following commutative diagram.

QX

qX

��

QA
i′

��

qA

��

f ′
�� QB

qB

��
X A

i

��
f

�� B

The squares display cofibrant approximations of the maps i and f , as con-

structed in Lemma 15.5.6. By the gluing lemma (Proposition 15.4.4), g is
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weakly equivalent (in ArM ) to the pushout g ′ : QX −→ QX ∪QA QB of f ′

along i′. Since (L ,C ,FL ) is a model structure, g ′ is in L by Proposi-

tion 15.4.2. Therefore g is in L . �

In enriched contexts, to which we shall return in §19.5, Proposition 19.2.13

implies that L -localizations of V -model structures are generally V -model

structures.

proposition 19.2.14. Assume that M is a left proper V -model category for some

monoidal model category V and assume further that either

(i) the functors (− )"V preserve L -acyclic cofibrations or

(ii) the functors (− )"V preserve L and the functors X " (− ) preserve cofibra-

tions.

Then if (L,C,FL ) is a model structure, it is a V -model structure.

proof. The enrichment, tensors, and cotensors are given, and we know that

if i : A −→ X is a cofibration in M and k : V −→W is a cofibration in V ,

then the pushout product i�k : i � k −→ X "W is a cofibration that is a weak

equivalence if either i or k is a weak equivalence. We must show that if i is in

L, then so is i�k. This follows from the hypotheses, the previous result, and

Remark 16.4.6. �

To prove Theorem 19.2.11 and therefore Theorem 19.2.10, it is also usual

to assume that M is cofibrantly generated. That is convenient and proba-

bly essential for a general axiomatic approach. However, it plays a relatively

minor conceptual role. Any proof of Theorem 19.2.11 is likely to use trans-

finite induction. As we shall see in §19.3, where we prove Theorem 19.2.11

for L = LE , the argument will also prove that the L -model structure is cofi-

brantly generated when the original one is, albeit with a large and inexplicit

set of generators for the acyclic cofibrations. The proof in §19.3 will start with

the q-model structure on U and not the m-model structure. Whether or not

that is essential, it is certainly convenient technically.

Nevertheless, the cofibrant generation of the L -model structure seems

to be more of a pleasant added bonus than an essential conceptual feature.

To avoid obscuring the ideas, we delay turning to this feature until the end of

the next section. As an historical aside, Bousfield’s original treatment [16] first

introduced the methods of transfinite induction into model category theory,
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and only later were his ideas codified into the notion of a cofibrantly generated

model structure. Our exposition follows that historical perspective.

19.3. Localizations with respect to homology theories

We work with the q-model structure on U as our starting point in this spe-

cialization of the general theory above. We consider the class LE of

E∗-isomorphisms defined in Definition 19.2.2, where E∗ is any homology

theory. Of course, LE is a category of weak equivalences. To simplify nota-

tion, write FE = FLE for the class of maps that satisfy the RLP with respect

to Cq ∩LE . To complete the long-promised construction of E∗-localizations
of spaces, in particular of localizations and completions at a set of primes

T , it suffices to prove that (LE ,Cq,FE ) is a model category. As explained

after Theorem 19.2.11, it suffices for that to prove the following factorization

theorem.

theorem 19.3.1. Every map f : X −→ Y of topological spaces factors as an

LE-acyclic cofibration i : X −→ Z followed by an LE-fibration p : Z −→ Y.

The rest of this section is devoted to the proof and some remarks on how the

conclusion relates to our earlier construction of localizations and completions.

Our homology theory E∗ is required to satisfy the usual axioms, including the

additivity axiom; see, for example, [93, Ch. 14]. Thus it converts disjoint unions

of pairs to direct sums, hence its reduced variant Ẽ (defined on T ) converts

wedges to direct sums. Generalizing [93, §14.6], it can be deduced from the

axioms that E∗ commutes with filtered colimits and, in particular, transfinite

composites. We used a more elementary argument to verify this for ordinary

homology in Proposition 2.5.4.

Let κ be a regular cardinal greater than or equal to the cardinality of the

underlying set of the abelian group ⊕n∈ZEn( ∗ ). For a CW complex X , let

κ(X ) denote the number of cells of X . By a CW pair (X ,A), we understand

an inclusion i : A −→ X of a subcomplex A in a CW complex X . Thus i is an

E∗-isomorphism if and only if E∗(X ,A) = 0.

lemma 19.3.2. If (X ,A) is a CW pair and κ(X ) ≤ κ , then E∗(X ,A) has at most κ

elements.

proof. Since E∗(X ,A) ∼= Ẽ∗(X/A), wemay assume thatA is a point. We start

from the case X = Sn, we then pass to wedges of copies of Sn by additivity, we
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next pass to skeleta ofX by induction using the long exact sequences associated

to cofibrations, and we conclude by passage to colimits. �

notation 19.3.3. Let K denote the class of CW pairs (B,A) such that

(i) κ(B) ≤ κ and

(ii) E∗(B,A) = 0.

Since we have only sets of attachingmaps to choose from in constructing such

CW pairs, we can choose a subset K of the class K such that every map in K

is isomorphic to a map in K.

We isolate the following observation, which will allow us to characterize

the classFE of E-fibrations in terms ofK. When E∗(X ,A) = 0 with X perhaps

very large, it shows how to find a subpair in K.

lemma 19.3.4. If (X ,A) is a CW pair such that A �= X and E∗(X ,A) = 0, then

there exists a subcomplex B ⊂ X such that B �⊂ A and (B,A∩B) is in K.

proof. We use that X is the colimit of its finite subcomplexes and that E∗
commutes with filtered colimits. We take B to be the union of an expanding

sequence of subcomplexes {Bn} of X such that Bn �⊂ A, κ(Bn) ≤ κ , and the

induced map

E∗(Bn,A∩Bn) −→ E∗(Bn+1,A∩Bn+1)

is zero for each n ≥ 1. Using that E∗ commutes with sequential colimits,

it will follow that E∗(B,A∩B) = 0. To construct the Bn, start with any

B1 ⊂ X such that B1 �⊂ A and κ(B1) ≤ κ . Given Bn, for each element

x ∈ E∗(Bn,A∩Bn), choose a finite subcomplex Cx such that x maps

to zero in E∗(Bn ∪Cx ,A∩ (Bn ∪Cx )). There exists such a Cx since

colim E∗(C,A∩C) = E∗(X ,A) = 0, whereC runs over thefinite subcomplexes

of X . We can then take Bn+1 = Bn ∪ (∪x Cx ). �

proposition 19.3.5. A map p : Z −→ Y has the RLP with respect to K if and

only if p is in FE; that is, K� = FE.

proof. Since themaps inK are E-equivalences and q-cofibrations, necessity

is obvious. Thus assume that p has the RLP with respect to K. We may as well

insist that each pair (Dn× I,Dn) is in K, and then our hypothesis ensures that

p is a q-fibration. It is especially this innocuous-seeming point that makes it
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convenient to work with the q- rather than the m-model structure. We must

show that there is a lift � in each diagram

19.3.6 A

i
��

�� Z

p

��
X ��

�
���

�
�

�

Y

in which i is an E-equivalence and a q-cofibration. By Lemmas 15.5.6 and

15.5.7, we may replace i by a cofibrant approximation and, by CW approxima-

tion of pairs [93, §10.6], we can arrange that our cofibrant approximation is

given by an inclusion of a subcomplex in a CW complex. Thus wemay assume

without loss of generality that i is the inclusion of a subcomplex A in a CW

complex X .

With the notation of Lemma 19.3.4, if we set C = A∪B then p has the

RLP with respect to the pushout A −→ C of A∩B −→ B. Thus for each CW

pair (X,A) such that E∗(X ,A) = 0, we have a CW pair (C,A) ⊂ (X ,A) such that

C �= A, E∗(C,A) = 0, and p has the RLP with respect to A −→ C. Consider

the set S of pairs (V , �V ) such that V is a subcomplex of X that contains A,

E∗(V,A) = 0, and �V is a lift in the restricted diagram obtained from (19.3.6)

by replacing X by V . Order these pairs by (V, �V ) ≤ (W , �W ) if V ⊂W and

�W |V = �V . The colimit of an ordered chain in S is again in S, hence S has

a maximal element (W , �W ) by Zorn’s lemma. We claim that W = X . If not,

there is a CW pair (C,W ) ⊂ (X ,W ) such that C �=W , E∗(C,W ) = 0, and p

has the RLPwith respect toW −→ C. We can extend �W to �C via the diagram

W

��

�W
�� Z

p

��

C ��

�C
���

�
�

�
�� Y,

and this contradicts the maximality of (W, �W ). �

The proof of Theorem 19.2.11 is now completed by the small object

argument, Proposition 15.1.11, whose smallness hypothesis is verified in

Proposition 2.5.4.

theorem 19.3.7. Any map f : X −→ Y factors as the composite of a relative

K-cell complex i : X −→ Z and a map p : Z −→ Y that satisfies the RLP with
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respect to K and is thus in FE. Therefore the L -localization model structure exists

and C (K) = Cq ∩LE.

proof. Proposition 15.1.11 gives aWFS (C (K),K�). Together with Proposi-

tion 19.3.5, that gives the first statement. As noted in the previous section,

the model axioms follow. In particular, C (K) = Cq ∩LE since both are
�FE . �

The properties of homology theories imply thatCq ∩LE is a saturated class

of maps, in the sense of Definition 14.1.7. Therefore a relative K-cell complex

is an E∗-isomorphism. This verifies the acyclicity condition of Theorem 15.2.3

for theE-localizationmodel structure (LE ,Cq,FE ). Its compatibility condition

states that I� = K� ∩LE , where I is the generating set of cofibrations for the

q-model structure. Since K� = FE , this condition holds by Lemma 19.2.12.

Therefore Proposition 19.3.5 and Theorem 19.3.7 complete the proof of Theo-

rem 19.2.11. Together with Proposition 19.2.13, they also complete the proof

of the following result.

theorem 19.3.8. The classes (LE ,Cq,FE ) give U a left proper cofibrantly gener-

ated model structure with the generating sets I of q-cofibrations and K of LE-acyclic

q-cofibrations.

Proposition 19.2.13 gives the following direct consequence. It will seem

familiar to the observant reader: it can be viewed as an analogue of the dual

Whitehead theorem; compare Theorems 3.3.8 and 3.3.9. However, the model

theoretic proof is altogether different, requiring no use or even mention of

cohomology.

corollary 19.3.9. A map ξ : X −→ Y is an E-equivalence if and only if

ξ∗ : [Y ,Z] −→ [X ,Z]
is a bijection for all E-local spaces Z.

remark 19.3.10. This result generalizes the equivalence of (i) and (ii) in The-

orem 6.1.2 from nilpotent spaces to all spaces. Similarly, it generalizes the

equivalence of (i) and (ii) in Theorem11.1.2 fromnilpotent spaces to all spaces.

Note that Proposition 3.3.11 gives an elementary comparison of homologi-

cal and cohomological equivalences that does not require nilpotency. In the

earlier parts of the book, the focus on nilpotency allowed us to go beyond
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the characterization of localizations at T in terms of T -local homology to

characterizations in terms of homotopy groups or integral homology groups.

Similarly, it allowed us to go beyond the characterization of completions at p in

terms of mod p homology to obtain a characterization in terms of homotopy

groups in the finite-type case, together with a description of the homotopy

groups in the general nilpotent case. Little is known about the behavior on

homotopy groups of localizations and completions of non-nilpotent spaces.

Of course, for generalized homology theories E∗, no such concrete descrip-

tions can be expected, even for nilpotent spaces. The determination of the

homotopy groups of particular E-localizations of spectra is a major part of

stable homotopy theory.

remark 19.3.11. In view of the already excessive length of this book, we shall

say nothing about the alternative definitions of localizations and completions

of non-nilpotent spaces. The source cited most often is the book [21] of Bous-

field and Kan. Sullivan gave a quite different early construction [133], and

Morel [109, 110] showed how to compare and apply the Bousfield-Kan and

Sullivan constructions. Again, there are many other interesting references.

For example, Bousfield [18] showed that, already for S1 ∨Sn, the Bousfield-

Kan completion at p does not induce an isomorphism onmod p homology. We

reiterate that, with any definition, relatively little is known about the behavior

on homotopy groups in general.

19.4. Bousfield localization at sets and classes of maps

We return to a general model category M. As stated at the beginning of §19.2,

the theory of Bousfield localization admits an alternative starting point. While

less relevant to our work in this book, it gives a more general kind of local-

ization, of which E-localization is a special case. The starting point in this

section dualizes to give an alternative starting point for §19.2. However, we

warn the reader that these definitions are naive and provisional. They will be

superceded in the next section.

definition 19.4.1. Let K be any class of maps in M.

(i) An object Z ∈M is K -local if it is fibrant and

f ∗ : [Y ,Z] −→ [X ,Z]
is a bijection for all maps f : X −→ Y in K .
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(ii) A map ξ : X −→ Y is a K -equivalence if

ξ∗ : [Y ,Z] −→ [X ,Z]

is a bijection for all K -local objects Z.

(iii) A map φ : X −→ XK is a localization of X at K if XK is K -local and φ

is a K -equivalence, so that

φ∗ : [XK ,Z] −→ [X ,Z]

is a bijection for all K -local objects Z.

Define LK to be the class of K -equivalences in M. When K is a set, we

change typeface to K; here we have relative K-cell complexes in mind. When

K is a singleton set { f }, we write f -local, f -equivalence, and f -localization for

the notions just defined.

Observe that K -localization, if it exists, is a functor LK : M −→ HoM

such that φ is natural. Observe too that amap inLK betweenK -local objects

is a weak equivalence. We have allowed K to be a class and not just a set of

morphisms. However, when K = K is a set, there is an evident reduction.

lemma 19.4.2. If K is a set of maps and f is the coproduct of the maps in K, then

the notions of K-local, K-equivalence, and K-localization coincide with the notions

of f -local, f -equivalence, and f -localization.

proof. This holds sincewe have a natural isomorphism [!Xi,Z]∼=×i [Xi,Z]
for objects Xi indexed on any set {i} and any object Z. �

We give some simple observations that compare our two starting points.

lemma 19.4.3. For any class of mapsK , LK is a subcategory of weak equivalences

that contains W .

proof. Since [−,Z] is a functor, it is easy to check that LK is a subcategory

of M that satisfies the two out of three property and is closed under retracts.

It contains W since w∗ is a bijection for w ∈ W and any object Z. �

The following two observations are essentially tautologies from the defini-

tions.
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lemma 19.4.4. For any class of maps K , the notions of K -local, K -equivalence,

and K -localization coincide with the notions of LK -local, LK -equivalence, and

LK -localization.

proof. It is immediate from the definitions that Z is K -local if and only if

it is LK -local, and the rest follows. �

Of course, it might happen that K itself is a subcategory of weak equiva-

lences, which brings us back to the starting point of §19.2. Here we have the

following comparison of contexts, which is just a reformulation of Proposi-

tion 19.2.13. In perhaps confusing notation, it tells us that every subcategory

L of weak equivalences for which the L -localization model structure exists

is of the form LK for some class of maps K , namely K = L.

proposition 19.4.5. If M is left proper and K is a subcategory of weak equiv-

alences in M such that the K -localization model structure exists, then K = LK

and the K -localization model structure is left proper.

Returning to the context of the previous section, we can now reinterpret

localization at E as localization at a map. The following result is a corollary

of Proposition 19.3.5. We use its notations, and we write KE and KE for the

class K and set K defined in Notation 19.3.3.

corollary 19.4.6. The following conditions on a space Z are equivalent.

(i) Z is E-local.

(ii) Z is FE-fibrant.

(iii) Z is KE-local.

(iv) Z −→ ∗ satisfies the RLP with respect to KE.

(v) Z is fE -local, where fE is the disjoint union of the maps in KE.

Therefore the KE-equivalences are the same as the E-equivalences and localization

at E coincides with localization at fE .

proof. (i) and (ii) are equivalent by Proposition 19.2.13, (ii) and (iv) are equiv-

alent by Proposition 19.3.5, and (iv) and (v) are equivalent by Lemma 19.4.2.

Analogously to the equivalence of (i) and (ii), we claim that (iii) and (iv) are

equivalent, and (iii) implies (iv) by Lemma 15.5.8. For the converse, since

the maps i : A −→ X in KE are q-cofibrations between q-cofibrant objects,

if we construct j : Spl i −→ CylX using the usual double mapping cylinder
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construction, then j is in the class KE and so has an isomorphic representa-

tive in the set KE . Thus (iv) implies (iii) by Lemma 15.5.3. The last statement

follows from Proposition 19.4.5, since it implies that the E-equivalences are

the maps that induce an isomorphism on [−,Z] for those spaces satisfying

our equivalent conditions. �

19.5. Bousfield localization in enriched model categories

We said that Definition 19.4.1 is naive and provisional. One good reason is

that the localization asked for in that definition need not always exist [40, p. 3].

Another reason is that, in practice, the model category M we start off with

is generally a V -model category for some cosmos V with a monoidal model

structure. We write (W ,C ,F ) for the model structures on bothM and V . We

regard these model structures as fixed and are concerned with localizations of

M. In the presence of such enrichment, Definition 19.4.1 is better replaced

by the following analogue. Others of our earlier definitions also admit such

enriched alternatives.

definition 19.5.1. Let K be any class of cofibrations between cofibrant

objects of M.

(i) An object Z ∈M is K -local if it is fibrant and

f ∗ : M (Y ,Z) −→M (X ,Z)

is a weak equivalence for all maps f in K .

(ii) A map ξ : X −→ Y is a K -equivalence if

(ξ ′)∗ : M (Y ′,Z) −→M (X ′,Z)

is a bijection for allK -local objectsZ and some (and hence any) cofibrant

approximation ξ ′ : X ′ −→ Y ′ of ξ.
(iii) A map φ : X −→ XK is a localization of X at K if XK is K -local and φ

is a K -equivalence.

Define LK to be the class of K -equivalences in M and define FK to be the

class of maps that satisfy the RLP with respect to C ∩LK . We say that the

LK -localization model structure exists if (LK ,C,FK ) is a model structure

on M.

In view of cofibrant replacement of maps, Lemma 15.5.6, our assumption

on the maps in K loses no generality in the context of the previous section;
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it ensures that M (X ,Z) is homotopically meaningful. As in Lemma 19.4.2,

sets K can be replaced by the disjoint union of the maps in them. Rather than

compare our two notions of localizations at sets of maps abstractly, we return

to the context of topological spaces, but now we prefer to work in the category

U∗ of based topological spaces. Here we quote the following result, which is

due to Casacuberta and Rodriguez [26]. As usual, we let F(X ,Y ) denote the

function space of based maps X −→ Y and let X+ denote the union of an

unbased space X and a disjoint basepoint.

theorem 19.5.2. Let f : A −→ B be a map between CW complexes and let Z be

any based space. Then f ∗ : F(B,Z) −→ F(A,Z) is a weak equivalence if and only

if the induced functions

[Sn+,F(B,Z)] −→ [Sn+,F(A,Z)],
or equivalently

[B∧Sn+,Z] −→ [A∧Sn+,Z],
are bijections for all n ≥ 0.

corollary 19.5.3. Let K be a class of relative based CW complexes A −→ B

that is closed under the extended suspension functors (− )∧Sn+ for n ≥ 0. Then the

K -local spaces and the K -equivalences in Definitions 19.4.1 and 19.5.1 coincide,

hence so do the two notions of K -localization and the two LK -model structures.

From here, working in the q-model structure on the category U∗ of based
topological spaces, one can elaborate the methods of §19.3 to prove the follow-

ing existence theorem for the f -model structure. We leave the details to the

interested reader, or to the references in the following remarks.

theorem 19.5.4. Let F denote the set consisting of a relative based CW

complex f : A −→ B and its extended suspensions f ∧Sn+ for n ≥ 0. Then the

F -localization model structure exists. It is a left proper U∗-model structure.

remark 19.5.5. There is an extensive literature on f -localizations for a map f .

Thefirst existence proof is due toBousfield [17], and the books [53, 65] study the

foundations in detail. These sources work with simplicial sets. Dror Fajoun’s

monograph [40] gives several variant existence proofs, and he explains how

either simplicial sets or topological spaces can be used. His monograph ana-

lyzes many interesting examples in detail. Bousfield [19] gives a nice overview
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of this area, with many references. More recently, Jeff Smith (unpublished)

has proven that the f -localization model structure exists for any map f in any

left proper combinatorial simplicial model category.

remark 19.5.6. One can ask whether localizations at classes, rather than sets,

of maps always exist. Remarkably, Casacuberta, Scevenels, and Smith [27]

prove that this holds if Vopěnka’s principle (a certain large cardinal axiom)

is valid, but that it cannot be proven using only the usual ZFC axioms of set

theory.

We end our discussion of model categories and localization with a philos-

ophical remark that contains a puzzling and interesting open problem.

remark 19.5.7. The notion of localizing a category M, or a homotopy cate-

gory HoM, at a subcategoryL of weak equivalencesmakes sense as a general

matter of homotopical algebra, independent of model category theory. How-

ever, the general theory here depends on the chosen model structure since

we have required L -local objects to be fibrant in a given model structure on

M. Thus our definition of an L -local object really defines the notion of being

L -local relative to a given model structure. For a fixed ambient category of

weak equivalences W , there may be several model structures (W ,C,F ) on M

with different good properties.

In particular, in the categories of spaces or chain complexes, we have the

q-model structure and them-model structurewith the sameweak equivalences

and therefore with equivalent homotopy categories. In these cases, all objects

are fibrant and so the definition of L -local objects is the same in the two

cases. However, the question of the existence of the L -model structure is still

model dependent. Clearly, asking whether (L,C,FL ) is a model structure is

a different question for C = Cq and for C = Cm . Of course, FL depends on

which choice wemake, even though the fibrant objects are the same with both

choices.

The known existence proofs for L -local (or K -local) model structures on

spaces start from the q-model structure. We actually do not know whether or

not (L,Cm ,F�) is amodel structure even whenwe do know that (L,Cq,F�) is

a model structure. We regard this as a quite unsatisfactory state of affairs, but

we leave the existence of model structures (L,Cm ,F�) as an open problem.
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Bialgebras and Hopf algebras
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20
BIALGEBRAS AND HOPF ALGEBRAS

We define bialgebras, Hopf algebras, and related algebraic structures, largely

following the original paper [104] of Milnor and Moore but incorporating

various simplifications and amplifications. The reader is urged to recall our

conventions on grading and commutativity from Warning 0.0.6. The theme

is the definition of algebraic structures by use of dual commutative diagrams.

Thus the familiar concepts of algebra and module dualize to concepts of coal-

gebra and comodule, and the structures of algebra and coalgebra combine

to give the notion of a bialgebra. Incorporating antipodes (sometimes called

conjugations), we obtain the notion of a Hopf algebra. In the cocommutative

case, bialgebras and Hopf algebras can be viewed as monoids and groups in

the symmetric monoidal category of cocommutative coalgebras.

20.1. Preliminaries

We shall work over a commutative ground ring R. The reader may prefer to

take R to be a field, since that holds in most applications. Unless otherwise

specified,⊗ = ⊗R andHom = HomR. Recall that these are defined on graded

R-modules by

(A⊗B)n =
∑

i+j=n

Ai ⊗Bj and Homn (A,B) =
∏

i

Hom (Ai,Bi+n).

We think of R, or any other ungraded R-module, as concentrated in degree 0.

We define the dual A∗ of A by A∗ = Hom (A,R), so that An = Hom (An,R);

here we have implicitly reversed the grading to superscripts (with a sign

change).

Of course, ⊗ is associative and unital (with unit R) up to natural isomor-

phism and has the natural commutativity isomorphism

γ : A⊗B→ B⊗A

417
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specified by γ (a⊗ b) = (− 1)deg a deg bb⊗ a. We introduce such a sign when-

ever two entities are permuted. By a harmless standard abuse, we omit the unit

and associativity isomorphisms from diagrams and treat them as if they were

identifications. Use of the commutativity isomorphism is alwaysmade explicit.

In categorical language, the category MR of graded R-modules is symmetric

monoidal, and it is closed in the sense that there is a natural isomorphism

Hom (A⊗B,C) ∼= Hom (A, Hom (B,C));

it sends f to g , where g(a)(b) = f (a⊗ b). There are further natural maps

ν : Hom (A,B)⊗C → Hom (A,B⊗C),

ρ : A→ A∗∗,

and

α : Hom (A,C)⊗Hom (B,D) −→ Hom (A⊗B,C⊗D),

which specializes to

α : A∗ ⊗B∗ → (A⊗B)∗.

These maps are specified by

ν( f ⊗ c)(a) = (− 1)deg (c) deg (a)f (a)⊗ c,

ρ(a)( f ) = (− 1)deg (a) deg ( f )f (a),

and

α( f ⊗ g)(a⊗ b) = (− 1)deg (g) deg (b)f (a)g(b).

We say thatA is projective if eachAi is projective (overR), and we say thatA

is of finite type if eachAi is finitely generated (overR). We say thatA is bounded

if it is nonzero in only finitely many degrees. Thus A is finitely generated if

and only if it is bounded and of finite type. We say that A is bounded below (or

above) if Ai = 0 for i sufficiently small (or large). Then ν is an isomorphism if

A is bounded and eitherA orC is projective of finite type, ρ is an isomorphism

ifA is projective of finite type, and the last map α is an isomorphism ifA andB

are bounded below and A or B is projective of finite type. In these assertions,

boundedness hypotheses ensure that the products appearing in our Hom’s

are finite, so that they become sums, and projective of finite type hypotheses
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allow us to apply the analogous assertions for ungraded modules. Hence-

forward, we implicitly restrict attention to nonnegatively graded modules, for

which Ai = 0 if i < 0, since that is the case of greatest interest in algebraic

topology.

Virtually all of our substantive results will be proven by use of filtrations

and bigraded modules. We usually have Ap,q = 0 for all p < 0 or all p > 0.

The signs occurring in the study of bigraded modules always refer to the total

degree p+ q. The tensor product of bigraded modules is given by

(A⊗B)p,q =
∑

i+j=p,k+l=q

Ai,k⊗Bj,l .

Similarly, the dual A∗ is given by Ap,q = Hom (Ap,q,R).

A filtration {FpA} of a graded module A is an expanding sequence of

submodules FpA. A filtration is said to be complete if

A ∼= colimFpA and A ∼= limA/FpA.

In most cases that we consider, we have either FpA = A for p ≥ 0 and

∩pFpA = 0 or FpA = 0 for p < 0 and A = ∪pFpA. In such cases, complete-

ness is clear. We give R the trivial filtration, FpR = 0 for p < 0 and FpR = R

for p ≥ 0. The tensor product of filtered modules is filtered by

Fp(A⊗B) = Im

⎛

⎝
∑

i+j=p

FiA⊗FjB

⎞

⎠ ⊂ A⊗B.

We say that a filtration of A is flat if each A/FpA is a flat R-module; we say that

a filtration is split if each sequence

0→ FpA→ A→ A/FpA→ 0

is split exact over R. Of course, these both hold automatically when R is a field.

The associated bigraded module E0A of a filtered module A is specified by

E0
p,qA = (FpA/Fp−1A)p+q.

Of course, E0 is a functor from filtered modules to bigraded modules.

proposition 20.1.1. Let f : A→ B be a map of complete filtered R-modules. If

E0f : E0A→ E0B is a monomorphism, or an epimorphism, or an isomorphism,

then f and all its restrictions Fpf are also monomorphisms, or epimorphisms, or

isomorphisms.
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proof. The commutative diagram

0 �� FpA/Fp−1A ��

��

FqA/Fp−1A

��

�� FqA/FpA ��

��

0

0 �� FpB/Fp−1B �� FqB/Fp−1B �� FqB/FpB �� 0

implies inductively that f induces a monomorphism or epimorphism or iso-

morphism FqA/FpA→ FqB/FpB for all p < q. Passing to colimits over q, we

find that the same is true for A/FpA→ B/FpB for all p. Since lim is left exact

and preserves isomorphisms, we obtain the conclusions for the monomor-

phism and isomorphism cases by passage to limits. Since lim is not right

exact, wemust work a little harder in the epimorphism case. Here we let Cp be

the kernel of the epimorphism A/FpA→ B/FpB and let C = limCp. A chase

of the commutative exact diagram

0

��

0

��
Fp+1A/FpA ��

��

Fp+1B/FpB ��

��

0

0 �� Cp ��

��

A/FpA ��

��

B/FpB ��

��

0

0 �� Cp+1 �� A/Fp+1A ��

��

B/Fp+1B ��

��

0

0 0

shows that {Cp} is an inverse system of epimorphisms. Therefore lim1Cp = 0

and each map C → Cp is an epimorphism. The exact sequence of inverse

systems

0→ {Cp} → {A/FpA} → {B/FpB} → 0

gives rise to an exact sequence 0→ C → A→ B→ 0 and a chase of the

commutative exact diagram
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0

��

0

��

C ��

��

Cp ��

��

0

0 �� FpA ��

��

A ��

��

A/FpA ��

��

0

0 �� FpB �� B ��

��

B/FpB ��

��

0

0 0

shows that FpA→ FpB is an epimorphism. �

Chases of congeries of exact sequences give the following comparison

assertion.

proposition 20.1.2. Let A and B be filtered R-modules such that A and B are

either both split or both flat. Then the natural map

E0A⊗E0B→ E0(A⊗B)

is an isomorphism of bigraded R-modules.

20.2. Algebras, coalgebras, and bialgebras

We give the most basic definitions in this section.

definition 20.2.1. An R-algebra A = (A,φ, η) is a graded R-module A to-

gether with a product φ : A⊗A→ A and unit η : R→ A such that the follow-

ing diagrams commute.

A⊗A⊗A
id⊗φ

��

φ⊗id
��

A⊗A

φ

��

and A⊗R
id⊗η

��

!!!!!!!!!!

!!!!!!!!!!
A⊗A

φ

��

R⊗A

%%%%%%%%%%

%%%%%%%%%%

η⊗id
��

A⊗A
φ

�� A A
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A is commutative if the following diagram also commutes.

A⊗A
γ

��

φ ����������
A⊗A

φ!!��������

A

AnaugmentationofA is amorphismof algebras ε : A→ R. Given ε, ker ε is

denoted IA and called the augmentation ideal ofA; since εη = id, A ∼= R⊕ IA.

If A and B are algebras, then so is A⊗B; its unit and product are

R = R⊗R
η⊗η

��A⊗B and A⊗B⊗A⊗B
(φ⊗φ)( id⊗γ⊗id )

��A⊗B.

An algebra A is commutative if and only if φ : A⊗A→ A is amap of algebras.

definition 20.2.2. An R-coalgebra C = (C,ψ , ε) is a graded R-module C

together with a coproduct ψ : C → C⊗C and counit (or augmentation)

ε : C → R such that the following diagrams commute.

C
ψ

��

ψ

��

C⊗C

id⊗ψ
��

and C

%%%%%%%%%

%%%%%%%%%

!!!!!!!!!

!!!!!!!!!

ψ

��
C⊗C

ψ⊗id
�� C⊗C⊗C C⊗R C⊗C

ε⊗id
��

id⊗ε
�� R⊗C

C is cocommutative if the following diagram also commutes.

C
ψ

�����������
ψ

!!���������

C⊗C
γ

�� C⊗C

A unit (sometimes called coaugmentation) for C is a morphism of coalge-

bras η : R→ C; given η, define JC = coker η. Since εη = id, C ∼= R⊕ JC. If

C and D are coalgebras, then so is C⊗D; its augmentation and coproduct are

C⊗B
ε⊗ε

�� R⊗R = R and C⊗D
( id⊗γ⊗id )(ψ⊗ψ)

�� C⊗D⊗C⊗D.

A coalgebra C is cocommutative if and only if ψ is a map of coalgebras.
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definition 20.2.3. Let A be a flat R-module. A bialgebra (A,φ,ψ , η, ε) is an

algebra (A,φ, η) with augmentation ε and a coalgebra (A,ψ , ε) with unit η such

that the following diagram is commutative.

A⊗A
φ

��

ψ⊗ψ
��

A
ψ

�� A⊗A

A⊗A⊗A⊗A
id⊗γ⊗id

�� A⊗A⊗A⊗A

φ⊗φ
++

That is, φ is a morphism of coalgebras or, equivalently, ψ is a morphism

of algebras. If the associativity of φ and coassociativity of ψ are deleted from

the definition, then A is said to be a quasi-bialgebra.1 There result notions of

coassociative quasi-bialgebra and of associative quasi-bialgebra.

Theflatness ofA is usually not assumedbut holds in practice; in its absence,

the notion of bialgebra is perhaps too esoteric to be worthy of contemplation.

lemma 20.2.4. Let A be projective of finite type.

(i) (A,φ, η) is an algebra if and only if (A∗,φ∗, η∗) is a coalgebra, ε is an aug-

mentation of A if and only if ε∗ is a unit of A∗, and A is commutative if and

only if A∗ is cocommutative.

(ii) (A,φ,ψ , η, ε) is a bialgebra if and only if (A∗,ψ∗,φ∗, ε∗, η∗) is a bialgebra.

Similar conclusions hold for quasi-bialgebras.

definition 20.2.5. We define indecomposable and primitive elements.

(i) Let A be an augmented algebra. Define the R-module QA of indecompos-

able elements of A by the exact sequence

IA⊗ IA
φ

�� IA �� QA �� 0.

Note that QA is well-defined even if A is not associative.

(ii) LetC be a unital coalgebra. Define theR-modulePC of primitive elements

of C by the exact sequence

0 �� PC �� JC
ψ

�� JC⊗ JC.

1. This use of “quasi” is due to Milnor and Moore [104]; Drinfeld later gave a more precise
meaning to the term “quasi-Hopf algebra” [38].
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Let IC = ker ε. We say that x ∈ IC is primitive if its image in JC lies in

PC. Note that PC is well-defined even if C is not coassociative.

lemma 20.2.6. If C is a unital coalgebra and x ∈ IC, then

ψ(x) = x⊗ 1+
∑

x′ ⊗ x′′ + 1⊗ x,

where
∑

x′ ⊗ x′′ ∈ IC⊗ IC. If x is primitive, then

ψ(x) = x⊗ 1+ 1⊗ x.

proof. C⊗C = (R⊗R)⊕ (IC⊗R)⊕ (R⊗ IC)⊕ (IC⊗ IC), whereR = Im η,

and the natural map IC → JC is an isomorphism. The first statement holds

since

(ε⊗ id )ψ(x) = x = ( id⊗ε)ψ(x),

and the second statement is immediate from the definition. �

When x ∈ IC, we usually write ψ(x) =∑
x′ ⊗ x′′ generically for the

coproduct,2 including the terms x⊗ 1 and 1⊗ x and omitting an index of

summation.

lemma 20.2.7. If A is an augmented algebra, then P(A∗) = (QA)∗. If, further, A

is projective of finite type, then

IA⊗ IA �� IA �� QA �� 0

is split exact if and only if

0 �� P(A∗) �� I(A∗) �� I(A∗)⊗ I(A∗)

is split exact; when this holds, P(A∗)∗ = QA.

definition 20.2.8. LetA be a quasi-bialgebra. Define ν : PA→ QA to be the

composite

PA �� JA ∼= IA �� QA

(or, equivalently, the restriction of IA→ QA to PA if PA is regarded as con-

tained in A). A is said to be primitive, or primitively generated, if ν is an epi-

morphism; A is said to be coprimitive if ν is a monomorphism.

2. In the algebraic literature, the more usual convention is to write ψ(x) =∑
x(1)⊗ x(2).
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A structure A (algebra, coalgebra, bialgebra, etc.) is filtered if it has a split

filtration such that all of the structure maps preserve the filtration. It follows

that E0A is a structure of the given type. The following definitions give basic

tools for the study of (quasi) bialgebras by passage to associated bigraded

primitive or coprimitive bialgebras. We warn the reader that the filtrations in

the following two definitions are not necessarily complete. In the first case,

that is a familiar fact from classical algebra since the intersection of the powers

of a (two-sided) ideal in a ring can be nonzero [6, p. 110].

definition 20.2.9. Let A be an augmented algebra. Define the product fil-

tration {FpA} by FpA = A if p ≥ 0 and FpA = (IA)−p if p < 0. Observe that

E0
p,∗A = 0 if p > 0, E0

0,∗A = E0
0,0A = R, and E0−1,∗A = QA.

If A is an associative quasi-bialgebra with split product filtration, then E0A

is a primitive bialgebra since the elements of E0−1,∗A generate E0A and are

evidently primitive, and this implies coassociativity.

definition 20.2.10. Let C be a unital coalgebra. Define the coproduct filtra-

tion {FpC} by FpC = 0 if p < 0, F0C = R, and FpC = ker ψ̄p if p > 0, where

ψ̄p is the composite

IC ⊂ C
ψp

��C⊗ · · ·⊗C ��JC⊗ · · ·⊗ JC, p factors.

Observe that

E0
p,∗C = 0 if p < 0, E0

0,∗C = E0
0,0C = R, and E0

1,∗C = PC.

If C is a coassociative quasi-bialgebra with split coproduct filtration, then E0C

is a coprimitive bialgebra since the elements of E0−1,∗C are evidently indecom-

posable and include all the primitives; Lemma 21.1.1 below implies that E0C

is associative.

20.3. Antipodes and Hopf algebras

For a monoid G, the monoid ring R[G] is a bialgebra with product, coproduct,

unit, and counit induced by the product, diagonal, identity element, and trivial

function G −→ {pt}. If G is a group, its inverse function induces an antipode

on R[G], in the sense of the following definition.
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definition 20.3.1. An antipode χ on a bialgebra A is a map χ : A→ A of

R-modules such that the following diagrams commute.

A⊗A
id⊗χ

�� A⊗A

φ

��

A⊗A
χ⊗id

�� A⊗A

φ

��
A

ψ

++

ε

�� R
η

�� A A

ψ

++

ε

�� R
η

�� A

A Hopf algebra is a bialgebra with a given antipode.

If A and B have antipodes χ and χ ′ then A⊗B has the antipode χ ⊗χ ′.

remark 20.3.2. The original definition of an antipode in Milnor and Moore

[104] required only one of these two diagrams to commute, since in the cases of

interest in algebraic topology, if one of themcommutes, then so does the other.

Actually, in [104] andmost of the topological literature, the term “conjugate” is

used instead of “antipode”. Historically, the concept ofHopf algebra originated

in algebraic topology, where the term “Hopf algebra” was used for what we

are calling a bialgebra. The term “bialgebra” was introduced later and is still

rarely used in topology. In fact, as we shall see in §21.3 below, the bialgebras

that usually appear in algebraic topology automatically have antipodes, so that

it is reasonable to ignore the distinction, and we do so where no confusion can

arise. We have followed the algebraic literature in using the name antipode

and distinguishing between bialgebras andHopf algebras because of themore

recent interest inHopf algebras of a kind that donot seemto appear in algebraic

topology, such as quantum groups.

remark 20.3.3. In general, the existence and properties of antipodes is a sub-

tle question. For example, χ can exist but not satisfy χ2 = id. The order of an

antipode χ is defined to be the minimum n such that χn = id. It can be any

even number or can even be infinite [136, p. 89].

In the cocommutative case, the concepts of bialgebra andHopf algebra can

be given a pleasant conceptual form. It is a standard and easy observation that

the tensor product is the categorical coproduct in the category of commutative

algebras. The units of A and B induce maps of algebras i : A→ A⊗B← B : j,

and for any algebra maps f : A −→ C ←− B : g , the composite of f ⊗ g and

the product on C gives the unique map of algebras h : A⊗B −→ C such
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that h ◦ i = f and h ◦ j = g . We are interested in the dual observation. Recall

that, in any category with products, we have the notion of amonoid, namely an

object with an associative and unital product, and of a group, namely amonoid

with an antipode. The following result is immediate from the definitions.

proposition 20.3.4. The tensor product is the categorical product in the category

C of commutative coalgebras. A cocommutative bialgebra is a monoid in C , and a

cocommutative Hopf algebra is a group in C.

There is another conceptual way of thinking about antipodes. It is based

on the following construction.

construction 20.3.5. Let C be a coalgebra and A be an algebra. Then

Hom (C,A) is an algebra, called a convolution algebra. Its unit element is the

composite C
ε−→ R

η−→ A and its product is the composite

∗ : Hom (C,A)⊗Hom (C,A)
α−→ Hom (C⊗C,A⊗A)

Hom (ψ ,φ)−−−−−−→ Hom (C,A).

If C is unital with unit η and A is augmented with augmentation ε, then the

set G(C,A) of maps of R-modules f : C −→ A such that f η = η and εf = ε is

a submonoid of Hom (C,A) under the convolution product ∗.

remark 20.3.6. Visibly, when A is a bialgebra, an antipode is a (two-sided)

inverse to the identity map A −→ A in the monoid G(A,A). Therefore χ is

unique if it exists. This remark is one reason to prefer the two-sided rather

than the one-sided definition of an antipode.

Clearly, a sensible way to prove that a bialgebra A is a Hopf algebra is to

prove more generally that G(A,A) is a group. We return to this point in §21.3,

where we give an easy general result of this form that applies to the examples

of interest in algebraic topology.

20.4. Modules, comodules, and related concepts

There are many further basic pairs of dual algebraic definitions.

definition 20.4.1. Let (A,φ, η) be an algebra. A left A-module (N , ξ ) is an

R-module N and action ξ : A⊗N → N such that the following diagrams

commute.
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A⊗A⊗N
id⊗ξ

��

φ⊗id
��

A⊗N

ξ

��

and A⊗N

ξ

��

R⊗N
η⊗id
��

&&&&&&&&&&

&&&&&&&&&&

A⊗N
ξ

�� N N

For an R-module N , (A⊗N ,φ⊗ id ) is an A-module and is said to be an

extended A-module. For an A-module (N , ξ ), ξ is a morphism of A-modules.

With kernels and cokernels defined degreewise, the category of leftA-modules

is abelian. There is an analogous abelian category of right A-modules. For a

right A-module (M, λ) and a left A-module (N , ξ ), the tensor product M⊗A N ,

which of course is just an R-module, can be described as the cokernel of

λ⊗ id− id⊗ξ : M⊗A⊗N → M⊗N ;

⊗A is a right exact functor of M and of N .

definition 20.4.2. Given an augmentation ε : A→ R of A, regard R as a

(left and right) A-module via ε and define

QAN = R⊗A N = N/IA ·N ;

Q AN is called the module of A-indecomposable elements of N and is abbre-

viated QN when there is no danger of confusion. Observe that QA(IA)=QA.

definition 20.4.3. Let (C,ψ , ε) be a coalgebra. A left C-comodule (N , ν) is

anR-moduleN and coaction ν : N → C⊗N such that the following diagrams

commute.

N
ν

��

ν

��

C⊗N

ψ⊗id
��

and N

ν

�� ,,,,,,,,,,

,,,,,,,,,,

C⊗N
id⊗ν

�� C⊗C⊗N C⊗N
ε⊗id

�� R⊗N

For an R-module N , (C⊗N ,ψ ⊗ id ) is a C-comodule, said to be a coexten-

ded C-comodule. For a C-comodule (N , ν), ν is a morphism of C-comodules.

Since ⊗ is right but not left exact, the category of left C-comodules does not

admit kernels in general; it is abelian if C is a flat R-module. There is an
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analogous category of right C-comodules. For a right C-comodule (M,μ) and

a left C-comodule (N , ν), define the cotensor product M�CN to be the ker-

nel of

μ⊗ id− id⊗ν : M⊗N → M⊗C⊗N .

The functor� is left exactwith respect to sequencesof left or rightC-comodules

that are split exact as sequences of R-modules (in the sense that the kernel at

each position is a direct summand).

definition 20.4.4. Given a unit η : R→ C, regard R as a (left and right)

C-comodule via η and define

PCN = R�CN = {n|ν(n) = 1⊗ n};
PCN is called the module of C-primitive elements of N and is abbreviated PN

when there is no danger of confusion. Observe that PC ( JC) = PC.

The following definition is fundamental. For a general algebraA, the tensor

product (over R) of A-modules is an A⊗A-module, but for bialgebras we can

internalize this structure by pullback along ψ .

definition 20.4.5. Let (A,φ,ψ , η, ε) be a bialgebra. For leftA-modules (N , ξ )

and (N ′, ξ ′), the following composite defines a left A-module structure on

N ⊗N ′.

A⊗N ⊗N ′
( id⊗γ⊗id )(ψ⊗id )

�� A⊗N ⊗A⊗N ′
ξ⊗ξ ′

�� N ⊗N ′

An A-structure (module, coalgebra, algebra, bialgebra, Hopf algebra, etc.) is

an A-module and a structure of the specified type such that all the maps that

define the structure aremorphismsofA-modules. Dually, for leftA-comodules

(N , ν) and (N ′, ν′), the following composite defines a leftA-comodule structure

on N ⊗N ′.

N ⊗N ′
ν⊗ν′

�� A⊗N ⊗A⊗N ′
(φ⊗id )( id⊗γ⊗id )

�� A⊗N ⊗N ′

The dual notion of an A-comodule and a structure whose structural maps are

morphisms of A-comodules will be referred to as an A-comodule structure.

lemma 20.4.6. Let A be an algebra and N be an R-module, both projective of finite

type.
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(i) (N, ξ ) is a left A-module if and only if (N∗, ξ∗) is a left A∗-comodule and then,

if QN is also projective of finite type, (QN)∗ = P(N∗).
(ii) If A is a bialgebra, then N is a left A-structure if and only if N∗ is a left

A∗-comodule structure of the dual type.

lemma 20.4.7. Let A be a bialgebra and C be a left A-coalgebra. Then QAC admits

a unique structure of coalgebra such that the natural epimorphism π : C → QAC

is a morphism of coalgebras.

proof. The augmentation of QAC = R⊗A C is the map

id⊗ε : R⊗A C → R⊗A R = R

and the coproduct is the composite of

id⊗ψ : R⊗A C → R⊗A (C⊗C)

and the natural map R⊗A (C⊗C)→ (R⊗A C)⊗ (R⊗A C). �

Note that any bialgebra C that contains A as a subbialgebra is certainly a

left A-coalgebra.

lemma 20.4.8. Let A be a bialgebra and B be a left A-comodule algebra. Then

PAB admits a unique structure of algebra such that the natural monomorphism

ι : PAB→ B is a morphism of algebras.

definition 20.4.9. Amorphism f : A→ B of augmented algebras is said to

be normal if the images of the composites

IA⊗B
f ⊗id

�� B⊗B
φ

�� B and B⊗ IA
id⊗f

�� B⊗B
φ

�� B

are equal and if the quotient map π : B→ B//f is a split epimorphism, where

B//f is defined to be the R-module

QAB = R⊗A B = B/IA ·B = B/B · IA = B⊗A R.

When f is an inclusion, B//f is generally written B//A. Clearly B//f ad-

mits a unique structure of augmented algebra such that π is a morphism of

augmented algebras, and the following is an exact sequence of R-modules.
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QA
Qf

�� QB
Qπ

�� Q (B//f ) �� 0

definition 20.4.10. A morphism g : B→ C of unital coalgebras is said to

be conormal if the kernels of the composites

B
ψ

�� B⊗B
g⊗id

�� JC⊗B and B
ψ

�� B⊗B
id⊗g

�� B⊗ JC

are equal and if the inclusion ι : B\\g → B is a split monomorphism, where

B\\g is defined to be the R-module

PCB = R�CB = ker (g ⊗ id )ψ = ker ( id⊗g)ψ = B�CR.

When g is an epimorphism, B\\g is generally written B\\C. Clearly B\\g
admits a unique structure of unital coalgebra such that ι is a morphism of

unital coalgebras, and the following is an exact sequence of R-modules

0 �� P(B\\g) Pι
�� PB

Pg
�� PC.

When R is a field, any morphism of commutative augmented algebras is

normal and any morphism of cocommutative unital coalgebras is conormal.

remark 20.4.11. Let f : A→ B be a morphism of bialgebras. If f is normal,

then B//f is a quotient bialgebra of B by Lemma 20.4.7. If f is conormal, then

A\\f is a subbialgebra of A by Lemma 20.4.8. The first assertion generalizes.

A two-sided ideal J ⊂ IB is said to be a Hopf ideal if

ψ(J) ⊂ B⊗ J+ J⊗B,

and then B/J (if flat) is a quotient bialgebra of B.

We emphasize that the previous few definitions and results work equally

well if bialgebras are replaced by Hopf algebras everywhere.
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AnR-moduleA such thatAi = 0 for i < 0 (aswe have tacitly assumed through-

out) and A0 = R is said to be connected. Note that a connected algebra admits

a unique augmentation and a connected coalgebra admits a unique unit.

We shall see in §21.3 that a connected bialgebra always admits a unique

antipode. Except in §21.3, we therefore follow the literature of algebraic

topology and only use the term “Hopf algebra” in this chapter, since there

is no real difference between the notions when A is connected. Connected

structures arise ubiquitously in topology and have many special properties.

For example, the homology of a connected homotopy associative H-space

X is a connected Hopf algebra. The homology of nonconnected but grou-

plike (π0(X ) is a group) homotopy associative H-spaces leads to the more

general notion of a component Hopf algebra. When concentrated in degree

zero, these are just the classical group algebras R[G]. These too have unique

antipodes.

We prove basic theorems on the splitting of connected algebras and coal-

gebras over a connected Hopf algebra in §21.2, and we prove the self-duality

of free commutative and cocommutative connected Hopf algebras on a single

generator in §21.4. To illustrate the power of these beautiful but elementary

algebraic results, we show how they can be used to prove Thom’s calculation

of unoriented cobordism and Bott’s periodicity theorem for BU in §21.5 and

§21.6.

21.1. Connected algebras, coalgebras, and Hopf algebras

We here prove various special properties that hold in the connected case but

do not hold in general. However, they generally do apply to bigraded objects

that are connected to the eyes of one of the gradings, and such structures can

arise from filtrations of objects that are not connected.

432
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lemma 21.1.1. Let A be a connected coprimitive quasi-Hopf algebra. Then A is

associative and commutative. If the characteristic of R is a prime p, then the pth

power operation ξ (defined only on even degree elements of A if p > 2) is identically

zero on IA.

proof. Write a(x, y, z) = x(yz)− (xy)z and [x, y] = xy− (− 1)deg x deg yyx. If

x, y, and z are primitive elements of IA, then a(x, y, z), [x, y], and ξ (x) are

also primitive by direct calculation from Lemma 20.2.6 and the fact that the

coproduct is a map of algebras. Since these elements obviously map to zero

in QA, they must be zero. Now proceed by induction on q = deg x, for fixed q

by induction on r = deg y, and for fixed q and r by induction on s = deg z. By

calculation from the induction hypothesis at each stage, we find that a(x, y, z),

[x, y], and ξ (x) are primitive and therefore zero. Here we prove commutativity

before handling pth powers so as to ensure that (x+ y)p = xp+ yp. �

APrüfer ring is an integral domain all of whose ideals are flat. ANoetherian

Prüfer ring is a Dedekind ring. Recall that we require Hopf algebras to be flat

R-modules.

lemma 21.1.2. A connected Hopf algebra A over a Prufer ring R is the colimit of

its Hopf subalgebras of finite type.

proof. SinceR is Prüfer, every submodule of the flatR-moduleA is flat. Any

element of A lies in a finitely generated subalgebra B, and B is clearly of finite

type. An inductive argument based on the form ofψ(x) given in Lemma 20.2.6

shows that the smallest Hopf subalgebra of A that contains B is also finitely

generated. �

proposition 21.1.3. If f : A→ B is a morphism of augmented algebras, where

B is connected, then f is an epimorphism if and only if Q f is an epimorphism.

proof. Certainly Q f is an epimorphism if f is. Suppose that Q f is an

epimorphism. By application of the five lemma to the commutative diagram

with exact rows

IA⊗ IA ��

f ⊗f

��

IA ��

f

��

QA ��

Q f

��

0

IB⊗ IB �� IB �� QB �� 0
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we see by induction on n that f is an epimorphism in degree n for all n since

f is trivially an epimorphism in degree 0 by the connectivity of B. �

proposition 21.1.4. If f : A→ B is a morphism of R-flat unital coalgebras,

where A is connected, then f is a monomorphism if and only if Pf : PA→ PB is a

monomorphism.

proof. The argument is dual to that just given. The flatness hypothesis

ensures that f ⊗ f : JA⊗ JA→ JB⊗ JB is a monomorphism in degree n if

f is a monomorphism in degrees less than n. �

The following result is a version of “Nakayama’s lemma”. It and its dual

are used constantly in algebraic topology.

lemma 21.1.5. If A is a connected algebra and N is a left A-module, then N = 0

if and only if QN = 0.

proof. Clearly QN = 0 if and only if IA⊗N → N is an epimorphism, and

this implies that N is zero by induction on degrees. �

lemma 21.1.6. If A is a connected algebra and f : N → N ′ is a morphism of

left A-modules, then f is an epimorphism if and only if Q f : QN → QN ′ is an

epimorphism.

proof. The functor Q is right exact, hence Q coker f = 0 and therefore

coker f = 0 if Q f is an epimorphism. �

The duals of the previous two results read as follows.

lemma 21.1.7. If C is a connected coalgebra and N is a left C-comodule, then

N = 0 if and only if PN = 0.

lemma 21.1.8. If C is an R-flat connected coalgebra and f : N → N ′ is a mor-

phism of left C-comodules, then f is a monomorphism if and only if Pf is a

monomorphism.
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21.2. Splitting theorems

Here we prove the basic results of Milnor and Moore [104] on tensor prod-

uct decompositions of connected Hopf algebras. These play a key role in

many calculations, for example, in the calculation of the cobordism rings of

manifolds.

theorem 21.2.1. Let A be a connected Hopf alqebra and B be a connected left

A-coalgebra. Write QB = QAB and assume that the quotient map π : B→ QB

is a split epimorphism. Define ι : A→ B by ι(a) = aη(1) and assume that

ι⊗ id : A⊗QB→ B⊗QB is a monomorphism. Then there is an isomorphism

f : B→ A⊗QB that is a map of both left A-modules and right QB-comodules.

proof. Since π is a split epimorphism, we can choose a map of R-modules

σ : QB→ B such that πσ = id. Let g : A⊗QB→ B be the induced map of

leftA-modules. SinceQg : QB = Q (A⊗QB)→ QB is the identity, g is an epi-

morphism by Lemma 21.1.6. We have the following composite of morphisms

of A-modules.

h : A⊗QB
g

�� B
ψ

�� B⊗B
id⊗π

�� B⊗QB

Here A acts through ε : A→ R on QB and acts diagonally on the tensor prod-

ucts. We claim that h is a monomorphism, so that g is a monomorphism and

therefore an isomorphism. Filter A⊗QB by the degrees of elements of QB,

Fp(A⊗QB) =
∑

i≤p

A⊗Q iB.

The associated bigraded module of A⊗QB satisfies

E0
p,q(A⊗QB) = Aq⊗Q pB.

Filter B⊗QB similarly. Since h is a morphism of A-modules and is clearly

filtration-preserving when restricted to QB, it is filtration-preserving. Since

π (an) = 0 unless deg (a) = 0, we see that E0h = ι⊗ id and thus E0h is a

monomorphism by hypothesis. By Proposition 20.1.1, it follows that h is a

monomorphism, as claimed. Nowobserve that g(a⊗ η(1)) = ι(a) for a ∈ A and

thus ( id⊗ε)g−1ι = id : A→ A, ε : QB→ R. Define f to be the composite

B
ψ

�� B⊗B
id⊗π

�� B⊗QB
g−1⊗id

�� A⊗QB⊗QB
id⊗ε⊗id

�� A⊗QB.
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Clearly f is a morphism of left A-modules and right QB-comodules. Recall

the filtration on A⊗QB. Inspection shows that fg : A⊗QB→ A⊗QB is

filtration-preserving and that

E0( fg) = ( id⊗ε)g−1ι⊗πσ = id.

Therefore, by Proposition 20.1.1, fg is an isomorphism, hence so is f . �

Note that, in the hypotheses, ι⊗ id will be a monomorphism if ι is a mono-

morphism and QB is flat. Since a direct summand of a flat module is flat, the

assumption on π implies that QB is flat if B is flat. Of course, when R is a

field, as is the case in most applications, the only assumption is that ι : A→ B

be a monomorphism.

The dual result reads as follows.

theorem 21.2.2. Let C be a connected Hopf algebra and B be a connected left

C-comodule algebra. Write PB = PCB and assume that the inclusion ι : PB→ B

is a split monomorphism. Define π : B→ C to be the composite of the co-

action ν : B→ C⊗B and id⊗ε : C⊗B→ C and assume that

π ⊗ id : B⊗PB→ C⊗PB is an epimorphism. Then there is an isomorphism

g : C⊗PB→ B that is a map of both left C-comodules and right PB-modules.

When R is a field, the only assumption is that π : B→ C be an epimor-

phism.

These results are frequently applied tomorphisms of Hopf algebras. Recall

Definitions 20.4.9 and 20.4.10.

theorem 21.2.3. Let ι : A→ B and π : B→ C be morphisms of connected Hopf

algebras. The following are equivalent.

(i) ι is a normal monomorphism, C = B//A, and π is the quotient map.

(ii) π is a conormal epimorphism, A = B\\C, and ι is the inclusion.

(iii) There is an isomorphism f : A⊗C → B of left A-modules and right

C-comodules and an isomorphism g : C⊗A→ B of right A-modules and

left C-comodules.

When (i)–(iii) hold,

f ( id⊗η) = ι = g(η⊗ id ), (ε⊗ id )f −1 = π = ( id⊗ε)g−1,
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and the following is a commutative diagram with exact rows.

0 �� PA
Pι

��

ν

��

PB
Pπ

��

ν

��

PC

ν

��
QA

Q ι

�� QB
Qπ

�� QC �� 0

proof. Clearly (i) implies (iii) by Theorem 21.2.1 and symmetry; similarly,

(ii) implies (iii) byTheorem21.2.2 and symmetry.When (iii) holds, the descrip-

tions of ι and π in terms of f and g follow from the module and comodule

morphism properties of f and g , and (i) and (ii) follow by inspection. The

diagram is obvious. �

corollary 21.2.4. Let A→ B and B→ C be normal monomorphisms of con-

nected Hopf algebras. Then B→ C induces a normal monomorphism of connected

Hopf algebras B//A→ C//A, and (C//A)//(B//A) is isomorphic to C//B.

proof. C ∼= B⊗C//B, hence C//A ∼= B//A⊗C//B, and the conclusions

follow. �

corollary 21.2.5. Let A→ B and B→ C be conormal epimorphisms of con-

nected Hopf algebras. Then A→ B induces a conormal epimorphism of connected

Hopf algebras A\\C → B\\C, and (A\\C)\\(B\\C) is isomorphic to A\\B.

21.3. Component coalgebras and the existence of antipodes

To prove the existence and develop the properties of χ on a bialgebra A,

we need to make some hypothesis. However, the usual hypothesis in alge-

braic topology, connectivity, is too restrictive for many applications. We give a

more general hypothesis, but still geared toward the applications in algebraic

topology.

definition 21.3.1. We define grouplike algebras and component coalge-

bras.

(i) An augmented algebraA is said to be grouplike if the set ε−1(1) of degree
0 elements is a group under the product of A.
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(ii) Let C be a coalgebra such that C0 is R-free and define

πC = {g |ψ(g) = g ⊗ g and g �= 0} ⊂ C0.

For g ∈ πC, g = ε(g)g by the counit property and thus ε(g) = 1 since

C0 is assumed to be R-free. Define the component Cg of g by letting

Cg = Rg ⊕ C̄g , where the R-module C̄g of positive degree elements of

Cg is

{x|ψ(x) = x⊗ g +
∑

x′ ⊗ x′′ + g ⊗ x, deg x′ > 0 and deg x′′ > 0}.

(iii) Say that C is a component coalgebra if C0 is R-free, each Cg is a sub-

coalgebra of C, and C is the direct sum of the Cg .

IfC is unital then it has a privileged component, namelyC1. Note that prim-

itivity becomes a less general notion in component coalgebras than intuition

might suggest: elements x withψ(x) = x⊗ g + g ⊗ x, g �= 1, are not primitive

according to Definition 20.2.5.

If X is a based space, then H∗(X ;R), if R-flat, is a unital component coalge-

bra. Similarly, H∗(�X ;R), if R-flat, is a grouplike component Hopf algebra; it

is connected if and only if X is simply connected.

Now recall Construction 20.3.5. We implement the idea at the end of §20.3.

lemma 21.3.2. If C is a unital component coalgebra and A is a grouplike aug-

mented algebra, then G(C,A) is a group under the convolution product ∗.

proof. Let f ∈ G(C,A). We must construct f −1. Define f −1(g) = f (g)−1 for
g ∈ πC and extend f −1 to all of C0 by R-linearity. Proceeding by induction on

degrees, define f −1(x) for x ∈ C̄g by

f −1(x) = −f (g)−1f (x)f (g)−1−
∑

f (g)−1f (x′)f −1(x′′),

where ψ(x) = x⊗ g +∑
x′ ⊗ x′′ + g ⊗ x, deg x > 0 and deg x′′ > 0. Extend

f −1 to C by R-linearity. Then f ∗ f −1 = ηε by direct inductive calculation. Of

course, since every f has a right inverse, f −1 ∗ f = ηε follows formally. �

proposition 21.3.3. Let A be a grouplike component bialgebra. Then A admits

a (unique) antipode χ , so that

φ( id⊗χ )ψ = ηε = φ(χ ⊗ id )ψ .



“530-46909_Ch21_6P.tex” — 8/25/2011 — 10:37 — page 439

−1
0

+1

21.3. component coalgebras and the existence of antipodes / 439

Further, the following two diagrams are commutative.

A
ψ

��

χ

��

A⊗A
γ

�� A⊗A

χ⊗χ
��

and A⊗A
γ

��

χ⊗χ
��

A⊗A
φ

�� A

χ

��
A

ψ

�� A⊗A A⊗A
φ

�� A.

Moreover, if A is either commutative or cocommutative, then χ2 ≡ χ ◦χ = id.

proof. The first statement is immediate from Lemma 21.3.2. For the

first diagram, we claim that both ψχ and (χ ⊗χ )γψ are the inverse of

ψ : A→ A⊗A in the group G(A,A⊗A). Indeed, we have

ψ ∗ψχ = (φ⊗φ)( id⊗γ ⊗ id )(ψ ⊗ψχ )ψ = ψφ( id⊗χ )ψ = ψηε = ηε

by the very definition of a bialgebra. Since χ is natural and γ : A⊗A→ A⊗A

is an automorphism of Hopf algebras, (χ ⊗χ )γ = γ (χ ⊗χ ). Thus

ψ ∗ (χ ⊗χ )γψ = (φ⊗φ)( id⊗γ ⊗ id )(ψ ⊗ γ (χ ⊗χ )ψ)ψ

= (φ⊗φ)( id⊗γ ⊗ id )( id⊗ id⊗γ )( id⊗ id⊗χ ⊗χ )(ψ ⊗ψ)ψ

= (φ⊗ id )( id⊗γ )( id⊗φ⊗ id )( id⊗ id⊗χ ⊗χ )( id⊗ψ ⊗ id )(ψ ⊗ id )ψ

= (φ⊗ id )( id⊗γ )( id⊗ηε⊗χ )(ψ ⊗ id )ψ

= (φ⊗ id )( id⊗χ ⊗ ηε)(ψ ⊗ id )ψ

= (ηε⊗ ηε)ψ = ηε.

The proof of the second diagram is dual. Finally, to show that χ2 = id, it

suffices to show thatχ2 is the inverse ofχ in the groupG(A,A). IfA is commu-

tative, the second diagram in the statement gives

χ2 ∗χ = φ(χ2 ∗χ )ψ = φ(χ ⊗χ )(χ ⊗ id )ψ = χφγ (χ ⊗ id )ψ = χηε = ηε.

The proof that χ2 = id when A is cocommutative is dual. �

Note that the second diagram of the statement asserts that χ is a graded

involution. In the connected case, an easy induction gives the following explicit

formula for the antipode. If deg x > 0 and ψ(x) = x⊗ 1+∑
x′ ⊗ x′′ + 1⊗ x,
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deg x′ > 0 and deg x′′>0, then

21.3.4 χ (x) = −x−
∑

x′χ (x′′)

21.4. Self-dual Hopf algebras

The homology Hopf algebras H∗(BU ;Z) and H∗(BO;F2) enjoy a very special

property: they are self-dual, so that they are isomorphic to the cohomology

Hopf algebras H∗(BU ;Z) and H∗(BO;F2). The proof of this basic result is

purely algebraic and explicitly determines the homology Hopf algebras from

the cohomology Hopf algebras (or vice versa if one calculates in the opposite

order). We assume that the reader knows that the cohomology Hopf algebras

are given by

21.4.1 H∗(BU ;Z) = P{ci | i ≥ 1} with ψ(cn) =
∑

i+j=n

ci ⊗ cj

and

21.4.2 H∗(BO;F2) = P{wi | i ≥ 1} with ψ(wn) =
∑

i+j=n

wi ⊗wj .

The calculations of H∗(BU(n);Z) and H∗(BO(n);F2) are summarized in [93,

pp. 187, 195], and passage to colimits over n gives the stated conclusions.

Thus determination of the homology algebras is a purely algebraic problem

in dualization.1

Recall that the dual coalgebra of a polynomial algebra P[x] over R is written

�[x]; when P[x] is regarded as a Hopf algebra with x primitive, �[x] is called
a divided polynomial Hopf algebra.

ClearlyH∗(BU(1);Z) = P[c1] andH∗(BO(1);F2) = P[w1] are quotient alge-
bras of H∗(BU ;Z) and H∗(BO;F2). Write H∗(BU(1);Z) = �[γ1]; it has basis
{γi | i ≥ 0} and coproductψ(γn) =∑

i+j=n γi ⊗ γj , where γ0 = 1 and γi is dual

to ci
1. Write H∗(BO(1);F2) = �[γ1] similarly. The inclusions BU(1) −→ BU

and BO(1) −→ BO induce identifications of these homologies with subcoal-

gebras of H∗(BU ;Z) and H∗(BO;F2), and we prove that these subcoalgebras

freely generate the respective homology algebras.

theorem 21.4.3. H∗(BU ;Z) = P{γi | i ≥ 1}, where γi ∈ H∗(BU(1);Z) is dual

to ci
1. The basis {pi} for the primitive elements of H∗(BU ;Z) such that 〈ci, pi〉 = 1

1. We thank John Rognes, who texed this section from the first author’s notes in 1996.
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is specified inductively by

p1 = γ1 and pi = (− 1)i+1iγi +
i−1∑

j=1
(− 1)j+1γjpi−j for i > 0.

This recursion formula is generally ascribed to Newton, of course in a

different but related context, although the following explicit evaluation was

known even earlier (to Girard, in a 1629 paper).

remark 21.4.4. An explicit formula for pi is given by

pi =
∑

E

(− 1)|E|+i (|E| − 1)!i
e1! · · · er ! γ

E.

Here the sum is taken over all sequences E = (e1, . . . , er ) with eq ≥ 0 and∑
qeq = i; |E| =∑

eq and γ E = γ
e1
1 · · · γ er

r .

theorem 21.4.5. H∗(BO;F2) = P{γi | i ≥ 1}, whereγi ∈ H∗(BO(1);F2) is dual

to wi
1. The nonzero primitive elements of H∗(BO;F2) are specified inductively by

p1 = γ1 and pi = iγi +
i−1∑

j=1
γjpi−j for i > 0.

Comparison of these theorems to (21.4.1) and (21.4.2) shows that

H∗(BU ;Z) and H∗(BO;F2) are self–dual; that is, they are isomorphic as Hopf

algebras to their own duals. Following Moore [108], we shall carry out the

proofs by considering self–duality for certain general types of Hopf algebras.

We work in the category of connected free R-modules X of finite type, so

that Xi = 0 for i < 0 and X0 = R. Throughout the discussion, all algebras are

to be commutative and all coalgebras are to be cocommutative. Thus all Hopf

algebras are to be commutative and cocommutative.

definition 21.4.6. We define some universal Hopf algebras.

(i) A universal enveloping Hopf algebra of a coalgebra C is a Hopf algebra

LC together with a morphism i : C −→ LC of coalgebras that is universal

with respect tomaps of coalgebras f : C −→ B, whereB is aHopf algebra.

That is, any such f factors uniquely as f̃ ◦ i for a morphism f̃ : LC −→ B

of Hopf algebras.
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(ii) A universal covering Hopf algebra of an algebra A is a Hopf algebra MA

together with amorphism p : MA −→ A of algebras that is universal with

respect to maps of algebras f : B −→ A, where B is a Hopf algebra. That

is, any such f factors uniquely as p ◦ f̃ for a morphism f̃ : B −→ MA of

Hopf algebras.

lemma 21.4.7. Universal Hopf algebras exist and are unique. That is,

(i) any coalgebra C admits a universal enveloping Hopf algebra i : C −→ LC;

(ii) any algebra A admits a universal covering Hopf algebra p : MA −→ A.

proof. Of course, uniqueness up to isomorphism follows from universal-

ity. For (i), we have C = R⊕ JC, where JC is the module of positive degree

elements of C. As an algebra, we take LC = A(JC), the free (graded) com-

mutative algebra generated by JC. Let i : C −→ LC be the natural inclusion

JC −→ LC in positive degrees and the identity map id of R in degree zero. If

ψ is the coproduct of C, the coproduct of LC is defined to be the unique map

of algebras ψ : LC −→ LC⊗ LC that makes the following diagram commute:

C
ψ

��

i
��

C⊗C

i⊗i
��

LC
ψ

�� LC⊗ LC.

That ψ defines a coalgebra and thus a Hopf algebra structure on LC and that

i : C −→ LC is universal follow directly from the universal property of LC

as an algebra. For (ii), since all modules are taken to be free of finite type,

p : MA −→ A can be specified as i∗ : (L(A∗))∗ −→ A∗∗ = A. �

remark 21.4.8. Similar constructions may be obtained when we omit some

or all of the commutativity hypotheses. We can define universal enveloping

commutative Hopf algebras for arbitrary coalgebras and universal covering

cocommutative Hopf algebras for arbitrary algebras. These will coincide with

our present constructions under our hypotheses. The universal enveloping

noncommutative Hopf algebra is of course a quite different construction.

We shall shortly require a pair of dual lemmas, for which we need some

notations. For an R-module X , let Xn denote the n-fold tensor product of X
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with itself. With the usual sign (− 1)deg x deg y inserted when x is permuted

past y, the symmetric group �n acts on Xn. If X is an algebra or coalgebra,

then so is Xn, and �n acts as a group of automorphisms. Let �n act trivially

on LC and MA.

lemma 21.4.9. Let C be a coalgebra. For n > 0, define ιn : Cn −→ LC to be the

composite of in : Cn −→ (LC)n and the iterated product φ : (LC)n −→ LC. Then

ιn is a morphism of both �n-modules and coalgebras. If Cq = 0 for 0 < q < m,

then ιn is an epimorphism in degrees q ≤ mn.

proof. The first statement is immediate from the definitions and the sec-

ond statement follows from the fact that the image of ιn is the span of the

monomials in C of length at most n. �

lemma 21.4.10. Let A be an algebra. For n > 0, define πn : MA −→ An to be the

composite of the iterated coproduct ψ : MA −→ (MA)n and pn : (MA)n −→ An.

Then πn is a morphism of both�n-modules and algebras. If Aq = 0 for 0 < q < m,

then ιn is a monomorphism in degrees q ≤ mn.

proof. This follows by dualizing the previous lemma. �

definition 21.4.11. Let X be a positively graded R-module, so that Xi = 0

for i ≤ 0. Define LX = L(R⊕X ), where R⊕X is R in degree zero and has the

trivial coalgebra structure, in which every element of X is primitive. Define

MX = M(R⊕X ), where R⊕X has the trivial algebra structure, in which the

product of any two elements of X is zero. There is a natural morphism ofHopf

algebras λ : LMX −→ MLX , which is defined in two equivalent ways. Indeed,

consider the following diagram:

LMX
λ

��

μ

,,DDDDDDDDDDDDDDDDDDD MLX

p

��
MX

i

++

ν

��:::::::::::::::::::

p

�� R⊕X
i

�� LX .

Define μ to be A( p) : A(JMX ) −→ A(X ), which is the unique morphism of

algebras that extends i ◦ p, and then obtain λ by the universal property of

p : MLX −→ LX . Define ν to be the dual ofA(i∗) : A((JLX )∗) −→ A(X ∗), so that
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ν is the unique morphism of coalgebras that covers i ◦ p, and obtain λ by the

universal property of i : MX −→ LMX . To see that the twodefinitions coincide,

note that if λ is defined by the first property, then λ ◦ i = ν by uniqueness and

so λ also satisfies the second property.

Observe that (R⊕X )∗may be identifiedwithR⊕X ∗. SinceMA = (L(A∗))∗,
it follows that

MX ≡ M(R⊕X ) = (L(R⊕X ∗))∗ ≡ (L(X ∗))∗.

In turn, with A = L(X ∗), this implies

ML(X ∗) = MA = (L(A∗))∗ = (L(L(X ∗))∗)∗ = (LMX )∗.

If X is R-free on a given basis, then the isomorphism X ∼= X ∗ determined by

use of the dual basis induces an isomorphism of Hopf algebras

β : MLX ∼= ML(X ∗) = (LMX )∗.

When λ : LMX −→ MLX is an isomorphism, it follows that LMX is self-dual.

While λ is not always an isomorphism, it is so in the cases of greatest topo-

logical interest. We now regard i : C −→ LC as an inclusion, omitting i from

the notation. Write 〈−,−〉 for the usual pairing between a free R-module and

its dual.

theorem 21.4.12. Let X be free on one generator x of degree m, where either m

is even or R has characteristic two. Then λ : LMX −→ MLX is an isomorphism.

Moreover if

ci = γi(x) ∈ �[x] = MX and γi = (β ◦ λ)(ci) ∈ (LMX )∗,

then γi is the basis element dual to ci
1 and the basis {pi} for the primitive elements

of (LMX )∗ such that 〈ci, pi〉 = 1 is specified inductively by

p1 = γ1 and pi = (− 1)i+1iγi +
i−1∑

j=1
(− 1) j+1γjpi−j for i > 0.

Here LMX = P{ci | i ≥ 1} with ψ(cn) =∑
i+j=n ci ⊗ cj , where c0 = 1.

When R = Z and m = 2, LMX may be identified with H∗(BU ;Z) and (LMX )∗

may be identified with H∗(BU ;Z). Thus this result immediately implies
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Theorem 21.4.3. Similarly, withR = F2 andm = 1, it implies Theorem21.4.5.

The rest of the section is devoted to the proof.

proof. Note that LX = P[x] and write P[x]n = P[x1, . . . , xn], where

xi = 1⊗ · · ·⊗ 1⊗ x⊗ 1⊗ · · ·⊗ 1 with x in the ith position. Let σ1, . . . , σn be

the elementary symmetric functions in the xi. Considerπnλ : LMX −→ P[x]n,
where πn = pnψ : MP[x] −→ P[x]n is as specified in Lemma 21.4.10. From

the diagram that defines λ, we see that pλ : LMX −→ P[x] is given on

generators by

pλcj = ipcj =
⎧
⎨

⎩
x if j = 1

0 if j > 1.

Since λ is a morphism of Hopf algebras, it follows that

πnλcj = pnψλcj = pnλnψcj = ( pλ)n

⎛

⎝
∑

i1+···+in=j

ci1 ⊗ · · ·⊗ cin

⎞

⎠=
⎧
⎨

⎩
σj if j ≤ n

0 if j > n.

Since LMX = P[ci], the map πnλ : P[ci] −→ P[σ1, . . . , σn] is an isomorphism

in degrees q ≤ mn. By Lemma 21.4.10, πn also takes values in P[σ1, . . . , σn]
and is a monomorphism in degrees q ≤ mn. Therefore πn and λ are both

isomorphisms in degrees q ≤ mn. Since n is arbitrary, this proves that λ is an

isomorphism.

To see the duality properties of the γi, consider themap ν : �[x] −→ MP[x]
in the diagramdefining λ. Here ν is dual toA(i∗) : A(J�[x∗]) −→ P[x∗], where
x∗ is the basis element ofX ∗ dual to x, and i∗maps γ1(x∗) to x∗ and annihilates
γi(x∗) for i > 1. Since ci = γi(x) is dual to (x∗)i, ν(ci) is dual to γ1(x∗)i, and
thus ην(ci) = γi is dual to ci

1.

Since the primitive elements of (LMX )∗ are dual to the indecomposable

elements of LMX , they are free on one generator dual to ci in each degree

mi. We shall prove inductively that this generator is pi, the case i = 1 having

been handled above. Consider the term γjpi−j , 1 ≤ j ≤ i− 1, in the iterative

expression for pi. Let cE be a monomial in the ck, so that E = (e1, . . . , er ) and

cE = ce1
1 · · · cer

r . Then

〈cE , γjpi−j〉 = 〈ψcE , γj ⊗ pi−j〉 = 〈ψcE , (cj
1)
∗ ⊗ c∗i−j〉

by the induction hypothesis and the calculation above. Consideration of the

formofψcE shows that this is zero unless cE is either c
j
1ci−j or c

j−1
1 ci−j+1, when

it is one in all cases except the case 〈ci
1, γi−1p1〉 = i. It follows that 〈cE , pi〉 = 0

except for the case 〈ci, pi〉 = 1. An alternative argument is to verify inductively

that each pi is in fact primitive and then check that 〈ci, pi〉 = 1. �
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21.5. The homotopy groups of MO and other Thom spectra

In [93, Ch. 25], we explained Thom’s classical computation of the real cobor-

dism of smooth manifolds. In fact, the exposition there was something of a

cheat. Knowing the splitting theorems of §21.2 and the self-duality theorem of

§21.4, the senior author simply transcribed the first and quoted the second to

give themain points of the calculation. That obscures the conceptual simplicity

of the idea and its implementation. We explain in this section how the general

theory applies. A punch line, explained at the end of the section, is that the

conceptual argument applies tomuchmore sophisticated cobordism theories,

where the actual calculations are far more difficult. We take all homology and

cohomology with coefficients in F2 in this section.

Recall the description of the Hopf algebraH∗(BO) from (21.4.2). The struc-

ture of the dual Hopf algebra H∗(BO) is given in Theorem 21.4.5. To conform

to the notation of [93, Ch. 25], write γi = bi. It is the image in H∗(BO) of

the nonzero class xi ∈ H∗(RP∞). Thus H∗(BO) is the polynomial algebra on

the bi, and ψ(bk) =
∑

i+j=k bi ⊗ bj .

The Thom prespectrum TO and its associated Thom spectrum MO are

described in [93, pp. 216, 229], but we are not much concerned with

the foundations of stable homotopy theory here. The ring structure on

TO gives its homology an algebra structure, and the Thom isomorphism

! : H∗(TO) −→ H∗(BO) is an isomorphism of algebras [93, p. 221]. Write

ai = !−1(bi). The Thom space TO(1) of the universal line bundle is equivalent

to RP∞ and, with a0 = 1, ai is the image of xi+1 in H∗(TO).

Let A be the mod 2 Steenrod algebra and A∗ be its dual. Then A acts on

the cohomology of spaces, prespectra, and spectra, and the action of A on the

cohomology of a ring prespectrum T dualizes to give H∗(T ) a structure of left

A-comodule algebra, as in Theorem 21.2.2. The composite

π = (id⊗ ε)ν : H∗(TO) −→ A∗ ⊗H∗(TO) −→ A∗

is computed on [93, p. 224]. The computation just translates the easy compu-

tation of the action of A on H∗(RP∞) to a formula for the coaction of A∗. As an
algebra, A∗ is a polynomial algebra on certain generators ξr of degree 2r − 1,

and π (a2r−1) = ξr . Thus π is an epimorphism.

By Theorem 21.2.2, this implies that there is an isomorphism

A∗ ⊗PA∗ (H∗(TO)) ∼= H∗(TO)

of left A∗-comodules and right PA∗ (H∗(TO))-modules. Since we know that A∗
and H∗(TO) are polynomial algebras such that the generators of A∗ map to
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some of the generators of H∗(TO), it is clear that PA∗ (H∗(TO)) ≡ N∗ must

be a polynomial algebra on (abstract) generators ui of degree i, where i > 1

and i �= 2r − 1. Dually H∗(TO) = H∗(MO) is isomorphic as an A-module to

A⊗N∗. As explained informally in [93, §25.7], this implies thatMO is a product

of suspensions of Eilenberg-Mac Lane spectrum HF2 and that π∗(MO) ∼= N∗
as an algebra. This gives the now standardway of obtaining Thom’s calculation

[137] of π∗(MO).

The theorem applies to unoriented smooth manifolds, but one might con-

sider less structured manifolds, such as piecewise-linear (PL) or topological

manifolds. Focusing on PL manifolds for definiteness, which makes sense

since the theory of PL manifolds was designed to get around the lack of

obvious transversality in the theory of topological manifolds, one can adapt

Thom’s theorem to prove geometrically that the PL-cobordism groups are iso-

morphic to the homotopy groups of a Thom prespectrum TPL. By neglect of

structure, we obtain a map of Thom prespectra TO −→ TPL. We have the

same formal structure on TPL as we have on TO, and we have a commutative

diagram

H∗(TO)

π �����������
�� H∗(TPL)

π))%%%%%%%%%

A∗.

Even without any calculational knowledge of H∗(BPL) and H∗(TPL), we

conclude that π on the right must also be an epimorphism.

Therefore, as amatter of algebra, Theorem 21.2.2 gives us an isomorphism

A∗ ⊗PA∗ (H∗(TPL)) ∼= H∗(TPL)

of left A∗-comodules and right PA∗H∗(TPL)-algebras. Here again, the Thom

isomorphism ! : H∗(TPL) −→ H∗(BPL) is an isomorphism of algebras.

Therefore, if we can compute H∗(BPL) as an algebra, then we can read

off what PA∗ (H∗(TPL)) must be as an algebra. The same formal argument

as for MO shows that MPL is a product of suspensions of HF2 and that

π∗(MPL) ∼= PA∗ (H∗(TPL)) as algebras. In fact, this argument was understood

and explained in [22] well before H∗(BPL) was determined. The calculation of

H∗(BPL;Fp) at all primes p is described in [81, 31], but that is another story.2

2. It is part of the 1970s story of infinite loop space theory and E∞ ring spectra; see [90] for a
1970s overview and [96] for a modernized perspective.
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In any case, this sketch should give some idea of the algebraic power of the

splitting theorems in §21.2.

21.6. A proof of the Bott periodicity theorem

The self-duality ofH∗(BU) described in (21.4.1) and Theorem 21.4.3 also plays

a central role in a quick proof of (complex) Bott periodicity. We describe how

that works in this section. As discussed briefly in [93, §24.2], the essential point

is to prove the following result. Homology and cohomology are to be taken

with coefficients in Z in this section.

theorem 21.6.1. There is a map β : BU −→ �SU of H-spaces that induces an

isomorphism on homology.

It follows from the dualWhitehead theorem that β must be an equivalence.

Webegin by defining theBottmapβ, followingBott [14]. WriteU(V ) for the

compact Lie group of unitary transformations V −→ V on a complex vector

space V with a given Hermitian product. If V is of countable dimension,

let U(V ) denote the colimit of the U(W ) where W runs through the finite

dimensional subspaces of V with their induced Hermitian products. Fixing

the standard inclusions C
n −→ C

∞, we specify BU = U/U ×U to be the

colimit of the Grassmannians U(2n)/U(n)×U(n). We let U be the colimit of

the U(2n) and SU be its subgroup colim SU(2n) of unitary transformations

with determinant one. For convenience, we write V = C
∞ and let V

n denote

the direct sum of n copies of V.

It is also convenient to use paths and loops of length π . Taking 0 ≤ θ ≤ π ,

define ν(θ ) ∈ U(V2) by

ν(θ )(z′, z′′) = (eiθz′, e−iθz′′).

Note that ν(0) is multiplication by 1, ν(π ) is multiplication by −1, and

ν(θ )−1 = ν(− θ ). Define

β : U(C∞⊕C
∞) −→ �SU(C∞⊕C

∞)

by letting

β(T )(θ ) = [T , ν(θ )] = Tν(θ )T−1ν(− θ ),

where T ∈ U(V2). Clearly [T , ν(θ )] has determinant one and β(T ) is a loop

at the identity element e of the group SU(V2). Moreover, since ν(θ ) is just

a scalar multiplication on each summand V, if T = T ′ ×T ′′ ∈ U(V)×U(V),
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then β(T )(θ ) = e. Therefore β passes to orbits to give a well-defined map

β : BU = U/U ×U −→ �SU .

To define the H-space structure on BU , choose a linear isometric

isomorphism ξ : V
2 −→ V and let the product T1T2 be the composite

V
2

(ξ−1)2
��V4

T1⊕T2
��V4

id⊕γ⊕id
��V4

ξ2

��V2,

where γ : V
2 −→ V

2 interchanges the two summands. Up to homotopy, the

product is independent of the choice of ξ . The H-space structure we use

on �SU is the pointwise product, (ω1ω2)(θ ) = ω1(θ )ω2(θ ). We leave it as an

exercise to verify that β is an H-map.3

Let {e′i} and {e′′i } denote the standard bases of two copies of V and let C
n
1 and

C
n
2, respectively, be spanned by the first n vectors in each of these bases. Let

j : U(Cn
1 ⊕C

1
2) −→ U(Cn

1 ⊕C
n
2)

be the inclusion. Restrictions of β give a commutative diagram

CPn = U(Cn
1 ⊕C1

2)/U(Cn
1)×U(C1

2)
α

��

j

��

�SU(Cn
1 ⊕C1

2) = �SU(n+ 1)

�j

��
U(2n)/U(n)×U(n) = U(Cn

1 ⊕Cn
2)/U(Cn

1)×U(Cn
2)

β

�� �SU(Cn
1 ⊕Cn

2) = �SU(2n).

Passing to colimits over n, we obtain the commutative diagram

CP∞
α

��

j

��

�SU

�j�
��

BU
β

�� �SU .

The right arrow is an equivalence, as we see from a quick check of homology

or homotopy groups.

We claim that H∗(�SU) is a polynomial algebra on generators δi of degree

2i, i ≥ 1, and that α∗ : H∗(CP∞) −→ H∗(�SU) is a monomorphism onto

the free abelian group spanned by suitably chosen polynomial generators δi.

3. This is also part of the 1970s infinite loop space story; details generalizing these H-space
structures and maps to the context of actions by an E∞ operad may be found in [89, pp. 9–17].
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The algebra in §21.4 implies the topological statement that

j∗ : H∗(CP∞) −→ H∗(BU) is a monomorphism onto the free abelian group

generated by a set {γi} of polynomial generators for H∗(BU), hence the claim

will complete the proof of Theorem 21.6.1.

Think of S1 as the quotient of [0,π ] obtained by setting 0 = π . Let

i : U(Cn−1
1 ⊕C

1
2) −→ U(Cn

1 ⊕C
1
2)

be the inclusion. It induces a map i : CPn−1 −→ CPn that leads to the left

diagram below, and the right diagram is its adjoint.

21.6.2 CPn−1
α

��

i

��

�SU(n)

�i
��

CPn
α

��

ρ

��

�SU(n+ 1)

�π

��

S2n

h

�� �S2n+1

�CPn−1
α̂

��

�i

��

SU(n)

i
��

�CPn
α̂

��

�ρ

��

SU(n+ 1)

π

��

�S2n

ĥ

�� S2n+1

Here ρ : CPn −→ CPn/CPn−1 ∼= S2n is the quotient map and π (T ) = T (e′n).

lemma 21.6.3. The composite �π ◦α ◦ i is trivial, so that �π ◦α factors as the

composite hρ for a map h. Moreover, the adjoint ĥ of h is a homeomorphism.

proof. Let T ∈ U(Cn
1 ⊕C

1
2) represent T̄ ∈ CPn and let T−11 and T−12 denote

the projections of T−1 on C
n
1 and on C

1
2. We have

(�π )α(T )(θ ) = Tν(θ )T−1ν(− θ )(e′n)

= Tν(θ )T−1(e−iθ e′n)

= T (T−11 (e′n), e−2iθT−12 (e′n))

= e′n+ (e−2iθ − 1)TT−12 (e′n),

as we see by adding and subtracting TT−12 (e′n). If T (e′n) = e′n, so that T is in

the image of U(Cn−1
1 ⊕C

1
2) and T̄ is in the image of CPn−1, then T−12 (e′n) = 0

and thus (�π )α(T )(θ ) = e′n for all θ . To prove that ĥ is a homeomorphism, it
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suffices to check that it is injective. Its image will then be open by invariance

of domain and closed by the compactness of �S2n, hence will be all of S2n+1

since S2n+1 is connected. Denote points of �X as [x, θ ] for x ∈ X and θ ∈ S1.

We have

ĥ(�ρ)[T̄ , θ ] = πα̂[T̄ , θ ] = (�π )α(T )(θ ) = e′n+ (e−2iθ − 1)TT−12 (e′n).

Since T−1 is the conjugate transpose of T , T−12 (e′n) = c̄e′′1, where c is the

coefficient of e′n in T (e′′1). Here T /∈ CPn−1 if and only if c �= 0, and then

TT−12 (e′n) = e′n+T ′(e′n), where T ′ denotes the projection of T on C
n−1⊕C

1
2.

Therefore

ĥ[ρ(T̄ ), θ ] = e−2iθ e′n+T ′(e′n)

when T̄ /∈ CPn−1. The injectivity is clear from this. �

Armed with this elementary geometry, we return to homology. The right-

most column in the second diagram of (21.6.2) is a fibration, and we use it

to compute H∗(�SU(n+ 1)) by induction on n. We have SU(2) ∼= S3, and we

claim inductively that the cohomology Serre spectral sequence of this fibration

satisfies E2 = E∞. This leads to a quick proof that

H∗(SU(n+ 1)) = E{y2i+1|1 ≤ i ≤ n}
as a Hopf algebra, where y2i+1 has degree 2i+ 1 and π∗(y2n+1) is a generator
ofH2n+1(S2n+1). Indeed, assume that we know this for SU(n). Then, since the

cohomology spectral sequence ismultiplicative and the exterior algebra gener-

ators of H∗(SU(n)) = E0,∗
2 have degrees less than 2n, they must be permanent

cycles. Therefore E2 = E∞. This implies that H∗(SU(n+ 1)) is an exterior

algebra. Moreover, by the edge homomorphisms, i∗ is an isomorphism in

degrees less than 2n+ 1 and the last exterior algebra generator is π∗(i2n+1).
Inductively, the exterior generators in degrees less than 2n are primitive. Since

i is a map of topological groups, i∗ is a map of Hopf algebras. Since i∗π∗ = 0,

inspection of the coproduct shows that the generator in degree 2n+ 1 must

also be primitive.

Using the Serre spectral sequence of the path space fibration overSU(n+1),
we conclude that

H∗(�SU(n+ 1)) ∼= P{δi|1 ≤ i ≤ n},
where δi has degree 2i. The classical way to see this is to construct a test

multiplicative spectral sequence with

E2∗,∗ = P{δi|1 ≤ i ≤ n}⊗E{y2i+1|1 ≤ i ≤ n}
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and with differentials specified by requiring y2i+1 to transgress to δi. This

ensures that E∞ is zero except for Z = E∞0,0. We can map the test spectral

sequence to the homology Serre spectral sequence of the path space fibration

by a map that is the identity on E2
0,∗ and commutes with the transgression.

The conclusion follows by the comparison theorem, Theorem 24.6.1. The

argument shows that the polynomial generators transgress to the exterior

algebra generators and thus that the exterior algebra generators suspend to

the polynomial algebra generators. At the risk of belaboring the obvious, we

spell things out explicitly via the following commutative diagram, in which

the unlabeled isomorphisms are suspension isomorphisms.

H2n(CPn)
α∗

��

∼=

::@@@@@@@@@@@@@@@@@@@

ρ∗ ∼=

��

H2n(�SU(n+ 1))
∼=

@@999999999999

σ

������������������������

(�π )∗

��

H2n+1(��SU(n+ 1))

ε∗
��

H2n+1(�CPn)
α̂∗

��

(�ρ)∗ ∼=
��

(�α)∗ ��������������

H2n+1(SU(n+ 1))

π∗
��

H2n+1(�S2n)
ĥ∗

∼=
��

(�h)∗ 4488888888888
H2n+1(S2n+1)

H2n+1(��S2n+1)

ε∗

++

H2n(S2n)
h∗

��

∼=

AAEEEEEEEEEEEEEEEEEEE

H2n(�S2n+1)

∼=

BB333333333333

σ

??����������������������

Here ε denotes the evaluation map of the (�,�) adjunction, and the suspen-

sion σ is defined to be the composite of ε∗ and the suspension isomorphism.

The algebra generator δn maps to a fundamental class under π∗σ . By the

diagram, so does the basis element x2n ∈ H2n(CPn). Therefore, modulo

decomposable elements that are annihilated by σ , α∗(x2i) = δi as claimed.
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LIE ALGEBRAS AND HOPF ALGEBRAS
IN CHARACTERISTIC ZERO

All of the structure theorems for Hopf algebras in common use in algebraic

topology are best derived by filtration techniques from the Poincaré-Birkhoff-

Witt (PBW) theorem for graded Lie algebras and restricted Lie algebras. In this

chapter, we first introduce Lie algebras and prove the PBW theorem for their

universal enveloping algebras. Wenext show that primitive (= primitively gen-

erated) Hopf algebras in characteristic zero are the universal enveloping alge-

bras of their Lie algebras of primitive elements. We then use this fact to study

the algebra structure of commutative Hopf algebras in characteristic zero.

While some of these results first appeared in Milnor and Moore [104], the

most basic structure theorems go back to earlier work of Hopf, Leray, and

Borel.

22.1. Graded Lie algebras

We continue to work over a fixed commutative ring R. The following witty

definition is due to John Moore and is used in [104].

definition 22.1.1. A (graded) Lie algebra over R is a (graded) R-module L

together with amorphism ofR-modules L⊗ L→ L, denoted [−,−] and called
the bracket operation, such that there exists an associative R-algebra A and a

monomorphismofR-modules j : L→A such that j([x, y])=[ jx, jy] forx, y ∈ L,

where the bracket operation in A is the (graded) commutator,

[a, b] = ab− (− 1)deg a deg bba.

A morphism of Lie algebras is a morphism of R-modules that commutes with

the bracket operation.

453
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The following identities are immediate consequences of the definition. It

would be more usual to take them as the defining properties of the bracket

operation, but we shall see that for particular ground rings R the definition

can imply more relations than are listed.

lemma 22.1.2. Let L be a Lie algebra and let x ∈ Lp, y ∈ Lq, and z ∈ Lr . Then the

following identities hold.

(i) [x, y] = −(− 1)pq[y, x];
(ii) [x, x] = 0 if either charR = 2 or p is even;

(iii) (− 1)pr [x, [y, z]] + (− 1)pq[y, [z, x]] + (− 1)rq[z, [x, y]] = 0;

(iv) [x, [x, x]] = 0 if p is odd.

Formula (iii) is called the Jacobi identity. When p is even, (i) implies

2[x, x] = 0; when p is odd, (iii) implies 3[x, [x, x]] = 0. We shall see that,

at least if R is a field, any R-module with a bracket operation satisfying these

identities can be embedded in a bracket-preserving way in an associative alge-

bra and is therefore a Lie algebra. This is not true for a generalR. For instance,

[x, 2x] = 0 if charR = 4 is an identity not implied by those of the lemma (when

deg (x) is odd). Of course, for any R, any associative alegbra is a Lie algebra

under the commutator operation.

definition 22.1.3. The universal enveloping algebra of a Lie algebra L

is an associative algebra U(L) together with a morphism of Lie algebras

i : L→ U(L) such that, for any morphism of Lie algebras f : L→ A, where

A is an associative algebra, there exists a unique morphism of algebras

f̃ : U(L)→ A such that f̃ i = f .

Clearly U(L) is unique up to canonical isomorphism, if it exists.

proposition 22.1.4. Any Lie algebra L has a universal enveloping algebra U(L),

and i : L→ U(L) is a monomorphism whose image generates U(L) as an algebra.

Moreover, U(L) is a primitive Hopf algebra.

proof. Let T (L) be the tensor algebra, or free associative algebra,

generated by L. Explicitly, T (L) =∑
n≥0 Tn(L), where T0(L) = R and

Tn(L)= L⊗ · · ·⊗ L, n factors of L, if n> 0. The product in T (L) is

obtained by passage to direct sums from the evident isomorphisms
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Tm(L)⊗Tn(L)→Tm+n(L). Define i : L→ T (L) to be the identification of L with

T1(L). For an associative algebra A, a map of R-modules f : L→ A extends

uniquely to a map of algebras f̃ : T (L)→ A. Let I be the two-sided ideal in

T (L) generated by the elements

xy− (− 1)deg x deg yyx−[x, y], x, y ∈ L,

define U(L) = T (L)/I, and let i : L→ U(L) be the evident composite. Clearly

i has the required universal property. Of course, the injectivity of i is built into

ourdefinitionof aLie algebra, and i(L) generatesU(L) since i(L) generatesT (L).

By the universal property, a morphism f : L→ L′ of Lie algebras induces a

uniquemorphismU( f ) of associative algebras such that the followingdiagram

commutes.

L
f

��

i
��

L′

i′
��

U(L)
U( f )

�� U(L′)

If we take L′ = {0}, then U(L′) = R and we obtain an augmentation of U(L).

The product L× L′ of Lie algebras inherits a structure of Lie algebra, and

the algebra U(L)⊗U(L′) together with the evident morphism of Lie algebras

i : L× L′ → U(L)⊗U(L′),

i(x, x′) = x⊗ 1+ 1⊗ x′

is easily checked to satisfy the universal property that defines U(L× L′). The
diagonal% : L→ L× L is a map of Lie algebras and therefore induces a mor-

phism of algebras ψ : U(L)→ U(L)⊗U(L) such that the following diagram

commutes.

L
%

��

i
��

L× L

i
��

U(L)
ψ

�� U(L)⊗U(L)

Thus U(L) is a bialgebra, and i(L) ⊂ PU(L) by the diagram, so that U(L) is

primitive. For the antipode, we have the opposite Lie algebra Lop with bracket
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[−,−]γ , and x −→ −x defines a map of Lie algebras L −→ Lop. We can

identify U(Lop) as U(L)op, and then the universal property gives a map of

algebras χ : U(L) −→ U(L)op, that is, an involution on U(L) itself. Writing

the obvious equalities [x,−x] = 0 = [−x, x] as diagrams and passing to the

corresponding diagrams induced on the level of universal enveloping algebras,

we see that χ is an antipode on U(L). �

22.2. The Poincaré-Birkhoff-Witt theorem

The Poincaré-Birkhoff-Witt theorem gives a complete description of the asso-

ciated graded Hopf algebra of U(L) with respect to a suitable filtration (under

appropriate hypotheses) and therefore gives a complete description of the

additive structure of U(L). We require a definition.

definition 22.2.1. LetL beaLie algebra. TheLiefiltrationofU(L) is specified

by FpU(L) = 0 if p < 0, F0U(L) = R, and FpU(L) = (R⊕ L)p if p ≥ 1. Clearly

U(L) = ∪pFpU(L), so the filtration is complete.

Provided that the Lie filtration is split or flat, so that E0(U(L)⊗U(L)) is

isomorphic toE0U(L)⊗E0U(L), E0U(L) inherits a structure of primitiveHopf

algebra fromU(L). Since the commutator inU(L) of elements in L agrees with

the bracket operation in L and since L generatesU(L), we see immediately that

E0U(L) is commutative. Clearly we have

QE0U(L) = E0
1,∗U(L) = L, where E0

1,qU(L) = Lq+1.

Let L� denote the underlying R-module of L regarded as an abelian Lie

algebra and write A(L) = U(L�). Then A(L) is the free commutative algebra

generated by L. Explicitly, A(L) = T (L)/J where J is the commutator ideal.

For a filtered R-module A, write E⊕A for the graded R-module that is

obtained by regrading the associated bigraded R-module E0A by total degree:

E⊕n A =
∑

p+q=n

E0
p,qA.

If E0A is a bigraded algebra, Hopf algebra, and so on, then E⊕A is a graded

algebra, Hopf algebra, and so on.

By the universal property of A(L), the evident inclusion of L in E⊕U(L)

induces a natural map of commutative algebras f : A(L)→ E⊕U(L).
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notation 22.2.2. If charR = 2, let L+ = L and L− = {0}. If charR �= 2,

let L+ and L− be the R-submodules of L concentrated in even and in odd

degrees.

The hypotheses on the characteristic of R in the next result ensure that the

identities of Lemma 22.1.2 suffice to characterize our Lie algebras, as we shall

see.

theorem 22.2.3 (poincarÉ-birkhoff-witt). Let L be an R-free Lie algebra.

Assume that charR = 2, or that 2 is invertible in R, or that L = L+ so that L is

concentrated in even degrees. Then f : A(L)→ E⊕U(L) is an isomorphism of Hopf

algebras.

proof. It will fall out of the proof that the Lie filtration ofU(L) is split, so that

E⊕U(L) is a primitively generatedHopf algebra, and f will preserve coproducts

since it is the identity on the R-module L of primitive generators. Of course,

f is an epimorphism since L generates E⊕U(L). Filter E⊕U(L) by filtration

degree,

FpE⊕U(L) =
∑

i≤p

E0
i,∗U(L).

Obviously E0E⊕U(L) = E0U(L). Give A(L) its Lie filtration. Clearly E0A(L) is

the free commutative bigraded algebra generated by L regarded as a bigraded

R-module via L1,q = Lq+1. The map f is filtration preserving, and it suffices to

prove that E0f is a monomorphism.

Give T (L) the evident filtration, FpT (L) =∑
n≤p Tn(L), and observe that

the quotient maps π : T (L)→ A(L) and ρ : T (L)→ U(L) are both filtration-

preserving. Let I = ker ρ. We shall construct a filtration-preservingmorphism

ofR-modulesσ : T (L)→ A(L) such thatσ (I) = 0 andE0σ = E0π. Itwill follow

that σ factors as σ̄ ρ for a filtration-preservingR-map σ̄ : U(L)→ A(L). Wewill

have E0σ̄E0ρ = E0π and, since E0ρ and E0π are epimorphisms of algebras,

E0σ̄ will be a morphism of algebras. The composite

E0A(L)
E0f

�� E0U(L)
E0σ̄

�� E0A(L)

will be the identity since it will be a morphism of algebras that restricts to the

identity on the R-module L of generators. Thus E0f will be a monomorphism

and the proof will be complete.
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To construct σ , let {zk} be an R-basis for L indexed on a totally ordered set.

The set of monomials

22.2.4 {zk1 · · · zkn |k1 ≤ · · · ≤ kn and ki < ki+1 if zki
∈ L−}

is an R-basis for A(L). Let yk denote zk regarded as an element of T (L).

Then yk1 · · · ykn is a typical basis element of Tn(L). Of course, the sequence

{k1, . . . , kn} will generally not be ordered as in (22.2.4). When it is so ordered,

we require σ to satisfy the formula

22.2.5 σ (yk1 · · · ykn ) = zk1 · · · zkn if k1 ≤ · · · ≤ kn and ki < ki+1 if zki
∈ L−.

For a general sequence {k1, . . . , kn} and 1 ≤ i < n, we require

σ (yk1 · · · ykn ) = (− 1)deg zki
deg zki+1σ (yki

· · · yki−1yki+1yki
yki+2 · · · ykn )22.2.6

+ σ (yk1 · · · yki−1 [yki
, yki+1 ]yki+2 · · · ykn ).

Clearly, if there is a well-defined map σ : T (L) −→ A(L) of R-modules that

satisfies these formulae, the desired relations I ⊂ ker σ and E0σ = E0π will

follow.

We define σ : T (L)→ A(L) by induction on the filtration degree n, with

σ (1) = 1 and σ (yk) = zk handling filtration degrees 0 and 1. Assume that σ

has been defined on Fn−1T (L). Define the index q of a sequence {k1, . . . , kn}
to be the number of transpositions required to put it in nondecreasing order.

We define σ by induction on n and, for fixed n, by induction on the index q.

We have defined σ for n ≤ 1, so we assume that n > 1. Define σ by (22.2.5)

for sequences of index 0 unless some ki = ki+1 with zki
∈ L−, in which case

define σ by the formula

22.2.7 σ (yk1 · · · ykn ) =
1

2
σ (yk1 · · · yki−1 [yki

, yki
]yki+2 · · · ykn ).

Observe that (22.2.7) is consistentwith and in fact forced by (22.2.6). Assuming

that σ has been defined on sequences of index less than q and that {k1, . . . , kn}
has index q, we define σ (yk1 · · · ykn ) by (22.2.6) if ki > ki+1 and by (22.2.7)

if ki = ki+1 and zki
∈ L−. To complete the proof, we must show that σ is

actually well-defined, that is, that our definition of σ by (22.2.6) and (22.2.7) is

independent of the choice of i. The argument is tedious, but elementary, and

we shall not give full details. There are four cases to be checked, each with two

subcases.
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Case 1. ki = ki+1 and kj = kj+1, j ≥ i+ 1, with zki
∈ L− and zkj

∈ L−.

Subcase j > i+ 1. We must show that

σ (yk1 · · · [yki
, yki
] · · · ykn ) = σ (yk1 · · · [ykj

, ykj
] · · · ykn ).

Here (22.2.6) and induction on n show that both sides are equal to

1

2
σ (y1 · · · [yki

, yki
] · · · [ykj

, ykj
] · · · ykn ).

Subcase j = i+ 1. Here (22.2.6), induction on n, and the identity [x, [x, x]] = 0

imply the equality

σ (yk1 · · · yki
[yki

, yki
] · · · ykn ) = σ (yk1 · · · [yki

, yki
]yki
· · · ykn ).

Case 2. ki = ki+1 with zki
∈ L− and kj > kj+1, j ≥ i+ 1.

Subcase j > i+ 1. The argument here is similar to (but has more terms to

check than) the argument in the subcase j > i+ 1 of Case 1, the induction

hypotheses on both n and q being required.

Subcase j = i+ 1. Let u = yki
= yk+1 and v = yki+2 and let deg v = p; of course,

deg u is odd. We must show that

1

2
σ (yk1 · · · [u, u]v · · · ykn ) = (− 1)pσ (yk1 · · · uvu · · · ykn )

+ σ (yk1 · · · u[u, v] · · · ykn ).

By (22.2.6) and induction on q and n, we have

σ (yk1 · · · uvu · · · ykn ) = (− 1)pσ (yk1 · · · vuu · · · ykn )+ σ (yk1 · · · [u, v]u · · · ykn )

= 1
2 (− 1)pσ (yk1 · · · v[u, u] · · · ykn )

+ σ (yk1 · · · [u, v]u · · · ykn )

= 1
2 (− 1)p(σ (yk1 · · · [u, u]v · · · ykn )

+ σ (yk1 · · · [v, [u, u]] · · · ykn ))

− (− 1)pσ (yk1 · · · u[u, v] · · · ykn )

+ σ (yk1 · · · [[u, v], u] · · · ykn ).
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The Jacobi and anticommutativity formulas imply

1

2
[v, [u, u]] + (− 1)p[[u, v], u] = 1

2
[v, [u, u]]+ [u, [u, v]]

= 1

2
([v, [u, u]] − (− 1)p[u, [v, u]]
+ [u, [u, v]]) = 0.

Comparing formulas, we obtain the desired equality.

Case 3. ki > ki+1 and kj = kj+1 with zk ∈ L−, j ≥ i+ 1.

The proof in this case is symmetric to that in Case 2.

Case 4. ki > ki+1 and kj > kj+1 with j ≥ i+ 1.

The proof when j > i+ 1 is straightforward by induction, as in the subcase

j > i+ 1 of Case 1, and the proof when j = i+ 1 is a calculation similar to that

in the subcase j = i+ 1 of Case 2. �

We retain the hypotheses of the theorem in the following corollary.

corollary 22.2.8. Let {xi} and {yj} be R-bases for L− and L+ indexed on totally

ordered sets. Then U(L) is the free R-module on the basis

{xi1 · · · xim yr1
j1
· · · yrn

jn
|i1 < · · · < im , j1 < · · · < jn and rk ≥ 1}.

proof. Since E⊕U(L) is a free R-module, it is isomorphic as an R-module to

U(L). The conclusion follows from the evident analogue for U(L�) = A(L). �

corollary 22.2.9. Let L be a free R-module together with a bracket operation

satisfying the identities listed in Lemma 22.1.2. Assume that charR = 2, or 2 is

invertible in R, or L = L+. Then L is a Lie algebra.

proof. Construct U(L) as in the proof of Proposition 22.1.4 and give it the

Lie filtration of Definition 22.2.1. The proof of Theorem 22.2.3 only used

the cited identities and so gives that A(L) ∼= E⊕U(L). Thus L→ U(L) is a

bracket-preserving monomorphism of R-modules. �

22.3. Primitively generated Hopf algebras in characteristic zero

Throughout this section and thenext,R is assumed tobe afield of characteristic

zero. However, all of the results remain valid if R is any ring of characteristic

zero in which 2 is invertible and all R-modules in sight are R-free.
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A quick calculation shows that the R-module PA of primitive elements of a

Hopf algebra A is a Lie subalgebra. The universal property of U(PA) thus

gives a natural map of Hopf algebras g : U(PA)→ A, and g is clearly an

epimorphism if A is primitive. Let L and PH denote the categories

of Lie algebras and of primitive Hopf algebras over R. We have functors

U : L →PH and P : PH → L , a natural inclusion L ⊂ PU(L), and

a natural epimorphism g : U(PA)→ A, where L ∈ L and A ∈PH . This

much would be true over any commutative ring R, but when R is a field of

characteristic zero we have the following result.

theorem 22.3.1. The functors U : L →PH and P : PH → L are inverse

equivalences of categories. More explicitly,

(i) PU(L) = L for any Lie algebra L and

(ii) g : U(PA)→ A is an isomorphism for any primitive Hopf algebra A.

proof. We first prove (i). Consider the Lie filtration of U(L). Let x ∈ FpU(L),

x �∈ Fp−1U(L), and suppose that x ∈ PU(L). It suffices to prove that p = 1.

The image of x in E0
p.∗U(L) is primitive. By the PBW-theorem, E⊕U(L) ∼= A(L)

as a Hopf algebra. Consider the basis for A(L) given in Corollary 22.2.8. The

generators xi and yj there are primitive. Using the notation (i, j) for the evident

binomial coefficient considered as an element of R, we see that

ψ(yn) =
∑

i+j=n

(i, j)yi ⊗ yj if y ∈ L+.

Since charR = 0, we check from this that no decomposable basis element is

primitive and that no two basis elements have any summands of their coprod-

ucts in common, so that no linear combination of decomposable elements is

primitive. This implies that p = 1 and proves (i).

To prove (ii), define the primitive filtration of a Hopf algebra A by

FpA = 0 if p < 0, F0A = A, and FpA = (R⊕PA)p if p > 0.

This filtration is complete, A = ∪pFpA, if and only if A is primitive. By (i),

the Lie and primitive filtrations coincide on U(L). For A ∈PH the epi-

morphism g : U(PA)→ A is filtration-preserving and, since PU(PA) = PA,

g is an isomorphism on the R-modules of primitive elements. Therefore

E0g is a monomorphism on the primitive elements of E0U(PA), that is, on

E0
1,∗U(PA). Since E0U(PA) is connected with respect to its filtration degree,

E0g is a monomorphism by Proposition 21.1.4 and g is a monomorphism by

Proposition 20.1.1. �
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We emphasize that A itself is not assumed to be connected here.

corollary 22.3.2. If A is a commutative primitive Hopf algebra, then A is

isomorphic as a Hopf algebra to the free commutative algebra generated by PA.

proof. A ∼= U(PA) = A(PA) since PA is an abelian Lie algebra. �

Amongother things, ournext corollary shows that a connectedHopf algebra

is primitive if and only if it is cocommutative.

corollary 22.3.3. Let A be a connected quasi-Hopf algebra.

(i) ν : PA→ QA is a monomorphism if and only if A is associative and commu-

tative.

(ii) ν : PA→ QA is an epimorphism if and only if A is coassociative and cocom-

mutative.

(iii) ν : PA→ QA is an isomorphism if and only if A is a commutative and cocom-

mutative Hopf algebra.

proof. By Lemma 21.1.1, if ν is a monomorphism, then A is associative and

commutative. Conversely, suppose thatA is associative and commutative. Give

A its product filtration (see Definition 20.2.9). Then E0A is a commutative

primitive Hopf algebra, hence E0A ∼= A(PE0A) by the previous corollary. It

follows that PE0A = E0−1,∗A. If x ∈ PA, x ∈ FpA, and x �∈ Fp−1A, then the

image of x in E0
p,∗A is primitive and wemust have p = −1. This implies that ν

is amonomorphism.WhenA is of finite type, (ii) follows from(i) bydualization

since A ∼= A∗∗ and (i) holds for A∗. The general case of (i) follows by passage
to colimits, using Lemma 21.1.2, since the functors P and Q commute with

(directed) colimits. Part (iii) follows from (i) and (ii). �

corollary 22.3.4. A Hopf subalgebra of a primitive Hopf algebra is primitive.

proof. Let A ⊂ B, where B is primitive. Since B is cocommutative, so is

A. If A is connected, the conclusion follows from (ii) of the previous corol-

lary. For the general case, let A′ = U(PA) and let g : A′ → A be the natural

map. Give A′ and B their primitive filtrations and filter A by FpA = A∩FpB.

These filtrations are all complete, and g and the inclusionA→ B are filtration-

preserving. Clearly F1A′ = R⊕PA = F1A. The induced map E0A→ E0B is

again a monomorphism. Since E0A is connected (with respect to its filtration

degree) and cocommutative, it is primitively generated. Since PE0B = E0
1,∗B,

we find
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PE0A′ = E0
1,∗A′ ∼= E0

1,∗A = PE0A.

ThusE0g is an isomorphismon primitives and therefore also an epimorphism

on indecomposables. By Propositions 21.1.3 and 21.1.4, this implies that E0g

is an isomorphism and thus g is an isomorphism. �

corollary 22.3.5. A Hopf subalgebra A of a primitive Hopf algebra B is a

normal subalgebra if and only if PA is a Lie ideal of PB. When this holds,

B//A = U(PB/PA) and

0 �� PA �� PB �� P(B//A) �� 0

is an exact sequence of Lie algebras.

proof. AssumePA is a Lie ideal inPB. Ifx ∈ PA and y ∈ PB, then [x, y] ∈ PA

and, since A is primitive, the equation xy = [x, y]+ (− l)deg x deg yyx therefore

implies that IA ·B = B · IA. Conversely, assume that A is a normal subalgebra

of B and let C = B//A. The exact sequence

0→ PA→ PB→ PC

implies that PA is a Lie ideal of PB. It is easily checked thatC and the inclusion

PB/PA→ C satisfy the universal property required of U(PB/PA), and the

remaining conclusions follow. �

22.4. Commutative Hopf algebras in characteristic zero

Again, let R be a field of characteristic zero. We prove the classical structure

theorems for commutative Hopf algebras in characteristic zero. As before,

A(X ) denotes the free commutative algebra generated by anR-moduleX . If we

write E(X ) for the exterior algebra generated by an R-module X concentrated

in odd degrees and P(X ) for the polynomial algebra generated by an R-module

X concentrated in even degrees, then, for a general R-module X ,

A(X ) = E(X−)⊗P(X+),

where X− and X+ denote the submodules of X concentrated in odd and even

degrees, respectively.

theorem 22.4.1 (leray). Let A be a connected, commutative, and associative

quasi-Hopf algebra. Let σ : QA→ IA be a morphism of R-modules such that

πσ = id, where π : IA→ QA is the quotient map. Then the morphism of algebras

f : A(QA)→ A induced by σ is an isomorphism.
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proof. GiveA(QA) andA their product filtrations. These filtrations are com-

plete since A is connected, and f is filtration-preserving. Since E0A is a com-

mutative primitive Hopf algebra, A(PE0A) = E0A by Corollary 22.3.2, and

similarly for A(QA). Now PE0A→ QE0A is just the composite

E0−1,∗A(QA) = QA
σ

�� IA
π

�� QA = E0−1,∗A

and is thus the identity. Therefore E0f is an isomorphism of Hopf algebras

and f is an isomorphism of algebras. �

The following immediate consequence of the previous theorem was the

theorem of Hopf that initiated the study of Hopf algebras.

corollary 22.4.2 (hopf). Let A be a connected, commutative, and associative

quasi-Hopf algebra such that Q nA = 0 if n is even. Then A ∼= E(QA) as an algebra.

In particular, the conclusion holds if An = 0 for all sufficiently large n.

proof. For the last statement, note that an even degree indecomposable

would give rise to a polynomial subalgebra. �

If the coproduct is coassociative, we can strengthen the conclusion of the

preceding corollary.

corollary 22.4.3. Let A be a connected commutative Hopf algebra such that

Q nA = 0 if n is even. Then A ∼= E(PA) as a Hopf algebra.

proof. By Corollary 22.3.2, it suffices to prove that ν : PA→ QA is an epi-

morphism. By Corollary 22.3.3, ν is a monomorphism and it suffices to prove

that A is cocommutative. By Lemma 21.1.2, we may assume that A is of finite

type. Then A∗ is a primitive Hopf algebra and PnA∗ = 0 if n is even. Thus

[x, y] = 0 if x, y ∈ PA∗ and A∗ is commutative. Therefore A is cocommuta-

tive. �

We conclude with the following basic result. By Corollary 22.3.3, it is just

a restatement of the connected case of Corollary 22.3.2.

theorem 22.4.4. Let A be a connected, commutative, and cocommutative Hopf

algebra. Then A ∼= E((PA)−)⊗P((PA)+) as a Hopf algebra.
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RESTRICTED LIE ALGEBRAS AND HOPF
ALGEBRAS IN CHARACTERISTIC p

This chapter is precisely parallel to the previous one. We first introduce

restricted Lie algebras and prove the PBW theorem for their universal envelop-

ing algebras. We next show that primitive Hopf algebras in characteristic p are

the universal enveloping algebras of their restricted Lie algebras of primitive

elements. We then use this fact to study the algebra structure of commutative

Hopf algebras in characteristic p.

Most of these results first appeared in Milnor and Moore [104], but with

different proofs, and some go back to earlier work of Leray, Samelson, and

Borel. §23.4 is a corrected version of results in [84].

23.1. Restricted Lie algebras

In this section and the next, we work over a commutative ring R of prime

characteristic p. Of course, either 2 = 0 or 2 is invertible in R. As before, we

let X+ and X− denote the R-submodules of even and odd degree elements

of an R-module X , with the convention that X+ = X and X− = {0} if

charR = 2.

definition 23.1.1. A restricted Lie algebra over R is a Lie algebra L together

with a function ξ : L+ → L+ with ξ (Ln) ⊂ Lpn, such that there exists an asso-

ciative algebra A and a monomorphism of Lie algebras j : L→ A such that

jξ (x) = ξ j(x), where ξ : A+ → A+ is the pth power operation. A morphism of

restricted Lie algebras is a morphism of Lie algebras that commutes with the

“restrictions” ξ .

lemma 23.1.2. Let L be a restricted Lie algebra. Let x ∈ L, y ∈ L+n , z ∈ L+n , and

r ∈ R. Define (ady)(x) = [x, y] and, inductively, (ady)i(x) = [(ady)i−1(x), y].
Then the following identities hold.

465
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(i) [x, ξ (y)] = (ady)p(x)

(ii) ξ (ry) = rpξ (y)

(iii) ξ (y+ z) = ξ (y)+ ξ (z)+∑p−1
i=1 si(y, z), where isi(y, z) is the coefficient of ai−1

in the expression ad(ay+ z)p−1(y); here a is a degree zero indeterminant.

proof. Part (ii) is trivial. Consider the polynomial algebra P[b, c] on two

indeterminates b and c of the same degree n, where n is even if charR > 2.

We have the identities

(1) (b− c)p = bp− cp and

(2) (b− c)p−1 =∑p−1
i=0 bicp−1−i.

Thus the same identities hold for two commuting elements in any R-algebra.

Embed L in an associative algebra A, as in the definition. Left and right mul-

tiplication by y are commuting elements in the algebra HomR(A,A), hence

(1) implies (i) and (2) implies

(3) (ady)p−1(x) =∑p−1
i=0 yixyp−1−i.

To prove (iii), consider the polynomial algebra A[a]. Write

(4) (ay+ z)p = apyp+ zp+∑p−1
i=1 si(y, z)ai.

We must evaluate the coefficients si(y, z), which a priori lie in A, as elements

of L. Formal differentiation of (4) with respect to a, using d(ai) = iai−1, gives

(5)
∑p−1

i=0 (ay+ z)iy(ay+ z)p−1−i =∑p−1
i=1 isi(y, z)ai−1.

Replacing x and y by y and ay+ z, respectively, in (3) and comparing the

result to (5), we find that isi(y, z) admits the description given in (iii). Setting

a = 1 in (5), we obtain (iii). �

Observe that (iii) shows that ξ (y+ z)− ξ (y)− ξ (z) is in the Lie subalgebra

of L generated by y and z.

We shall see that, at least if R is a field, any Lie algebra L with a restriction

ξ satisfying these identities can be embedded in a restriction-preserving way

as a Lie subalgebra of an associative algebra and is therefore a restricted Lie

algebra. Of course, any associative algebra is a restricted Lie algebra under the

commutator and pth power operations.

definition 23.1.3. The universal enveloping algebra of a restricted Lie alge-

bra L is an associative algebra V (L) together with a morphism of restricted Lie

algebras i : L→ V (L) such that, for any morphism of restricted Lie algebras
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f : L→ A, where A is an associative algebra, there exists a unique morphism

of algebras f̃ : V (L)→ A such that f̃ ◦ i = f .

Clearly V (L) is unique up to canonical isomorphism, if it exists.

proposition 23.1.4. Any restricted Lie algebra L has a universal enveloping

algebra V (L), and i : L→ V (L) is a monomorphism whose image generates V (L) as

an algebra. Moreover, V (L) is a primitively generated Hopf algebra.

proof. Let I ⊂ U(L) be the two-sided ideal generated by all elements of the

form xp− ξ (x), x ∈ L+. Define V (L) = U(L)/I and let i : L→ V (L) be the

composite of i : L→ U(L) and the quotient map U(L)→ V (L). The universal

property is easily checked, and it is then clear that i is amonomorphismwhose

image generates V (L). The proof of the last statement is exactly the same as

forU(L), the essential point being thatV (L× L′) is isomorphic toV (L)⊗V (L′)
for restricted Lie algebras L and L′. �

23.2. The restricted Poincaré-Birkhoff-Witt theorem

We here obtain the Poincaré-Birkhoff-Witt theorem for restricted Lie algebras

L. The Lie filtration of V (L) is defined exactly as was the Lie filtration of U(L);

see Definition 22.2.1 and the discussion following it. We shall describe the

associated graded algebra E⊕V (L) when L is R-free. In V (L), xp = ξ (x) for

x ∈ L+. Since ξ (x) has filtration one, xp = 0 in the commutative algebra

E⊕V (L).

LetL� denote theunderlyingR-module ofL regarded as an abelian restricted

Lie algebra with restriction zero and write B(L) = V (L�). Then B(L) = A(L)/J,

where J is the ideal generated by {xp|x ∈ L+}. Clearly the inclusion of L in

E⊕V (L) induces a natural map of algebras f : B(L)→ E⊕V (L).

theorem 23.2.1 (poincarÉ-birkhoff-witt). Let L be an R-free restricted

Lie algebra. Then f : B(L)→ E⊕V (L) is an isomorphism of Hopf algebras.

proof. Give B(L) its Lie filtration and E⊕V (L) its filtration by filtration

degree. Then E0B(L) is obtained by application of B to L regarded as a

bigraded R-module via L1,q = Lq+1, and E0E⊕(L) = E0V (L). Since f is evi-

dently a filtration-preserving epimorphism, it suffices to prove that E0f is

a monomorphism. Observe that the quotient maps π : A(L)→ B(L) and

ρ : U(L)→ V (L) are filtration-preserving. Let I = ker ρ. Recall the map of

R-modules σ̄ : U(L) −→ A(L) from the proof of Theorem 22.2.3. We shall
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construct a filtration-preserving morphism of R-modules τ : A(L)→ B(L)

such that τ σ̄ (I) = 0 and E0τ = E0π . It will follow that τ σ̄ = τ̄ ρ for a filtration-

preserving R-map τ̄ : V (L)→ B(L) and that E0τ̄ is a morphism of algebras.

The composite

E0B(L)
E0f

�� E0V (L)
E0 τ̄

�� E0B(L)

will be the identitymorphism of algebras, hence E0f will be amonomorphism

and the proof will be complete.

To construct τ , let {yj} be an R-basis for L+. Clearly L− plays a negligible

role here, and we let x denote an arbitrary basis element ofA(L−) = B(L−) and
define τ (x) = x. Let zj denote yj regarded as an element of B(L). We define τ

by induction on the filtration degree. We define τ by the formulas

23.2.2 τ (xyr1
j1
· · · yrn

jn
) = xzr1

j1
· · · zrn

jn
for each ri < p

and

23.2.3 τ (xyr1
j1
· · · yrn

jn
) = τ (xyr1

j1
· · · yri−1

ji−1 ξ (yj1 )y
ri−p

ji
y

ri+1
ji+1 · · · y

rn
jn
) if ri ≥ p.

By induction on the filtration degree, these formulas uniquely determine a

well-defined filtration-preserving morphism of R-modules τ : A(L) −→ B(L)

such that E0τ = E0π . It remains to check that τ σ̄ (I) = 0. By definition, I is

the two-sided ideal inU(L) generated by {yp− ξ (y)|y ∈ L+}. If y is a linear com-

bination
∑

kiyji , the identities (ii) and (iii) of Lemma 23.1.2 and the agreement

of commutators and Lie brackets of elements of L in U(L) imply that

yp− ξ (y) =
∑

i

k
p
i (y

p
ji
− ξ (yji )).

Thus I is the two-sided ideal in U(L) generated by {yp
j − ξ (yj)}. Now a calcula-

tion from the identity (i) of Lemma 23.1.2 and the inductive definitions of σ̄

and τ gives the conclusion. �

The following corollaries are deducedprecisely as in the case of Lie algebras.

corollary 23.2.4. Let {xi} and {yj} be R-bases for L− and L+ indexed on totally

ordered sets. Then V (L) is the free R-module on the basis

{xi1 · · · xim yr1
j1
· · · yrn

jn
|i1 < · · · < im , j1 < · · · < jn and 1 ≤ rk < p}.

corollary 23.2.5. Let L be an R-free Lie algebra together with a restriction opera-

tion satisfying the identities listed in Lemma 23.1.2. Then L is a restricted Lie algebra.
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23.3. Primitively generated Hopf algebras in characteristic p

In this section, R is assumed to be a field of characteristic p. Again, all of the

results remain valid if R is any ring of characteristic p and all R-modules in

sight are R-free.

The R-module PA of primitive elements of a Hopf algebra A is a restricted

Lie subalgebra. The universal property of V (PA) thus gives a natural map

of Hopf algebras g : V (PA)→ A, and g is an epimorphism if A is primi-

tive. Let RL and PH denote the categories of restricted Lie algebras and

of primitive Hopf algebras over R. We have functors V : RL →PH and

P : PH → RL, a natural inclusion L ⊂ PV (L), and a natural epimorphism

g : V (PA)→ A, where L ∈ RL and A ∈PH .

theorem 23.3.1. The functors V : RL →PH and P : PH → RL are

inverse equivalences of categories. More explicitly,

(i) PV (L) = L for any restricted Lie algebra L and

(ii) g : V (PA)→ A is an isomorphism for any primitive Hopf algebra A.

proof. To prove (i), we consider the Lie filtration of V (L). By the PBW the-

orem, E⊕V (L) ∼= B(L) as a Hopf algebra. Arguing precisely as in the char-

acteristic zero case, we find that PE0V (L) = E0
1,∗V (L) and conclude that

PV (L) ⊂ F1V (L). This proves (i). To prove (ii), consider the primitive filtra-

tion of A, as specified in the proof of Theorem 22.3.1. The Lie and primitive

filtrations on V (L) coincide and g is filtration-preserving. It follows just as in

the characteristic zero case thatE0g is amonomorphism and that g is therefore

an isomorphism. �

corollary 23.3.2. If A is a commutative primitive Hopf algebra such that xp = 0

if x ∈ (IA)+, then A is isomorphic as a Hopf algebra to B(PA).

proof. A ∼= V (PA) ∼= B(PA) sincePA is an abelian restricted Lie algebrawith

restriction zero. �

Unlike its characteristic zero analogue, Corollary 23.3.2 fails to describe

arbitrary commutative primitive Hopf algebras A overR. We haveA ∼= V (PA),

andwe shall studyV (PA) inmoredetail in thenext section. For similar reasons,

the characteristic p analogue of Corollary 22.3.3 takes the following weaker

form. We again emphasize that A was not assumed to be connected in the

results above.
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corollary 23.3.3. Let A be a connected quasi-Hopf algebra.

(i) ν : PA→ QA is a monomorphism if and only if A is associative and

commutative and satisfies xp = 0 for x ∈ (IA)+.

(ii) If A is commutative and associative and if ξ (A) is the quasi-Hopf subalgebra

of A whose positive degree elements are spanned by {xp|x ∈ (IA)+}, then the

following is an exact sequence of R-modules.

0 �� Pξ (A) �� PA
ν

�� QA

(iii) If A is a commutative and cocommutative Hopf algebra, then the following

is an exact sequence of R-modules.

0 �� Pξ (A) �� PA
ν

�� QA �� Qλ(A) �� 0

Here λ(A) is the quotient Hopf algebra ξ (A∗)∗ of A if A is of finite type and, in

general, λ(A) is the colimit of the λ(B), where B runs over the Hopf subalgebras

of A that are of finite type.

proof. If ν is a monomorphism, then A is associative and commutative and

xp = 0 forx ∈ (IA)+ by Lemma21.1.1. Conversely, giveA its product filtration,

which is complete since A is connected. The previous corollary applies to

give E0A ∼= B(PE0A). It follows as in the proof of Corollary 22.3.3 that ν is a

monomorphism. To prove (ii), letB = A//ξA. ThenB satisfies the hypotheses

of (i). By Theorem 21.2.3, we have the commutative diagram with exact rows

0 �� Pξ (A) ��

ν

��

PA ��

ν

��

PB

ν

��
Qξ (A) �� QA �� QB �� 0

Here ν : PB→ QB is a monomorphism and Qξ (A)→ QA is zero. Now (ii)

follows by a simple diagram chase. When A is of finite type, (iii) follows from

(ii) by dualization, and the general case then results by passage to colimits. �

corollary 23.3.4. A Hopf subalgebra of a primitive Hopf algebra is itself

primitive.

proof. Let A ⊂ B, where B is primitive. By precisely the same argument

as in the proof of Corollary 22.3.4, it suffices to prove the result when A
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and B are connected. By Lemma 21.1.2, we may assume that A is of finite

type. The proof of Lemma 21.1.2 applies to show that B is the colimit of its

primitive Hopf subalgebras of finite type, and A will necessarily be contained

in one of them. Thus we may assume that B is also of finite type. Then A∗

is a quotient hopf algebra of B∗. Since ν : PB∗ → QB∗ is a monomorphism,

part (i) of the previous corollary applies to show that B∗ is associative and

commutative with zero pth powers. Therefore A∗ also has these properties and
ν : PA→ QA is amonomorphism. Dualizing back, wehave that ν : PA→ QA

is an epimorphism. �

corollary 23.3.5. A Hopf subalgebra A of a primitive Hopf algebra B is a nor-

mal subalgebra if and only if PA is a restricted Lie ideal of PB. When this holds,

B//A = V (PB/PA) and

0→ PA→ PB→ P(B//A)→ 0

is an exact sequence of restricted Lie algebras.

proof. The argument is the same as for Lemma 20.4.7, but with the obser-

vation that, since A is a subalgebra of B, PA is automatically closed under

the restriction in B and is thus a restricted Lie ideal if and only if it is a Lie

ideal. �

23.4. Commutative Hopf algebras in characteristic p

In this section, R is assumed to be a perfect field of characteristic p. We need

R to be perfect since relations of the form xpq = ryp, where r has no pth root,

would lead to counterexamples to the main results.

theorem 23.4.1. Let A be a connected, commutative, and associative quasi-Hopf

algebra. For a morphism of R-modules σ : QA→ IA such that πσ = id, where

π : IA→ QA is the quotient map, let R(A; σ ) be the abelian restricted Lie subal-

gebra of A generated by the image of σ . For a suitable choice of σ , the morphism

of algebras f : V (R(A; σ ))→ A induced by the inclusion of R(A; σ ) in A is an

isomorphism.

proof. Clearly f is an epimorphism for any choice of σ . Let F be the family

of pairs (B, σ ), where B is a quasi-Hopf subalgebra of A and σ : QB→ B is a

R-splitting of π : B→ QB such that the following properties hold.

(1) The map of algebras f : V (R(B; σ ))→ B associated to σ is an isomor-

phism.
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(2) The map QB→ QA induced by the inclusion of B in A is a monomor-

phism, and (QB)q = 0 for q > n if (QB)n → (QA)n is not an isomorphism.

Partial order F by (C, τ ) < (B, σ ) if C ⊂ B and σ extends τ . Note that

QC → QB is then a monomorphism such that (QC)q = 0 for q > n if

(QC)n → (QB)n is not an isomorphism. The family F is nonempty since

it contains (R, 0), and the union of a chain in F is an element of F. Therefore

F has a maximal element (C, τ ). Assume for a contradiction that C �= A. Let

n be minimal such that (QC)n �= (QA)n. Then (QC)q = 0 for q > n. Choose

y ∈ An such that π (y) is not in QC and let B be the subalgebra of A generated

by C and y; B is necessarily a quasi-Hopf subalgebra. The quotient B//C is a

monogenic Hopf algebra with primitive generator the image z of y.

A check of coproducts shows that the minimal m such that ym = 0 must

be a power of p. Define the height of y by ht(y) = t if ypt = 0 but ypt−1 �= 0, or

ht(y) = ∞ if there exists no such t. It is possible that y ∈ B has greater height

than z ∈ B//C, but we claim that there exists x ∈ B such that x also has image

z in B//C and ht(x) = ht(z). Granting the claim, we complete the proof as

follows. By Theorem 21.2.3, the composite map of algebras

C⊗B//C
i⊗σ

�� B⊗B
φ

�� B

is an isomorphism, where i : C → B is the inclusion and σ (z) = x. If we

extend τ : QC → C to σ : QB→ B by setting σπ (y) = x, then the associated

map of algebras V (R(B; σ ))→ B is an isomorphism and (C, τ ) < (B, σ ).

Thus it remains to prove the claim. There is nothing to prove if p > 2 and

n is odd or if z has infinite height. Thus let ht(z) = s. Let C′ = ξ s(C). Since

R is perfect, C′ is a quasi-Hopf subalgebra of C. Consider the commutative

diagram

C ��

γ

��

B ��

β

��

B//C

α

��

C//C′ �� B//C′ �� (B//C′)//(C//C′)

where the vertical arrows are quotient maps. By Corollary 21.2.4, α is

an isomorphism, and we regard it as an identification. Let x′ ∈ B//C′

map to z ∈ B//C. Then x′ has height ps. Indeed, ξ s(x′) is primitive since
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ψ(x′)= x′ ⊗ 1+ u+ 1⊗ x′, whereu ∈ I(C//C′)⊗ I(C//C′) and thus ξ s(u)= 0.

However, B//C′ has no nonzero primitive elements of degree psn in view

of the exact sequence

0 �� P(C//C′) �� P(B//C′) �� P(B//C)

and the fact that all indecomposable elements of C//C′ have degree ≤ n and

all ( ps)th powers of elements of C//C′ are zero (and similarly for B//C). Now

choose w ∈ B such that β(w) = x′. Then ψ(w) = w⊗ 1+ v+ 1⊗w, where

v ∈ IC⊗ IC. Since ( id⊗β)(v) ∈ IC⊗ I(C//C′), ξ s( id⊗β)(v) = 0. It follows

that ( id⊗β)ψξ s(w) = ξ s(w)⊗ 1. By Theorem 21.2.3, this implies that ξ s(w) is

in C′. Let ξ s(w) = ξ s(w′), where w′ ∈ C. If x = w−w′, then ξ s(x) = 0 and x

projects to z in B//C. �

example 23.4.2. The theorem fails if σ is not chosen properly. For a coun-

terexample, let p = 2 and take A = P{x}⊗E{y}, where x and y are primitive

elements of degrees one and three. If one foolishly defines σ : QA→ A by

σπ (x) = x and σπ (y) = y+ x3, then V (R(A; σ )) is a polynomial algebra on

two generators.1

We have the following immediate corollary for quasi-Hopf algebras hav-

ing only odd-degree generators. We say that a commutative algebra is strictly

commutative if x2 = 0 for all odd-degree elements x; of course, this always

holds if charR �= 2.

corollary 23.4.3. Let A be a connected, strictly commutative, and associative

quasi-Hopf algebra such that QnA = 0 if n is even. Then A ∼= E(QA) as an algebra.

Again, we obtain a stronger conclusion when the coproduct is coasso-

ciative.

corollary 23.4.4 (leray-samelson). Let A be a connected strictly commu-

tative Hopf algebra such that QnA = 0 if n is even. Then A ∼= E(PA) as a Hopf

algebra.

proof. This follows from Corollaries 23.3.2 and 23.3.3 by the same

arguments used to prove Corollary 22.4.3. �

1. This example is due to Paul Goerss [private communication].
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Using Corollary 23.3.5, we can obtain an analogue of Theorem 22.4.4, but

this result gives considerably less complete information than was obtainable

in the characteristic zero case.

corollary 23.4.5. Let A be a connected, commutative, and cocommutative

Hopf algebra over R, where charR > 2. Let B = E(PA−) and C = A//B. Then

A ∼= B⊗C as a Hopf algebra.

proof. By (iii) of Corollary 23.3.3, ν : PA→ QA is an isomorphism in odd

degrees. We may assume that A is of finite type. Dualizing, we have that

ν : PA∗ → QA∗ is also an isomorphism in odd degrees, and there results

a map of Hopf algebras π∗ : B∗ → A∗ such that the evident composite

B→ A→ B is the identity. Let ρ : A→ C be the natural epimorphism and

define ω : A→ B⊗C to be the composite

A
ψ

�� A⊗A
π⊗ρ

�� B⊗C.

Since A is cocommutative, ψ is a morphism of Hopf algebras, hence so

is ω. Since (ε⊗ id )ω = ρ and ( id⊗ε)ω = π , ω is clearly an epimorphism.

Using the exact sequence of primitives in Corollary 23.3.5 and the fact that

P(B⊗C) = PB⊕PC, we see that ω is an isomorphism on primitives and

therefore a monomorphism. �

To complete our results, we must still determine the structure of V (L),

where L is an abelian restricted Lie algebra. Clearly, it suffices to study L itself.

theorem 23.4.6. Let L be an abelian restricted Lie algebra such that L0 is finitely

generated as a restricted Lie algebra. Then L is isomorphic to a direct sum of mono-

genic abelian restricted Lie algebras.

proof. Clearly L = L− × L+ as an abelian restricted Lie algebra. Since L− is

just a vector space, with no additional structure, we may as well assume that

L = L+. Let L(n) be the abelian restricted Lie subalgebra of L generated by the

Li for i ≤ n. Since L is the union of the L(n), it suffices to prove the result when

L = L(n). We proceed by induction on n.

We first consider the case L = L(0) = L0, which is exceptional. Let P[t]
denote the noncommutative polynomial algebra in one indeterminate t with

tr = rpt for r ∈ R. If R = Fp, P[t] is the ordinary polynomial algebra. The

relation ξ (rx) = rpξ (x) shows that L is a P[t]-module via tx = ξ (x). Since R is
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perfect, r → rp is an automorphism of R, and P[t] is a principal ideal domain

by Jacobson [72, p. 30]. Therefore, by [72, pp. 43–44], every finitely generated

P[t]-module is a direct sum of cyclic modules. This says that L is a finite direct

sum of monogenic abelian restricted Lie algebras.

In general, L is the direct sum of L(0) and its restricted Lie subalgebra of

positive-degree elements, so we may now assume that L0 = 0. Consider the

case L = L(n), where n > 0 and the conclusion holds for L(n− 1). Choose a

splitting σ of the epimorphism L(n)n −→ L(n)n/L(n− 1)n and choose a basis

for L(n)n/L(n− 1)n. The image under σ of the chosen basis gives a set of

generators of degree n of L(n). Since, in contrast with the case L(0), there is

no further structure in sight in degree n, we may apply a passage to colimits

argument to see that the conclusion holds in general if it holds when there

are only finitely many generators, q say, of degree n. We proceed by induction

on q, there being nothing to prove if there are no such generators. Thus

assume first that L has q generators of degree n and let L′ be the abelian

restricted Lie subalgebra of L generated by L(n− 1) together with q− 1 of

these generators. Let L′′ = L/L′. By the induction hypothesis, L′ is a sum of

monogenic abelian restricted Lie algebras. By construction, L′′ is an abelian

restricted Lie algebra generated by a single element, x say, of degree n. It

suffices to prove that L is isomorphic to L′ ⊕ L′′. To show this, it suffices to

construct a morphism f : L′′ → L of abelian restricted Lie algebras such that

π f = id, where π : L→ L′′ is the quotient map.

Define the height of an element z∈ L by ht(z)= s if ξ s(z)= 0 but ξ s−1(z) �= 0

and ht(z) = ∞ if ξm(z) �= 0 for allm. Of course, ifπ (y) = x, then ht(y) ≥ ht(x).

To construct f , it suffices to find y ∈ L such that π (y) = x and ht(y) = ht(x)

since f (x) = y then determines f . If ht(x) = ∞, any y such that π (y) = x

will do. Thus assume that x has finite height s. Since R is perfect, ξ s(L′) is a
abelian restricted Lie subalgebra of L′. Let M′ = L′/ξ s(L′) and M = L/ξ s(L′).
We may identify L′′ with M/M′. Choose z ∈ M, which projects to x ∈ L′′,
and w ∈ L, which projects to z. We have Mt = 0 for t ≥ psn by construction

and L′′t = 0 for t ≥ psn since ht(x) = s. Thus Mt = 0 for t ≥ psn and ξ s(z) = 0.

Therefore ξ s(w) = ξ s(w′) for some w′ ∈ L′. Let y = w−w′. Then π (y) = x and

ht(y) = s. �

Observe that V (⊕i Li) ∼= ⊗iV (Li). One way to see this formally is to ignore

the coproduct and observe that, as a left adjoint, the functor V from abelian

restricted Lie algebras to commutative algebras commutes with categorical

coproducts, which are direct sums on the Lie algebra level and tensor prod-

ucts on the algebra level. The following two theorems are therefore direct
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consequences of Theorems 23.3.1 and 23.4.1. Note that a connected mono-

genic Hopf algebra is of the form E[x], where x ∈ (IA)−, or P[x]/(xpq
) or P[x],

where x ∈ (IA)+.

theorem 23.4.7. If A is a primitive commutative Hopf algebra and A0 is finitely

generated as an algebra, then A is isomorphic as a Hopf algebra to a tensor product

of monogenic Hopf algebras.

theorem 23.4.8 (borel). If A is a connected, commutative, and associative

quasi-Hopf algebra, then A is isomorphic as an algebra to a tensor product of

monogenic Hopf algebras.
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A PRIMER ON SPECTRAL SEQUENCES

This chapter contains those results about spectral sequences that we used

earlier in the book, incorporated into a brief background compendium of the

very minimum that anybody interested in algebraic topology needs to know

about spectral sequences. Introductory books on algebraic topology usually

focus on the different kinds of chain and cochain complexes that can be used

to define ordinary homology and cohomology. It is a well-kept secret that

the further one goes into the subject, the less one uses such complexes for

actual calculation. Rather, one starts with a few spaces whose homology and

cohomology groups can be computed by hand, using explicit chain complexes.

One then bootstraps up such calculations to the vast array of currently known

computations using a variety of spectral sequences. McCleary’s book [98] is

a good encyclopedic reference for the various spectral sequences in current

use. Other introductions can be found in many texts in algebraic topology and

homological algebra [79, 123, 142]. However, the truth is that the only way to

master the use of spectral sequences is to work out many examples in detail.

All modules are over a commutative ring R and understood to be graded,

whether or not the grading is mentioned explicitly or denoted. In general, we

leave the gradings implicit for readability. The preliminaries on tensor product

and Hom functors of §20.1 remain in force in this chapter.

24.1. Definitions

While spectral sequences arise with different patterns of gradings, the most

commonly encountered homologically and cohomologically graded spectral

sequences fit into the patterns given in the following pair of definitions.

definition 24.1.1. A homologically graded spectral sequence E = {Er } con-
sists of a sequence of Z-bigraded R modules Er = {Er

p,q}r≥1 together with dif-

ferentials

477



“530-46909_Ch24_6P.tex” — 8/25/2011 — 10:37 — page 478

−1
0

+1

478 / a primer on spectral sequences

dr : Er
p,q → Er

p−r ,q+r−1

such that Er+1 ∼= H∗(Er ). A morphism f : E → E ′ of spectral sequences is

a family of morphisms of complexes f r : Er → E ′r such that f r+1 is the

morphism H∗( f r ) induced by f r .

definition 24.1.2. A cohomologically graded spectral sequence E = {Er }
consists of Z-bigraded R-modules Er = {Ep,q

r }r≥1 together with differentials

dr : E
p,q
r → E

p+r ,q−r+1
r

such that Er+1 ∼= H∗(Er ). We can regrade Er homologically by setting

E
p,q
r = Er−p,−q, so in principle the two grading conventions define the same

concept.

Let E = {Er } be a spectral sequence. Let Z1, the cycles, be the kernel of d1

and B1, the boundaries, be the image of d1. Then, under the identification of

H∗(E1) with E2, d2 is a map

Z1/B1 → Z1/B1.

Continuing this identification, Er is identified with Zr−1/Br−1 and the map

dr : Zr−1/Br−1 → Zr−1/Br−1

has kernel Zr/Br−1 and image Br/Br−1. These identifications give a sequence
of submodules

0 = B0 ⊂ B1 ⊂ · · · ⊂ Z2 ⊂ Z1 ⊂ Z0 = E1.

DefineZ∞= ∩∞r=1 Zr,B∞= ∪∞r=1 Br, andE∞p,q=Z∞p,q/B∞p,q, writingE∞={E∞p,q}.
We say that E is a first-quadrant spectral sequence if Er

p,q = 0 for p < 0 or

q < 0. In a first-quadrant spectral sequence the terms {Er
p,0} are called the base

terms and the terms {Er
0,q} are called the fiber terms. Note that elements of

Er
p,0 cannot be boundaries for r ≥ 2 since the differential

dr : Er
p+r ,−r+1 −→ Er

p,0

has domain the 0 group. Thus

Er+1
p,0 = Ker (dr : Er

p,0 → Er
p−r ,r−1)
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and there is a sequence of monomorphisms

eB : E∞p,0 = E
p+1
p,0 → E

p
p,0 → · · · → E3

p,0 → E2
p,0.

Similarly, for r ≥ 1, Er
0,q consists only of cycles and so there are epimorphisms

eF : E2
0,q → E3

0,q → · · · → E
q+2
0,q = E∞0,q.

The maps eB and eF are called edge homomorphisms. From these maps we

define a “map” τ = e−1F dpe−1B : E2
p,0 → E2

0,p−1, as in the following diagram.

0

��

E2
0,p−1

eF

��

0 �� E∞p,0 �� E
p
p,0

dp

��

eB

��

E
p
0,p−1

��

�� E∞0,p−1 �� 0

E2
p,0

τ

77������������������

0

This map is called the transgression. It is an additive relation [79, II.6] from a

submodule of E2
p,0 to a quotient module of E2

0,p−1.
A cohomologically graded first-quadrant spectral sequenceE is also defined

to have E
p,q
r = 0 for p < 0 or q < 0. However, when regraded homologically it

becomes a third-quadrant spectral sequence. Again, its base terms have q = 0

and its fiber terms have p = 0. It has edge homomorphisms

eB : E
p,0
2 → E

p,0
3 → · · · → E

p,0
p → E

p,0
p+1 = E

p,0
∞

(which are epimorphisms) and

eF : E
0,q
∞ = E

0,q
q+2 −→ E

0,q
q+1 −→ · · · −→ E

0,q
3 → E

0,q
2

(which are monomorphisms). Its transgression τ = e−1B dpe−1F is induced by

the differential dp : E
0,p−1
p → E

p,0
p . It is an additive relation from a submodule

of E
0,p−1
2 to a quotient module of E

p,0
2 .

24.2. Exact couples

Exact couples provide an especially useful and general source of spectral

sequences. We first define them in general, with unspecified gradings. This

leads to the most elementary example, called the Bockstein spectral sequence.

We then describe the gradings that usually appear in practice.
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definition 24.2.1. LetD andE bemodules. Anexact coupleC =〈D,E; i, j, k〉
is a diagram

D
i

�� D

j���������

E

k

���������

in which Ker j = Im i, Ker k = Im j, and Ker i = Im k.

If d = jk : E → E, then d ◦ d = jkjk = 0. Construct C ′ = 〈D′,E ′; i′, j′, k′〉 by
letting

D′ = i(D) and E ′ = H∗(E; d),

and, writing overlines to denote passage to homology classes,

i′ = i|i(D), j′(i(x)) = j(x) = j(x)+ jk(E), and k′(ȳ) = k′(y+ jk(E)) = k(y).

That is, i′ is a restriction of i and j′ and k′ are induced from j and k by passing to

homology on targets and sources.We easily check that j′ and k′ arewell-defined
and the following result holds.

lemma 24.2.2. C ′ is an exact couple.

Starting with C = C (1), we can iterate the construction to form

C (r) = 〈Dr ,Er , ir , jr , kr 〉. (The notation might be confusing since the maps

ir , jr , and kr given by the construction are not iterated composites). Then,

with dr = jr kr , {Er } is a spectral sequence. It can be graded differently than

in the previous section since we have not specified conditions on the grading

of D and E. The Bockstein spectral sequence in the proof of Lemma 4.3.4

comes from a particularly simple exact couple and is singly graded rather than

bigraded.

example 24.2.3. Let C be a torsion-free chain complex over Z. From the short

exact sequence of groups

0 ��
Z

p
��

Z
�� Z/pZ �� 0

we obtain a short exact sequence of chain complexes

0 �� C �� C �� C⊗Z/pZ �� 0.
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The induced long exact homology sequence is an exact couple

H∗(C) �� H∗(C)

88??????????

H∗(C⊗Z/pZ)

CC))))))))))

.

The resulting spectral sequence is called the mod p Bockstein spectral

sequence. Here dr : Er
n → Er

n−1 for all r ≥ 1 and all n, and we have short exact

sequences

0 �� ( pr−1Hn(C))⊗Z/pZ �� Er
n

�� Tor ( pr−1Hn−1(C),Z/pZ) �� 0.

When r = 1, this is the universal coefficient exact sequence for calculating

Hn(C;Fp), and we may view it as a higher universal coefficient exact sequence

in general.

We can describe this spectral sequence in very elementary terms. Let �n

be the functor on graded abelian groups given by (�nA)q+n = Aq. For a cyclic

abelian group π , we have a Z-free resolution C(π ) given by Z in degree 0 if

π = Z and by copies of Z in degrees 0 and 1 with differential qs if π = Z/qs.

Assume that H∗(C) is of finite type and write Hn(C) as a direct sum of cyclic

groups. For each cyclic summand, choose a representative cycle x and, if

π = Z/qs, a chain y such that d(y) = qsx. For each cyclic summand π , these

choices determine a chainmap�nC(π ) −→ C. Summing over the cyclic sum-

mands andovern, we obtain a chain complexC′ and a chainmapC′ −→ C that

induces an isomorphism on homology and on Bockstein spectral sequences.

The Bockstein spectral sequences {Er } of the�nC(π ) are trivial to compute.

Whenπ = Z, Er
n = Z andEr

m = 0 form �= n for all r . Whenπ = Z/qs for q �= p,

Er
n = 0 for all n and r . When π = Z/ps, E1 = Es is Fp in degrees n and n+ 1,

ds : Es
n+1 −→ Es

n is an isomorphism, and Er = 0 for r > s. Returning to C, we

see that E∞ ∼= (H∗(C)/TH∗(C))⊗Fp, where Tπ denotes the torsion subgroup

of a finitely generated abelian group π . Moreover, there is one summand Z/ps

in H∗(C) for each summand Fp in the vector space dsEs. The higher universal

coefficient exact sequences are easy to see from this perspective.

We conclude that complete knowledge of the Bockstein spectral sequences

ofC for all primes p allows a complete description ofH∗(C) as a graded abelian

group.
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The previous example shows that if X is a space whose homology is of

finite type and if one can compute H∗(X ;Q) and H∗(X ;Fp) together with the

mod p Bockstein spectral sequences for all primes p, then one can read off

H∗(X ;Z). For this reason, among others, algebraic topologists rarely concern

themselves with integral homology but rather focus on homology with field

coefficients. This is one explanation for the focus of this bookon rationalization

and completion at primes.

This is just one particularly elementary example of an exact couple. More

typically, D and E are Z-bigraded and, with homological grading, we have

deg i = (1,−1), deg j = (0, 0), and deg k = (− 1, 0).

This implies that

deg ir = (1,−1), deg jr = (− (r − 1), r − 1), and deg kr = (− 1, 0).

Since dr = jr kr , we then have

dr : Er
p,q → Er

p−r ,q+r−1,

as in our original definition of a spectral sequence.

24.3. Filtered complexes

Filtered chain complexes give rise to exact couples and therefore to spectral

sequences. This is one of the most basic sources of spectral sequences. The

Serre spectral sequence, which we describe in §24.5 below, could be obtained

as an example, although we shall construct it differently.

Let A be a Z-graded complex of modules. An (increasing) filtration of A is

a sequence of subcomplexes

· · · ⊂ Fp−1A ⊂ FpA ⊂ Fp+1A ⊂ · · ·
of A. The associated graded complex E0A is the bigraded complex defined by

E0
p,qA = (FpA/Fp−1A)p+q,

with differential d0 induced by that of A. The homology H∗(A) is filtered by

FpH∗(A) = Im(H∗(FpA)→ H∗(A)),

and thus E0H∗(A) is defined.
Let Ap,q = (FpA)p+q. The inclusion Fp−1A ⊂ FpA restricts to inclusions

i : Ap−1,q+1 → Ap,q and induces quotient maps j : Ap,q → E0
p,q. The short exact

sequence
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24.3.1 0 �� Fp−1A
i

�� FpA
j

�� E0
p A �� 0

of chain complexes induces a long exact sequence

· · · �� Hn(Fp−1A)
i∗

�� Hn(FpA)
j∗
�� Hn(E0

p A)
k∗

�� Hn−1(Fp−1A) �� · · · .

Let D1
p,q = Hp+q(FpA) and E1

p,q = Hp+q(E0
p ). Then

〈D1,E1; i∗, j∗, k∗〉
is an exact couple. It gives rise to a spectral sequence {ErA}, which is functorial
on the category of filtered complexes.

theorem 24.3.2. If A = ∪pFpA and for each n there exists s(n) such that

Fs(n)An = 0, then E∞p,qA = E0
p,qH∗(A).

The proof is tedious, but elementary. We give it in the last section

of the chapter for illustrative purposes. The conclusion of the theorem,

E∞p,qA ∼= E0
p,qH∗(A), is often written

E2
p,qA⇒ Hp+q(A),

and Er is said to converge to H∗(A).
The filtration of A is said to be canonically bounded if F−1A = 0 and

FnAn = An for all n, and in this case Er certainly converges to H∗(A).
Dually, cohomology spectral sequences arise naturally from decreasing

filtrations of complexes. Regrading complexes cohomologically, so that the

differentials are maps δ : An −→ An+1, a decreasing filtration is a sequence

· · · ⊃ FpA ⊃ Fp+1A ⊃ · · · .
If we rewrite A as a complex, An = A−n, and define FpA = F−pA, then our

construction of homology spectral sequences immediately gives a cohomology

spectral sequence {ErA}. With evident changes of notation, Theorem 24.3.2

takes the following cohomological form.

theorem 24.3.3. If A = ∪pFpA and for each n there exists s(n) such that

Fs(n)An = 0, then E
p,q
∞ A = E

p,q
0 H∗(A).

A decreasing filtration is canonically bounded if F0A = A and Fn+1An = 0

for all n, and in this case Er certainly converges to H∗(A).
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In practice, we often start with a homological filtered complex and dualize

it to obtain a cohomological one, setting A∗ = Hom (A,R) and filtering it by

FpA∗ = Hom (A/Fp−1A,R).

At least when R is a field, the resulting cohomology spectral sequence is dual

to the homology spectral sequence.

24.4. Products

Recall that a differential graded algebra (DGA) A over R is a graded algebra

with a product that is a map of chain complexes, so that the Leibnitz formula

d(xy) = d(x)y+ (− 1)deg xxd(y)

is satisfied. When suitably filtered, A often gives rise to a spectral sequence

of DGA’s, meaning that each term Er is a DGA. It is no exaggeration to say

that the calculational utility of spectral sequences largely stems from such

multiplicative structure. We give a brief description of how such structure

arises in this section. We work more generally with exact couples rather than

filtered chain complexes, since our preferred construction of the Serre spectral

sequence largely avoids the use of chains and cochains.

LetC1 = 〈D1,E1; i1, j1, k1〉, C2 = 〈D2,E2; i2, j2, k2〉, andC = 〈D,E, i, j, k〉 be
exact couples. A pairing

φ : E1⊗E2 → E

is said to satisfy the condition μn if for any x ∈ E1, y ∈ E2, a ∈ D1 and b ∈ D2

such that k1(x) = in1 (a) and k2(y) = in2 (b) there exists c ∈ D such that

k(xy) = in(c)

and

j(c) = j1(a)y+ (− 1)deg xxj2(b).

We write the pairing by concatenation rather than using φ to minimize nota-

tion. By convention, we set i01 = id and i02 = id. Then the only possible choices

are a = k1(x), b = k2(y), and c = k(xy), so that μ0 is the assertion that

jk(xy) = j1k1(x)y+ (− 1)deg xxj2k2(y).

Since the differential on E is jk, and similarly for E1 and E2, μ0 is precisely the

assertion that φ is a map of chain complexes, and it then induces

φ′ : E ′1⊗E ′2 −→ E ′.

We say that φ satisfies the condition μ if φ satisfies μn for all n ≥ 0.
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proposition 24.4.1. Assume that φ satisfies μ0. Then φ satisfies μn if and only

if φ′ : E ′1⊗E ′2 → E ′ satisfies μn−1.

proof. Suppose that φ satisfiesμn. Let x′ ∈ E ′1, y′ ∈ E ′2, a′ ∈ D′1, and b′ ∈ D′2
satisfy k′1(x′) = i′n−11 (a′) and k′2(y′) = i′n−12 (b′). If x′ = x̄, y′ = ȳ, a′ = i1(a), and

b′ = i2(b), we find that

k1(x) = in1 (a) and k2(y) = in2 (b).

It follows that there exits c ∈ D such that

k(xy) = in(c) and j(c) = j1(a)y+ (− 1)deg xxj2(b).

Taking c′ = i(c), we find that

k′(xy) = k′(x̄ȳ) = i′n−1(c′)

and

j′(c′) = j′1(a′)y′ + (− 1)deg x′x′j′2(b′).

The converse is proven similarly. �

corollary 24.4.2. Ifφ satisfiesμ, then so doesφ′, and therefore so do all successive

φr : Er
1⊗Er

2 → Er,

r ≥ 1, where φr+1 is the composite

H∗(Er
1)⊗H∗(Er

2)→ H∗(Er
1⊗Er

2) −→ H∗(Er )

of the Künneth map and H∗(φr ). Thus each φr is a map of chain complexes.

The point is that it is usually quite easy to see explicitly that φ satisfies μ,

and we are entitled to conclude that the induced pairing of Er terms satisfies

the Leibnitz formula for each r ≥ 1.

example 24.4.3. The cup product in the singular cochains C∗(X ) gives rise to

the product

φ : H∗(X ;Fp)⊗H∗(X ;Fp)→ H∗(X ;Fp).

Regarding H∗(X ;Fp) as the E1 term of the Bockstein spectral sequence of the

cochain complexC∗(X ), wefind thatφ satisfiesμ. Therefore eachEr in themod

p cohomology Bockstein spectral sequence of X is a DGA, and Er+1 = H∗(Er )

as an algebra.
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Now let A,B, and C be filtered complexes. Filter A⊗B by

Fp(A⊗B) =
∑

i+j=p

FiA⊗FjB.

Suppose φ : A⊗B→ C is a morphism of filtered complexes, so that

FpA ·FqB ⊂ Fp+qC.

Then φ induces a morphism of spectral sequences

Er (A⊗B)→ Er (C).

Since ErA⊗ErB is a complex, we have a Künneth map

ErA⊗ErB→ Er (A⊗B),

and its composite with H∗(φ) defines a pairing

ErA⊗ErB→ ErC.

This is a morphism of complexes since an easy verification shows that

φ∗ : E1A⊗E1B→ E1C

satisfies the condition μ. If R is a field, or more generally if our Künneth

map is an isomorphism, then {ErA⊗ErB} is a spectral sequence isomorphic

to {Er (A⊗B)} and the product is actually a morphism of spectral sequences.

In general, however, we are concluding the Leibnitz formula even when the

Künneth map of Er terms does not induce an isomorphism on homology.

If, further, eachof thefiltered complexesA,B, andC satisfies thehypothesis

of the convergence theorem, Theorem 24.3.2, then inspection of its proof

shows that the product

E∞A⊗E∞B→ E∞C

agrees with the product

E0H∗(A)⊗E0H∗(B) −→ E0H∗(C)

induced by passage to quotients from the induced pairing

H∗(A)⊗H∗(B)→ H∗(C).

24.5. The Serre spectral sequence

We give what we feel is perhaps the quickest construction of the Serre spectral

sequence, but, since we do not want to go into details of local coefficients, we
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leave full verifications of its properties, in particular the identification of the

E2 term, to the reader. In applications, the important thing is to understand

what the properties say. Their proofs generally play no role. In fact, this is true

of most spectral sequences in algebraic topology. It is usual to construct the

Serre spectral using the singular (or, in Serre’s original work [124], cubical)

chains of all spaces in sight. We give a more direct homotopical construction

that has the advantage that it generalizes effortlessly to a construction of the

Serre spectral sequence in generalized homology and cohomology theories.

For definiteness, we take R = Z here, and we fix an abelian group π of

coefficients. We could just as well replace Z by any commutative ring R and π

by anyR-module. Let p : E → B be a Serre fibrationwith fiber F and connected

base space B. It is usual to assume that F too is connected, but that is not really

necessary. Fixing a basepoint b ∈ B, we may take F = p−1(b), and that fixes an
inclusion i : F −→ E. Using [93, p. 48], wemay as well replace p by aHurewicz

fibration. This is convenient since it allows us to exploit a relationship between

cofibrations and fibrations that does not hold for Serre fibrations. Using [93,

p. 75], we may choose a based weak equivalence f from a CW complex with

a single vertex to B. Pulling back p along f , we may as well replace p by a

Hurewicz fibration whose base space is a CW complex B with a single vertex

b. Having a CW base space gives a geometric filtration with which to work,

and having a single vertex fixes a canonical basepoint and thus a canonical

fiber.

GiveB its skeletal filtration, FpB = Bp, anddefineFpE = p−1(FpB). Observe

that F0E = F. By Lemma 1.3.1, the inclusions Fp−1E ⊂ FpE are cofibrations.

They give long exact sequences of pairs on homology with coefficients in any

fixed abelian group π . We set

D1
p,q = Hp+q(FpE;π ) and E1

p,q = Hp+q(FpE,Fp−1E;π ),

and we may identify E1
p,q with H̃p+q(FpE/Fp−1E;π ). The cited long exact

sequences are given by maps

i1 : Hp+q(Fp−1E;π ) −→ Hp+q(FpE;π )

and

j1 : Hp+q(FpE;π ) −→ Hp+q(FpE,Fp−1E;π )

induced by the inclusions i : Fp−1E ⊂ FpE and j : (FpE, ∅) ⊂ (FpE,Fp−1E) and
by connecting homomorphisms

k1 : Hp+q(FpE,Fp−1E;π ) −→ Hp+q−1(Fp−1E;π ).
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We have an exact couple and therefore a spectral sequence. Let C∗(B) denote
the cellular chains of the CW complex B. Filter H∗(E;π ) by the images of the

H∗(FpE;π ).

theorem 24.5.1 (homology serre spectral sequence). There is a

first-quadrant homological spectral sequence {Er , dr }, with

E1
p,q
∼= Cp(B;Hq(F;π )) and E2

p,q
∼= Hp(B;Hq(F;π ))

that converges to H∗(E;π ). It is natural with respect to maps

D
g

��

q

��

E

p

��
A

f

�� B

of fibrations. Assuming that F is connected, the composite

Hp(E;π ) = FpHp(E;π ) −→ FpHp(E;π )/Fp−1Hp(E;π ) = E∞p,0
eB−→ E2

p,0

= Hp(B;π )

is the map induced by p : E → B. The composite

Hq(F;π ) = H0(B;Hq(F;π )) = E2
0,q

eF→ E∞0,q = F0Hq(E;π ) ⊂ Hq(E;π )

is the map induced by i : F ⊂ E. The transgression τ : Hp(B;π )→ Hp−1(F;π ) is

the inverse additive relation to the suspension σ∗ : Hp−1(F;π ) −→ Hp(B;π ).

sketch proof. Consider the set of p-cells

e : (Dp,Sp−1) −→ (Bp,Bp−1).

When we pull the fibration p back along e, we obtain a trivial fibration since

Dp is contractible. That is, p−1(Dp) � Dp×F. Implicitly, since F = p−1(b) is
fixed, we are using a path from b to a basepoint in Dp when specifying this

equivalence, and it is here that the local coefficient systems Hq(F) enter into

the picture. These groups depend on the action of π1(B, b) on F. We prefer not

to go into the details of this since, in most of the usual applications, π1(B, b)

acts trivially on F and Hq(F) is just the ordinary homology group Hq(F), so

that

E2
p,q = Hp(B;Hq(F)).
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For p = 0, the local coefficients have no effect and we may use ordinary

homology, as we have done when describing the fiber edge homomorphism.

Of course, FpB/Fp−1B is the wedge over the maps e of the spheres

Dp/Sp−1 ∼= Sp. We conclude that FpE/Fp−1E is homotopy equivalent to

the wedge over e of copies of Sp ∧F+. Therefore, as an abelian group,

Hp+q(FpE,Fp−1E;π ) is the direct sum over e of copies of Hq(F) and can be

identified with Cp(B)⊗Hq(F). Using the precise description of cellular chains

in terms of cofiber sequences given in [93, pp. 96–97], we can compare the

cofiber sequences of the filtration of E with those of the filtration of B to check

that E1∗,q is isomorphic as a chain complex to C∗(B;Hq(F)). This is straight-

forward when π1(B) acts trivially on F, and only requires more definitional

details in general. The identification of E2 follows. We shall return to the

proof of convergence in §24.7. The naturality is clear. The statements about

the edge homomorphisms can be seen by applying naturality to the maps of

fibrations

F

p

��

i
�� E

p

��

p
�� B

=
��

{b} �� B
=

�� B.

The additive relation σ∗ : Hp−1(F;π ) −→ Hp(B;π ), p ≥ 1, admits several

equivalent descriptions. The most convenient one here is in terms of the

following diagram.

Hp(E;π )
j∗

�� Hp(E,F;π )
∂

��

p∗
��

Hp−1(F;π )

σ∗88??????????

i∗
�� Hp−1(E;π )

Hp(B, b;π )

The additive relation σ∗ is defined on Ker i∗ and takes values in Coker p∗j∗.
If i∗(x) = 0, there exists y such that ∂(y) = x, and σ∗(x) = p∗(y). Thinking
in terms of a relative spectral sequence or using (FpE,F0E) ⊂ (E,F), we see

that dr ( p∗(y)) = 0 for r < p, so that the transgression τ ( p∗(y)) = dp( p∗(y)) is
defined. Since i∗(x) = 0, x cannot survive the spectral sequence. A check

from the definition of the differentials in terms of our exact couple shows that

dp( p∗(y)) = x. �
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There is also a cohomological Serre spectral sequence. When π = R is a

commutative ring, this is a spectral sequence of DGA’s by an application of

Corollary 24.4.2. To construct this variant, we use the cohomological exact

couple obtained from the long exact sequences in cohomology of the pairs

(FpE,Fp−1E). The diagonal map gives a map of fibrations

E
�

��

p

��

E×E

p×p

��
B

�

�� B×B

and therefore gives a map of cohomological spectral sequences.

theorem 24.5.2 (cohomology serre spectral sequence). There is

a first-quadrant cohomological spectral sequence {Er , dr }, with

E
p,q
1
∼= Cp(B;H q(F;π )) and E

p,q
2
∼= Hp(B;H q(F;π ))

that converges to H∗(E;π ). It is natural with respect to maps of fibrations. Assuming

that F is connected, the composite

Hp(B;π ) = Hp(B;H0(F;π )) = E
p,0
2

eB→ E
p,0
∞ → Hp(E;π )

is the map induced by p : E → B. The composite

Hq(E;π ) −→ E
0,q
∞

eF−→ E
0,q
2 = H0(B;Hq(F;π )) = Hq(F;π )

is the map induced by i : F ⊂ E. The transgression τ : Hp−1(F;π )→ Hp(B;π ) is

the inverse additive relation to the suspension σ ∗ : Hp(B;π ) −→ Hp−1(F;π ). If

π = R is a commutative ring, then {Er } is a spectral sequence of DGA’s such that

E2 = H∗(B;H ∗(F;R)) as an R-algebra and E∞ = E0H∗(E;R) as R-algebras.

sketch proof. Up to the last statement, the proof is the same as in homol-

ogy. For the products, we already have the map of spectral sequences induced

by�, so it suffices to work externally, in the spectral sequence of E×E. Since

we are using cellular chains, we have a canonical isomorphism of chain com-

plexes C∗(B)⊗C∗(B) ∼= C∗(B×B) [93, p. 99]. Using this, it is not difficult to

define a pairing of E1 terms

φ : C∗(E;H ∗(F))⊗C∗(E;H ∗(F)) −→ C∗(E;H ∗(F))

that satisfies μ. Then the last statement follows from Corollary 24.4.2. �
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A short exact sequence

1 −→ G′ −→ G −→ G′′ −→ 1

of (discrete) groups gives a fibration sequence

K (G′, 1) −→ K (G, 1) −→ K (G′′, 1),

and there result Serre spectral sequences inhomology and cohomology. Focus-

ing on cohomology for definiteness, it takes the following form. This spectral

sequence can also be constructed purely algebraically, and it is then sometimes

called the Lyndon spectral sequence. It is an example where local coefficients

are essential.

proposition 24.5.3. (lyndon-hochschild-serre spectral se-

quence). Let G′ be a normal subgroup of a group G with quotient group G′′

and let π be a G-module. Then there is a spectral sequence with

E
p,q
2
∼= Hp(G′′;Hq(G′;π ))

that converges to H∗(G;A).

proof. The point that needs verification in a topological proof is that the

E2 term of the Serre spectral sequence agrees with the displayed algebraic E2

term. The latter is shortened notation for

Extp
Z[G′′] (Z, Ext

q
Z[G′] (Z,π )),

where the group actions on Z are trivial. The algebraic action of G′′ on G′

coming from the short exact sequence agrees with the topologically defined

action of the fundamental group of π1(K (G′′, 1)) on π1(K (G′, 1)). We can take

account of the G′′-action on π when defining the local cohomology groups

H ∗(K (G′, 1);π ) and identifying E2, and then the point is to identify the

displayed Ext groups with

Hp(K (G′′, 1);H ∗(K (G′, 1);π )).

The details are elaborations of those needed to work [93, Ex. 2, pp. 127, 141]. �

24.6. Comparison theorems

We have had several occasions to use the following standard result. We state

it in homological terms, but it has an evident cohomological analogue.
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theorem 24.6.1. (comparison theorem, [79, Thm. XI.11.1]). Let

f : E → ′E be a homomorphism of first-quadrant spectral sequences of modules

over a commutative ring. Assume that E2 and ′E2 admit universal coefficient exact

sequences as displayed in the following diagram, and that, on the E2 level, f is given

by a map of short exact sequences as displayed.

0 �� E2
p,0⊗E2

0,q
��

f ⊗f

��

E2
p,q

��

f

��

Tor1 (E2
p−1,0,E2

0,q)

Tor ( f ,f )
��

�� 0

0 �� ′E2
p,0⊗ ′E2

0,q
�� ′E2

p,q
�� Tor1 (′E2

p−1,0, ′E
2
0,q) �� 0

Write f r
p,q : Er

p,q −→ ′Er
p,q. Then any two of the following imply the third.

(i) f 2p,0 : E2
p,0 −→ ′E2

p,0 is an isomorphism for all p ≥ 0.

(ii) f 20,q : E2
0,q −→ ′E2

0,q is an isomorphism for all q ≥ 0.

(iii) f ∞p,q : E∞p,q −→ ′E∞p,q is an isomorphism for all p and q.

Details can be found in [79, XI.11]. They amount to well-arranged induc-

tion arguments. The comparison theorem is particularly useful for the Serre

spectral sequence when the base and fiber are connected and the fundamental

group of the base acts trivially on the homology of the fiber. The required

conditions on the E2 terms are then always satisfied. In §13.3, we made use

of a refinement due to Hilton and Roitberg [64, Thms. 3.1, 3.2] that applies

when we allow the base spaces to be nilpotent and to act nilpotently rather

than trivially on the homology of the fibers.

theorem 24.6.2. Consider a map of fibrations

F ��

f1
��

E ��

f

��

B

f2
��

F ′ �� E ′ �� B′,

in which B and B′ are nilpotent and act nilpotently on H∗(F) and H∗(F ′), respec-

tively, where all homology is taken with coefficients in some fixed abelian group. The

following conclusions hold.

(i) Let P ≥ 2 and Q ≥ 0 be fixed integers. Suppose that

(a) Hq( f1) is injective for q < Q, HQ ( f1) is surjective,

(b) Hp( f2) is injective for p < P, and HP ( f2) is surjective.

Then Hn( f ) is injective for n < N ≡ min(P,Q ) and HN ( f ) is surjective.
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(ii) Let P ≥ 2 and N ≥ 0 be fixed integers. Suppose that

(a) Hn( f ) is injective for n < N, HN ( f ) is surjective,

(b) Hp( f2) is injective for p < P, and HP ( f2) is surjective.

Then Hq( f1) is injective for q < Q ≡ min(N ,P− 1) and HQ ( f1) is surjective.

24.7. Convergence proofs

To give a little more insight into the inner workings of spectral sequences, we

give the proof of Theorem 24.3.2 in detail. In fact, the convergence proof for

filtered complexes will give us an alternative description of the entire spectral

sequence that avoids explicit use of exact couples. If we had given a chain-level

construction of the Serre spectral sequence, its convergence would be a special

case. The proof of convergence with themore topological construction that we

have given is parallel, but simpler, as we explain at the end of the section.

We begin with a description of the E∞-term of the spectral sequence of an

arbitrary exact couple 〈D,E; i, j, k〉. Recall that, for any (homological) spectral

sequence, we obtain a sequence of inclusions

0 = B0 ⊂ B1 ⊂ · · · ⊂ Z2 ⊂ Z1 ⊂ Z0 = E1

such that Er+1 ∼= Zr/Br for r ≥ 1 by setting Zr = Ker (dr ) and Br = Im(dr ).

When {Er } arises from an exact couple, dr = jr kr . Here Zr = k−1(Im ir ).

Indeed, jr kr (z) = 0 if and only if kr (z) ∈ Ker jr = Im ir . Since kr is the map

induced on homology by k, z ∈ k−1(Im ir ). Similarly, Br = j( Ker ir ). Indeed,

b = jr kr (c) for some c ∈ Cr−1 if and only if b ∈ jr (Im kr ) = jr ( Ker ir ). Since jr

is induced from j acting on D, b ∈ j( Ker ir ). Applying this to the calculation

of Er rather than Er+1, we obtain

24.7.1 Er = Zr−1/Br−1 = k−1(Im ir−1)/j( Ker ir−1)

and therefore

24.7.2 E∞ = k−1D∞/jD0,

where D∞ = ∩r≥1Im ir and D0 = ∪r≥1 Ker ir.

Now let A be a filtered complex. Define a (shifted) analogue Cr of Zr by

Cr
p,q = {a|a ∈ FpAp+q and d(a) ∈ Fp−rAp+q−1}.

These are the cycles up to filtration r . We shall prove shortly that

24.7.3 Er
p,qA = (Cr

p,q+Fp−1Ap+q)/(d(C
r−1
p+r−1,q−r+2)+Fp−1Ap+q)
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for r ≥ 1 and therefore

24.7.4 E∞p,qA = (C∞p,q+Fp−1Ap+q)/(d(C∞)p,q+Fp−1Ap+q),

where C∞p,q = ∩r≥1Cr
p,q and d(C∞)p,q = ∪r≥1d(Cr−1

p+r−1,q−r+2).
Recall that j denotes the quotient map FpA −→ FpA/Fp−1A = E0

p A, which

fits into the exact sequence (24.3.1). Formula (24.7.3) rigorizes the intuition

that an elementx ∈ Er
p,q canbe represented as j(a) for somecycle up tofiltration

r , say a ∈ Cr
p,q, and that if d(a) = b ∈ Fp−rA, then j(b) represents dr (x) in

Er
p−r ,q+r−1. The formula can be turned around to give a construction of {ErA}

that avoids the use of exact couples. Historically, the alternative construction

came first. Assuming this formula for the moment, we complete the proof of

Theorem 24.3.2 as follows.

proof of theorem 24.3.2. We are assuming that A = ∪FpA and, for each

n, there exists s(n) such that Fs(n)An = 0. Give the cycles and boundaries of A

the induced filtrations

FpZp+q = Zp+q(A)∩FpA and FpBp+q = Bp+q(A)∩FpA.

Then FpB ⊂ FpZ and H(FpA) = FpZ/FpB. Since FpH(A) is the image of

H(FpA) in H(A), we have

FpH(A) = (FpZ+B)/B and E0
p,∗H(A) = FpH∗(A)/Fp−1H∗(A).

With a little check for the third equality, this implies

E0
p,∗H∗(A) = (FpZ+B)/(Fp−1Z+B)

= (FpZ)/(FpZ ∩ (Fp−1Z+B))

= (FpZ)/(FpZ ∩ (Fp−1A+FpB))

= (FpZ+Fp−1A)/(FpB+Fp−1A).

For each q and for sufficiently large r , namely r ≥ p− s( p+ q− 1), we have

FpZp+q+Fp−1Ap+q = Cr
p,q+Fp−1Ap+q = C∞p,q+Fp−1Ap+q.

Therefore

FpZ+Fp−1A = C∞p,∗ +Fp−1A.

If b ∈ FpBp+q, then b = d(a) for some a ∈ Ap+q+1. By assumption, a ∈ FtA

for some t, and then, by definition, a ∈ C
t−p
t,p+q+1−t = Cr−1

p+r−1,q−r+2, where
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r = t+ 1− p. Therefore

FpB+Fp−1A = d(C∞p,∗)+Fp−1A.

By (24.7.4), we conclude that E0H(A) = E∞A. �

proof of (24.7.3). To see the starting point, observe that j : FpA −→ E0
p A

carries C1
p,q onto the cycles of E0

p,qA and carries d(C0
p,q+1) onto the boundaries

of E0
p,qA. The proof of (24.7.3) has four steps. We show first that j induces a

map

j̄ : Cr
p,q+Fp−1Ap+q −→ Zr−1

p,q .

We show next that j̄ is surjective. We then observe that

j̄(d(Cr−1
p+r ,p−q+1)+Fp−1Ap+q) ⊂ Br−1

p,q .

Finally, we show that the inverse image of Br−1
p,q is exactly

d(Cr−1
p+r ,p−q+1)+Fp−1Ap+q. These statements directly imply (24.7.3).

Let x ∈ Cr
p,q and let y = d(x) ∈ Fp−rA. Note that y is a cycle, but not gen-

erally a boundary, in the chain complex Fp−rA and continue to write y for its

homology class. Note too that y ∈ C∞p−r ,q+r−1 since d(y) = 0. Write x̄ for the

element of E1
p,qA represented by j(x). The connecting homomorphism

k∗ : E1
p,q = Hp+q(E0

p A) −→ Hp+q−1(Fp−1A) = D1
p−1,q

takes x̄ to ir−1∗ (y). Therefore x̄ ∈ Zr−1
p,∗ and we can set j̄(x) = x̄.

To see the surjectivity, consider an element w ∈ Zr−1
p,q ⊂ E1

p,q. We have

k∗(w) = ir−1∗ (y) for some y ∈ Hp+q−1(Fp−rA), and we again also write y for

a representative cycle. Let w be represented by j(x′), where x′ ∈ FpA. Then

k∗(w) is represented by d(x′) ∈ Fp−1A, and d(x′) must be homologous to y in

Fp−1A, say d(x′′) = d(x′)− y. Let x = x′ − x′′. Then d(x) = y and j(x) = j(x′)
since x′′ ∈ Fp−1A. Therefore j̄(x) = w and j̄ is surjective.

Now let v ∈ d(Cr−1
p+r−1,q−r+2) ⊂ Cr

p,q, say v = d(u), where u ∈ Fp+r−1A.
Again, v is a cycle but not necessarily a boundary in FpA, and we con-

tinue to write v for its homology class. Since v becomes a boundary when

included into Fp+r−1A, ir−1∗ (v) = 0. Thus the class v̄ represented by j(v) is in

j∗( Ker ir−1∗ ) = Br−1.
Conversely, suppose that j̄(x) ∈ Br−1

p,q , where x ∈ Cr
p,q. This means that

j̄(x) = j∗(v) for some v ∈ Ker ir−1∗ . Then j(x) is a chain, also denoted v, such that

v = d(u) for some chainu ∈ Fp+r−1A. Since j(x− d(u)) = 0, x− d(u) ∈ Fp−1A.
Thus x = d(u)+ (x− d(u)) is an element of d(Cr−1

p+r ,p−q+1)+Fp−1Ap+q. �
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proof of convergence of the serre spectral sequence. For

a large enough r , we have E∞p,q = Er
p,q. Precisely, Er

p,q consists of perma-

nent cycles when r > p and it consists of non-bounding elements when

r > q+ 1, since the relevant differentials land in or come from zero groups.

Fix r > max( p, q+ 1) and consider the description of Er
p,q given in (24.7.1).

Omitting the coefficient groupπ fromthenotation, wehave the exact sequence

· · · ��Hp+q(Fp−1E)
i∗

��Hp+q(FpE)
j∗

��

Hp+q(FpE,Fp−1E)
k∗

��Hp+q−1(Fp−1E) �� · · · .

With D1
p,q = Hp+q(FpE) and E1

p,q = Hp+q(FpE,Fp−1E), this displays our exact
couple. Consider Zr−1

p,q , which is k−1∗ (Im ir−1∗ ). The domain of ir−1∗ is zero with

our choice of r , so that

Zr−1
p,q = Im j∗.

Similarly, consider Br−1
p,q , which is j∗( Ker ir−1∗ ). With our choice of r , Ker ir−1∗

is the kernel of the map

i∞p,∗ : Hp+q(FpE) −→ Hp+q(E),

so that

Br−1
p,q = j∗(Im(∂ : Hp+q+1(E,FpE) −→ Hp+q(FpE))).

Recall that FpHp+q(E) = Im i∞∗ and define

j̄ : FpHp+q(E) −→ Zr−1
p,q /Br−1

p,q = E∞p,q

by

j̄(i∞∗ (x)) = j∗(x).

This is well-defined since Ker i∞∗ = Im ∂ , and it is clearly surjective. Its kernel

is Fp−1H∗p+q(E) = Im i∞p−1,∗ since i∞p−1,∗ = i∞p,∗ ◦ i∗ and Ker j∗ = Im i∗. �
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q- —, 345, 384
r- —, 380
trivial —, 274
W - —, 397

coHELP, 54
cohomological grading, 372
cohomologically graded spectral sequence,

478
cohomology isomorphism

A - —, 53
R- —, 56

colimit
filtered —, 40
homotopy —, 29
indexed —, 328
small —, 268
weighted —, 328

colocal
W - —, 396

colocalization, 396
model structure, 395

combinatorial
model category, 300
space, 299
weak equivalence, 360

commutative
algebra, 422
co— coalgebra, 422

comodule, 428
coextended —, 428

compact
object, 295

argument, 295
set, 295

compactly generated model category, 299
Comparison Theorem, 492
compatibility condition, 300
completable

at T , 207
nilpotently —, 230

complete
category, 268
co— category, 268
filtration, 419
genus, 240, 261

completion
at p of an abelian group, 193
at T

of an abelian group, 197
of a nilpotent group, 207
of a space, 199

formal —, 238, 257, 260
p-adic —, 191

component, 438
coalgebra, 438

composition, 336
condition

acyclicity —, 300
compatibility —, 300

connected, 432
conormal, 431
contractible chain complex, 376
convergent

spectral sequence, 483
tower, 43

convolution algebra, 427
copower, 328
coprimitive algebra, 424
coproduct, 128, 422

filtration, 425
cosmos, 323
cotensor, 328

product, 429
counit, 422
covering homotopy and extension property,

366
covering homotopy property, 282, 340,

376
creates

a model structure, 302
a property, 302

CW n-ad, 358
cycle, 478
cylinder, 280

co—, 281
double mapping —, 25,
309

good — object, 280
mapping —, 374
mapping co—, 374
object, 280
very good — object, 280

decreasing filtration, 483
Dedekind ring, 433
derived

category, 375



“530-46909_Ch26_6P.tex” — 8/25/2011 — 10:37 — page 508

−1
0

+1

508 / index

derived (continued)
functor

left —, 315
right —, 316
total left —, 317
total right —, 317

natural transformation, 318
DG-category, 327
divided polynomial Hopf algebra,

440
divisible
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T - — space, 91

localization
at K , 410, 412
at T

of a nilpotent group, 98
of a space, 91
of an abelian group, 88

Bousfield —, 395
E- —, 400
f - —, 410
formal —, 142, 155
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localization (continued)
L - —, 400
model structure, 395
of a category, 268

locally
presentable category, 299
small category, 268

Lyndon-Hochschild-Serre spectral
sequence, 491

m-
cofibration, 349, 393
model structure, 348, 356, 392

map
A - —, 74
attaching —, 52
coattaching —, 52
cocellular —, 62

mapping
cocylinder, 374
cylinder, 374
double

— cylinder, 25
— path fibration, 31

microscope, 34
telescope, 29
torus, 27

microscope
mapping —, 34

minimal Kan complex, 361
minimal fibration, 362
Mittag–Leffler condition, 35
mixed model structure, 348, 392
mixing

Zabrodsky —, 186
model structure, 268, 274

compactly generated —, 299
classical —, 375
cofibrantly generated —, 299
colocalization —, 395
combinatorial —, 300
creates a —, 302
E-localization —, 408
h- —, 340, 379
injective —, 392
L -localization —, 401
LK -localization —, 412
localization —, 395
m- —, 348, 356, 392
mixed —, 348, 392
monoidal —, 332
projective —, 375

q- —, 345, 384
Quillen —, 375
r- —, 379
resolution —, 395
strongly creates a —, 303
V - —, 332
W -resolution —, 397

module
A- —, 427
co—, 428

coextended —, 428
extended A- —, 428

monoid
H- —, 178

monoidal
category, 323

closed symmetric —, 323
symmetric —, 323

model structure, 332
morphism

A - —, 74

n-ad, 358
CW—, 358

n-category, 327
natural transformation

derived —, 318
V - —, 327

nilpotent
group, 46

A - —, 48
completion at T of a —, 207
localization at T of a —,
98

space, 49
A - —, 49
f - —, 79

nilpotently completable, 230
normal, 430

co—, 431

object
compact —, 295
κ-small —, 295
sectioned —, 302
small —, 295
small — argument, 295

p-
adic completion, 191
compact group, 223
complete abelian group, 193
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path object, 281
good —, 281
very good —, 281

perfect complex, 393
phantom map, 30
π∗-finite, 264
π -module, 69
Postnikov A -tower, 61
power, 328

co—, 328
prespectrum

Thom—, 446
primitive

algebra, 424
co— algebra, 424
elements, 423

C- —, 429
primitively generated algebra,

424
principle refinement, 50
product, 421

co—, 422
co— filtration, 425
cotensor —, 429
filtration, 425
pushout —, 330
Samelson —, 180
tensor —, 428
Whitehead —, 183

profinite
abelian group, 43
T - —, 201

projective
model structure, 375
R-module, 418

proper, 305
left —, 304
right —, 305

Prüfer ring, 433
pseudo-functor, 335

double —, 338
pullback

homotopy —, 31
pushout

homotopy —, 25
product, 330

q-
cofibration, 345, 384
equivalence, 344, 374
fibration, 345, 384
model structure, 345, 384

quasi
bialgebra, 423

quasi-isomorphism, 374
Quillen

adjunction, 319
equivalence, 319
model structure, 375

quintets
double category of —, 337

quotient tower, 53

R-
cohomology isomorphism, 56
homology isomorphism, 56
split, 380

r-
cofibration, 380
fibration, 380
model structure, 379

rank, 176
rationalization, 128
refects a property, 302
refinement

principle —, 50
regular

cardinal, 40
relative I-cell λ-complex, 294

relative
I-cell complex, 294
I-cell λ-complex, 293
regular — I-cell λ-complex, 294
sequential — I-cell complex,
294

simple — I-cell λ-complex, 294
replacement

cofibrant —, 277
fibrant —, 277

resolution, 396
model structure, 395

resolvant
W - —, 396

restricted Lie algebra, 465
universal enveloping algebra of a —,
466

retract, 269
argument, 273
closed under —s, 269

right
derived functor, 316
gluing lemma, 306
homotopy, 281
lifting property, 270
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right (continued)
proper, 305
saturated, 271

ring
Dedekind —, 433
Prüfer —, 433

RLP, 270

Samelson product, 180
saturated

left —, 271
right —, 271

sectioned object, 302
sequential

relative I-cell complex, 294
Serre spectral sequence

cohomology —, 490
homology —, 488

set
compact —, 295
small —, 295

shearing map, 178
simple

relative I-cell λ-complex, 294
space, 49

simplicial category, 327
slice category, 301
small

colimit, 268
limit, 268
locally — category, 268
object, 295

argument, 295, 297
set, 295

source, 336
space

combinatorial —, 299
completion at T of a —, 199
f -nilpotent —, 79
localization at T of a —, 91
nilpotent —, 49
simple —, 49
T -complete —, 199
T -local —, 91

spectral sequence
Bockstein —, 481
cohomologically graded —,
478

cohomology Serre —, 490
convergent —, 483
first quadrant —, 478
homologically graded —, 477

homology Serre —, 488
Lyndon-Hochschild-Serre —,
491

spectrum
Thom—, 446

split
filtration, 419
R- —, 380

spool, 309
good —, 313

strong factorization system, 273
strongly creates

a model structure, 303
subcategory of weak equivalences, 270
subdivision, 364
supersolvable

T - —, 107
symmetric monoidal category, 323

T -
complete

abelian group, 197
group, 207
space, 199

generated, 107
local

abelian group, 87
group, 97
space, 91

profinite, 201
supersolvable, 107

target, 336
telescope

mapping —, 29
tensor, 328

algebra, 454
co—, 328
product, 428

of a space and a ring, 254
terms

base —, 478
fiber —, 478

Thom
isomorphism, 446
prespectrum, 446
spectrum, 446

topological category, 327
torus

mapping —, 27
total

left derived functor, 317
right derived functor, 317
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total (continued)
singular complex, 358, 360

tower, 43
Postnikov A - —, 61
convergent —, 43
K - —, 51
quotient —, 53

transfinite composite, 271
transgression, 479
trivial

cofibration, 274
fibration, 274
filtration, 419

two out of three property, 270
type, 176

uniquely q-divisible, 97
unit, 421, 422

co—, 422
universal

covering Hopf algebra, 442
enveloping algebra

of a Lie algebra, 454
of a restricted Lie algebra, 466

enveloping Hopf algebra, 441

V -
bicomplete category, 329
category, 325
functor, 327
model structure, 332
natural transformation, 327

vertical
1-cell, 336
2-category, 337

very good
cylinder object, 280
left homotopy, 280
path object, 281
right homotopy, 281

W -
cofibrant, 397
cofibration, 397
colocal, 396
resolution model structure,
397

resolvant, 396
weak equivalence, 268, 360

combinatorial —, 360
subcategory of —s, 270

weak factorization system, 272
functorial —, 272

weighted
colimit, 328
limit, 328

WFS, 272
whiskering, 316, 341
Whitehead

product, 183
theorem, 54, 55, 285, 290, 361

Zabrodsky mixing, 186
ZT -equivalence, 91
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