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Abstract. We introduce a hypersequent calculus for intuitionistic logic
with classical atoms, i.e. intuitionistic logic augmented with a special
class of propositional variables for which we postulate the decidability
property. This system combines classical logical reasoning with construc-
tive and computationally oriented intuitionistic logic in one system. Our
main result is the cut-elimination theorem with the subformula property
for this system. We show this by a semantic method, namely via proving
the completeness theorem of the hypersequent calculus without the cut
rule. The cut-elimination theorem gives a semantic completeness of the
system, decidability, and some form of the disjunction property.

1 Introduction

Combining logics is a widely discussed topic in logical studies these days, and
combining intuitionistic logic and classical logic is no exception. Several ways
of combining the two logics have been proposed. One way is to introduce two
(intuitionistic and classical) implications or negations in one system, [10], [6] and
[13], and another is to introduce a two-sorted language of propositional logic
with two different kinds (intuitionistic and classical) of propositional variables,
and the law of excluded middle is postulated only for classical variables, [16],
[18], [I7] and |]T_2ﬂ Combining intuitionistic and classical logic in the second
way above can be motivated by the following consideration: even in constructive
mathematics some formulas are decidable, so we may need some logic that can
have both decidable propositions and not necessarily decidable ones anyway.
Also, our two-sorted approach has some connection to the proof theory of basic
intuitionistic logic of proofs (iBLP) [1I]. i BLP has formulas of the form “x : F”
that read “z is a proof of F',” which are decidable.

In this paper, we present a Gentzen-style sequent calculus in which we can
combine intuitionistic propositional logic (IPC) and classical propositional logic

L Strictly speaking, [16] does not discuss a two-sorted language, but it is obvious that
we can expand the language of their logic to a two-sorted one to obtain a combined
system for IPC and CPC. Also, there are yet other ways of combining logics. See

[9],[14] and [8].
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(CPC) in the second way. It is not entirely trivial to formulate such a system
especially if you want to formulate a system where cut-elimination and the full
subformula property holds. We extend the framework of sequent calculus to a
hypersequent calculus, which has already been used in many contexts in non-
classical logics. We show cut-elimination by a semantical method and some other
properties of the hypersequent system for IPC 4.

2 Hypersequent Calculus

First, we give a specification of our language and fix some notational conventions.
The language of IPC 4, Lrpc, 4, consists of the usual intuitionistic propositional
connectives and two sets of propositional variables: intuitionistic propositional
variables, Vary := {p1,...,pn, ...}, and classical propositional variables Varc :=
{X1,...,X,, ... }. The latter variables will satisfy an additional constraint that
will provide their classical behavior. A formula F' in Lrpc., is specified as
followsB F ::= p;| X;| L|F) — Fy|Fy A By|Fy V Fy.

We use the following notational convention: 1) B° is a formula containing only
classical variables. 2) A B,C,... (without any extra symbol) can be any formula.

We adopt a multi-conclusion intuitionistic sequent calculus where only R —
lacks symmetry. We assume that our sequents are sets of formulas and our hyper-
sequents are multisets of sequents. Here is the system of mLIC (multi-conclusion
logical calculus for intuitionistic logic with classical atoms).

1) Axioms: A=A 1=

2) External structural rules:

G G|II'= A|lI' = A|H
EW EC
G|H G|I'= A|lH
3) Internal structural rules:
GI'= A GI'= A
GIA, T = A RW GI'= A A

4)Logical rules

Lw

LA GIA,B,I' = A RA GII'= A A GII'= A,B
GIANB, I = A GII'=A,ANB
Ly GAT= A G|B,I'= A Rv GII'=A,A,B
GIAVvB,I'= A GII'=A,AVB
GII'=A,A GB,I'= A GIA,I'= B
L— R—
G|A— B, I'= A GII'=sA— B, A

2 We take —¢ as an abbreviation of p — L.
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G‘Fl,[‘zo = A17AS|H
G|In = A|I'y = AS|H

G1|F1 :>A1,A|H1 G2|A,F2:>A2|H2
G1|Ga|I, Iy = Ay, As|Hy|Hy

5) Classical Splitting

6) Cut

Remark 1. Hypersequents are introduced by Avron to formulate cut-free se-
quent calculi for various non-classical logics, in particular Gdel-Dummett logic.

2. This Splitting would give classical logic if we did not have any restriction of
the language of formulas. (See [4].) Without Classical Splitting, the hypersequent
calculus would be a hypersequent for IPC in Lrpc,, ([B]).

3. (X = p)V(p — X) is valid w.r.t. the class of Kripke models for IPC ¢4
(cf.[I1]). However, it seems difficult to add a rule to an ordinary cut-free sequent
calculus so that the above formula can be derived in it. Due to Classical Splitting,
we have a cut-free proof of the formula in mLIC.

X=X

Classical Splitting
X=|=X

LW, RW
X=pp=>X
R —

Rv
EC

=X—=pp—=X|=X—pp—X
=X —=pVp—X)|=X-—=pVp—X)
=X —=pVp—X)

3 Kripke Models for Intuitionistic Logic with Classical
Atoms

Now we state the main theorem. mLIC™ means mLIC without Cut.

Theorem 1. IfmLIC+ I = Aq|... | = Ay, thenmLIC™ - 1= Ay ... |, =
A,.

We show this theorem by a semantic method, using finite tree Kripke models for
IPCca. A Kripke model K for the language of IPC ¢y is defined as an ordered
triple (K, <,IF), where K is a nonempty set and called a set of states, < is a
partial order of the states, and IF is a forcing relation. The ordered pair of the
first two components (K, <) is called a Kripke frame. A forcing relation satisfies
the condition of “monotonicity” propositional variables: for any s, € K and for
any propositional variable p, if s < ¢ and s IF p, then ¢ IF p.

Also, I satisfies the standard inductive clauses for logical connectives —, A,V
for intuitionistic logicﬁ Without loss of generality, we only think about finite
tree Kripke models. In addition to these, we have the following condition.

The new condition for classical atoms (Stability) : Let 5o be the root node
of a finite Kripke tree model. For each X; € Varc, one of the following holds:
Sj I+ Xz for all Sj > Sp Or Sj 'S Xz for all Sj > S0

3 We have L in the language, and L is never forced at any state.
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Here K, s IF 1) means that a formula 1 is forced at state s in a Kripke model .
Also, K IF 1 means that a formula ¥ is valid in K, which means that 1) is forced
in all the states in K. A formula ¢ is “valid” if it is valid in all Kripke models.
We extend our forcing relation and the notion of validity to hypersequents.

Definition 1. 1. K, s W I'= A, if3s' € K,s' > s, s.t. foranyp e I', K,s' I ¢
and for any Y € A, K, s ¥ 1. 2. K,sl-I'"= A, otherwise.

Definition 2. ;s I T = Aq|... [, = A, iff K,s Ik I[1 = Ay or ... or
K,s kI, = A,. Also, a hypersequent G = I'1 = Aq|...|[,, = A, is valid if
for any K and any s € K, K,sl- It = Aq|... |, = A,.

4 The Completeness Theorem for the Multi-conclusion
Hypersequent Calculus Without the Cut-Rule

Cut-elimination is obtained as a consequence of the following theorem.

Theorem 2. mLIC~ + 11 = Ay|... [, = A, if [T = Aq|... |, = A, is
valid in any Kripke model of mLIC.

To show cut-elimination, we also need to show the soundness theorem “mLICH
I = Ay...|I, = A, only if I = Aq|...|I, = A, is valid.” However,
since we already proved that Hilbert-style system of IPCcy is sound with re-
spect to the relevant class of Kripke models in [II], our proof of soundness is
done, provided that the provability of a hypersequent in mLIC implies that of
the translated formula in IPC CAH Now we prove the contrapositive of the com-
pleteness theorem of hypersequent calculus mLIC™.

4.1 Saturation Lemma

Definition 3. A saturated hypersequent G' = I = AY|...|I, = Al for
mLIC™ is a hypersequent satisfying the following conditions
1. For any component I'' = AL of G', if AV B eI}, then A€ I or BeI}.

7

2. For any component I'' = Al of G', if AV B € AL, then A € Al and B € Al

7

3. For any component Il = AL of G', if ANB € I'/, then A€ I'! and B € I'}.

K2

4 This fact, i.e. the translation is sound, has to be shown. The proof is given by
induction on the length of proof. The crucial case is Classical Splitting. We have to
show that the soundness of the translation has to be preserved under the application
of the rule. Assuming that IPCcat (A1 AAIY) — (V A1V A3), we want to
show that IPCcuak (A It — V A1) V(A Iy — \/ A3). The inference here is obviously
valid with respect to the semantics of IPCc4, so by soundness and completeness of
IPCca, the proof is essentially done and the translation is sound.

5 In general, we call each sequent I; = A; of a hypersequent G a component of G.
Here 4 is an index for a component in a hypersequent. ' means that the sequent is
saturated.
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4. For any component I'' = Al of G, if ANB € Al then A € A} or B € AL.

5. For any component I'' = Al of G', if A — B €I}, then A€ A or B € I].

6. For any component I'] = Al of G, if A — B € AL, then there exists a
component T, = Al of &', s.t. Ac T, and B e A, 1

Also, if the conditions 1-5 are satisfied for a component, we call the component
“saturated component.’

Definition 4. A hypersequent It = Aq|...|[; = A;|I;U{A} = B|...|I,, =
Ay, is an associated hypersequent of a hypersequently = Aq|. .. [[;= A .. | [, =
A, with respect to I'; = A;, s.t. A — B € A;. Also, we call this I; U{A} = B
an associated component of I; = A;, s.t. A — B € A;.

Lemma 1 (Saturation Lemma)

For any hypersequent G=I1=Aq|...|I[,= A,, s.t. mLIC™ ¥ I =Aq|... [, =
A,, there exists a saturated hypersequent) G' = I'| = A} ... I}, = A, sat-
1sfying the following conditions.

(a) For each component I'; = A; and its associated components I, = Awﬂ
(al) I, C Fila,' (OZQ) Ay C Ago; (ag) Filg N A;a =0 and L ¢ Filg.

(8) Let P and N be the following.

P =\l (T}, = A.)) is a component of saturated hypersequent G'}

N = {Al |(Il, = AL,) is a component of saturated hypersequent G'}.
Then {X € Varc|X € P}N{X € Varc|X € N} = 0.

Proof. The proof is done by describing the saturation procedure.

1) We start from the leftmost component I3 = A; of the original hyper-
sequent G = I = Aq|...|[, = A,, and we continue to construct saturated
components and associated components for “—” formulas on the succedent of
components until we develop all the saturated components. The following rules
give us how to construct a saturated component of a saturated hypersequent.
For I; = A; in G, go through all of the following steps.

1. If AV B € I, then put A into I or put B into [;.

2. If AV B € A; then put A into 4A; and put B into 4;.
3. If AN B € I3, then put A into I'; and put B into ;.
4. If AN B € A;, then put A into A; or put B into 4;.

5 & stands for a finite sequence of numbers. When we have an implication on the
succedent, we will have a new sequent and we name it by an appropriate number. So,
we have some sequence of number. The particular construction of a new component
will be given below. ¢’s are convenient labels. The construction does not essentially
depends on the labels.

" We call this “saturated component” regardless of whether it has A — B in A} or
not.

8 Here o, stands for a sequence for n-th component.

9 We identify Iy = A; with o = Ao, and once saturated, it becomes I}y = Al,. An
index of an associated component starts with 1. Also, the notion of “associatedness”
is transitive.
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5.1If A — B € I}, then put A into 4A; or put B into I;.
6. If I;NA; #0or L € I3, then backtrack.

2) We go through the procedure until we can no longer parse any formula
in the set]'] except for implicational formulas on the succedent. If we obtain
a sequent that satisfies all the conditions, then we can terminate[J] If we have
the case 6, then we backtrack. For I'T = A;, we may terminate with “success,”
i.e. terminate by constructing a saturated component without any application
of 1-6 anymore, or terminate with “failure,” i.e. terminate with no possibility of
backtracking any more and have only the cases where I N A} # @ or L € I. If
Il = A does not have A — B in A}, then we are done with I} = A].

3) If there is a saturated component I] = A} for It = A; satisfying all
the conditions listed above and that Ay — Bi,..., Ay — Bji € A}, then we
construct k-many associated components for 11 = A;. Let I; = Ai; be as
INj =T'U{A4;} and Ay; = {B;} (1 < j < k). So, our new hypersequent looks
hkeFl’:>A’1|F11 :>A11“F1k :>A1k“Fn=>An

4) By going through from 1) to 3) for I11 = A, we get I, = Afy. If
there is any A — B € Al;, then we have to construct an associated component
I = Alll (pOSSibly I = A1127...7F111 = Alll) for I, = An. We
also saturate I'111 = A1,..., 100 = Am So, we get I] = A}, =

1l = Al T = Ay = Al [T = A

5) We go through all the steps in 1)-4) until we finish saturating all the
associated components for I, = A,. Since the number of A — B formulas on
the succedents is finite, our procedure terminates in a finite number of steps

6) After we systematically construct all the saturated components (including
all associated ones), we take the union of I/, and the union of A} (P and N)
and check whether the condition of disjointness of the classical variables (3) in
P and N.If (0) is violated, then we backtrack. We have the two possible cases of
termination: (1) We terminate with “success,” i.e. by constructing a saturated
component without violating (as) or (5); (2) We terminate with “failure,” i.e.
violating (a3) or (8) with no case of backtracking.

If we have a successful case, then the other conditions of («) are indeed
satisfied with respect to any component I/ = A/ . In all the steps except
the case A — B € Al_ we simply add some new formulas. So, once I}, =
A, is constructed, we only add formulas on I, and 4A,,. Hence, the condi-
tion (1) and (az2) of the lemma are satisfied for all the successful cases of
components.

On the other hand, the case (2) is impossible.

10 After a formula is used once, it becomes unavailable in one component.

' The procedure for the component I'; = A; will terminate because we only go through
the subformulas of the component, and the complexity of them strictly goes down
at each step.

12 For any implication formula on any succedent, we unfold all associated components.

3 We may have a repetition of having the same formula every time we construct a new
associated sequent. But then we can stop whenever we get into the repetition of the
same step.
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Claim. If a component (or any pair of components) in a candidate of a saturated
hypersequent G’ violate(s) the condition (a3) or the condition (8) of the dis-
jointness of classical variables or both without any possibility of backtracking,
then we can construct a cut-free proof of the hypersequent G.

Proof. Essentially by tracing the saturation procedure backwards (from the
rightmost component to the leftmost one), we first construct a cut-free deriva-
tion of the original hypersequent G from all the cases of saturation in which
the condition (ag) or (8) is violated. Assume that we have violations of (ag)
or () with implications on the succedent developed and we have no case of
backtracking.

We arrange all those possible alternatives of saturated hypersequents which
violate the condition (as) or (ﬂ so that we can construct a derivation tree of
G whose leaves are saturated hypersequents. We first construct a tree labeled
by hypersequents (at this point, not necessarily a derivation tree yet) by the
rules: 1) The root is the original hypersequent G; 2)-1. if a saturation step is
deterministic, then put the resulting G2 above Gy; 2)-2. if a saturation step is
non-deterministic, then put the two alternatives G5 and GG3 above the previous
one (1; 2)-3. if a saturation step is A — B € A;O then put the hypersequents
as follows.

Il = AY.. T = A, = Al | T, A= B|...|[h = A,
Il = Al .. T, = Alg| ... |[Th = A,

3) Leaf nodes are saturated hypersequents with (ag) or () violated.

Subclaim 1: With some minor modifications, our finite tree of saturated hy-
persequents becomes a derivation of the original hypersequent G from all the
alternative saturated hypersequents with violation of either (as) or (5).

Proof. About 1) and 3): first, the construction traces saturation of G backwards,
so we end with G. By assumption, all the topmost saturated hypersequents sat-
isfy the following conditions: in case of (ag3), all such saturated hypersequents
have a component I/ ,A = Al Aor I/ , 1 = A} ; in case of (3) (possibly
with (as), all such saturated hypersequents have at least one pair of compo-
nents I/, X = A} and I}, = A, , X (or a component I}, ,A = Aj ,A or
I, L= A).

About 2): (Outline) We show inductively (on the number of applications of
logical rules) that the constructed tree with some modifications is the desired
derivation. For 2)-1,2, by IH, we have a derivation up to Gy (and G3) from

the failed cases of saturated hypersequents. We can take this as a derivation

14 Even in a case with violation of (8), in some alternatives, there may be a violation
of (a3).

15 If the succedent has more than one implication formula, then we have to deal with
all of them by putting one new line of a hypersequent whenever we apply a case of
—in AL,.
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of the lower hypersequent G from Go (and G3), where a principal formula is
obtained as a result of applying the rule. So, we have a desired derivation of
G from the failed saturated hypersequents. For 2)-3: (A — B € A ) In this
case, we need a slight modification. In our saturation, we put some new sequents
adjacent to the component that has — on the succedent. To accommodate this,
we insert one intermediate line that has another copy of I}, = A}  to the
tree. So,

I'f = Al Iy, = AL [{,1,A= B|...|Il, = A,
I = Al |, = Al | T, = Al | Th = A,

I = Al Ty = Alg| ... | = Ay
Here I/, = I'/_, and by IH, we have a derivation up to the top line from the
failed saturated hypersequents. Note that the first step is just R — and the
second is EC. So, we have a derivation of the bottom line. X (subclaim 1)

Subclaim 2: Any hypersequent of the form It = Aq|...|A, [ = A, A|...| T
= A,or I = Ay|...|L, [ = A, ... |, = A, is provable in mLIC™.
Subclaim 3: Any hypersequent of the form It = Ay|...|X,[; = A;| ... |I; =
A;, X|I, = A, is provable in mLIC™.

Proof. (For 2) The entire hypersequent can be taken as the result of applying
LW, RW and EW to an axiom. (For 3) We can have the following proof.

X=X

X=|=X
several LW or RW
X,Fi:>Az‘|Fj :>Aj,X
several EW

F1:>A1||X,FZ:>AZ||FJ:>AJ,X||FTL:>A”

Classical Splitting

The failed saturated hypersequents have the form of the hypersequents in
the above subclaims. So, by putting proofs in the subclaim 2, 3 on top of
our cut-free derivation from saturated hypersequents, we can construct a cut-
free proof of the original hypersequent G based on all the cases of violation
of the condition (ag) or () (possibly with those of («s), respectively. This

completes transforming the cases of failure into a cut-free proof in mLIC™.
X (claim)

By the claim, the existence of a failed case (2) would be contradictory to the
assumption of unprovability of the original hypersequent. So, the existence of
a saturated hypersequent satisfying the conditions has been proven. K(Lemma)

4.2 Constructing a Kripke Countermodel

Let G’ be a saturated hypersequent satisfying all the conditions in the lemma.
First, list up the classical variables Xi,..., X, “safe variables,” that are in the
set P = |{Iis |5 = Ais is a component of the saturated hypersequent G'}. We
consider the hypersequent all of whose components are of the form I}’ = A/
such that 1. I3} = Il U{Xy,...X,} and 2. A/ is as before. We call this
hypersequent a “modified saturated hypersequent” G7.
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Proposition 1. Suppose mLIC™ ¥ It = Ay|...|[, = A, (= G), and let G’
be a saturated hypersequent satisfying the conditions of Saturation Lemma with
“safe variables” Xi,...,X,. Then, there is a modified saturated hypersequent
G*, s.t. for each saturated component I} = Al of G, the following are
satisfied:

() I'NA, =0and L ¢TI

(B) Let P™ and N be the following.

o P = {I;I (I = AL) is a component of GT}.
o N :=|J{Al |(IY = AL)) is a component of GT}.
Then {X € Varc|X € PT}n{X € Varc|X € N} = 0.

Proof. Given a G’ and X;,...,X,, add X;’s to the antecedent of each I/, =
Al _in G'. We check that the resulting hypersequent satisfies the conditions of
G™ in the proposition. The hypersequent is still saturated even after X;’s are
added since these are all variables and inactive in the saturation procedure.
The condition («) is satisfied because, by definition, safe variables X,;’s are the
classical variables such that X; ¢ N. So, adding X; to the antecedent keeps
the antecedent of each saturated component in G’ disjoint with its succedent.
Similarly, for the condition (), there are no X;’s such that X; ¢ N. Also, it
is obvious that this is a modified saturated hypersequent in the sense defined
above. X

Based on this modified saturated hypersequent G*, we construct a Kripke coun-
termodel for G[19 Except for classical variables, a model to be constructed from
a (modified) saturated hypersequent must have almost the same structure as a
Kripke model for intuitionistic logic. However, to construct a Kripke model from
one saturated hypersequent, we first construct Kripke models for components,
and we glue those Kripke models to construct a Kripke model for G.

Suppose we are given a modified saturated sequent G = I'[)) = A} |} =

Wl DS = Al 0 = ALYy = Al | = Al.. We con-
struct Kripke models that falsify the original components I'; = A; (1 <i < n).

Let a Kripke model K; be the following triple (SZJr ,<i,IF;) based on G

LSH={r} = A, Iy = Aly,.... I} = A} (finite).

2. <; is defined as: (F;g' = AL ) <, (F;Tr' = Al iff F;g' - Fii/

3. Ik, is defined as followd'd: for any p, X € U;i<n (Sb(17) U SB(A;)),
N(Y = A ) mpiffpe I, 2) (I = Al) M Xiff X eI},

10 )

For any p, X ¢ U, (Sb(I3) U Sb(A)), (IY = Aj) ¥, p and (I} =
Al ) W; X. By this definition, we can immediately obtain some desirable prop-
erties of a model of our logic. First, >; is a partial order, since this is an inclusion.
Secondly, for any intuitionistic variable p € J,,, (Sb(I3)USb(4;)), monotonicity

clearly holds. Thirdly, about classical variables, the following hold.

16 In the following, we say “model” unless we emphasize that one is a countermodel.
17 Sb(I") stands for the set of subformulas contained in the set of formulas I".
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Claim. For any (It = Al ) >; (I;{ = Aly), {X|X e I} = {X|X e I}

Proposition 2. For any X € Varc, the stability holds, i.e.,
For any (IF = AL) >, (Ih' = Aly), (It = Al) Ik X or
for any (I} = AL) > (IiY = Aly), (I = Al) ¥ X.

Proof. It X ¢ J;<,,(Sb(I;) U Sb(4;)), then by definition, for any (Y = AL),
(IF = Al ) ¥; X. The statement easily follows. If X € Ui<n (SHL7) USH(A;)),
then suppose that for X € ;< (Sb(I;) U Sb(4:)) of G, (I} = Aj,) >
(I = D), (I = Ajp) Wi X and I = Al,) > (I = Aly), (1] =
AL ) Ik, X. For particular p and 7, (I;F = AL ) >; (I§ = Al) and (I} =
Al )W, X, and (F;;' = A},) > (I = Aj) and (FZ;' = A},) Ik X. So, by
definition, X ¢ I';t" and X € I7}’. However, by the claim, X € I§ iff X e I}
and X € I§" iff X € I3/ Then, X € I}§" iff X ¢ I3 Contradiction. X

Proposition 3. Let (I} = A)) be a component of Gt in S and (I} =
Al ) > (I = Aly). For any X € Sb(I';T) U Sb(A;)

)-
L X el = V(I = AL) > (I = Aly), (I = AL ) b X and
2. X e A’ = V(I = A’ 2 =i (T = Ay, (T = AL ¥ X

Proposition 4. For any v € Sb(I;7) U Sb(4;), (I = Al) <; (I}F' = Al)
and (I = A ) ks p = (T = AL ) IFi .

Proof. By induction on the complexity of formulas. X
For purely classical formulas, we have another statement to show.

Proposition 5. For any formula ¢° € Sb(F+) U Sb(A4;) and for any (F;’ =
Al) =i (I = Aly), 1. 9° € I = V(IE = AL) > (I} = A)),
U S ALY g 20 € Aly o (I = AL) >4 (0 = Alg), (T
VAV D R VAR

Proof. By induction of the complexity of 1°.

Lemma 2 (Semantic Lemma).

Let GT be a modified saturated hypersequent, and let (Fi'g’ = Al)) be a com-
ponent of G in St For any (I} = Al)) >; (I} = Aly) and for any formula
0 € Sh(I;7)uSh(4,),

Loel! = (It = Al )k p; 2. o€ Al = (IF = Al ) W .

Proof. By induction on the complexity of formulas.

Case 1.1) ¢ = p. For 1. By definition. For 2, suppose p € A’_. By the condition
3. of Saturation Lemma , p ¢ I, So, by definition, (I} = Al ) ¥, p.

Case 1.2) ¢ = X. This is a corollary of proposition 12.
18 I T is the antecedent of the original component with safe variables added. We assume
we have fixed one saturated hypersequent G* to construct a Kripke model.
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Case 2) ¢ = A*x B (x =—, A, V). We have four subcases of combinations of a
mixed formula and a classical formula (1) A = C° and B = D°, (2) A is mixed
and B is mixed, (3) A = C° and B is mixed, and (4) A is mixed and B = D°.
However, classical formulas are special cases of mixed for intuitionistic formulas,
so if the lemma holds for general cases, it obviously holds for classical formulas.
It suffices to prove the lemma for generic formulas without specifying whether
these are classical or not. The proof is similar to the case of IPC. X.

4.3 Proof of Completeness and Cut-Elimination

Assuming mLIC™ ¥ I = Aq|...|[, = A,, we first construct a Kripke coun-
termodel for a component I; = A;. Out of a modified saturated hypersequent
G, we have constructed Kripke models K; (1 <4 < n). For each of these, by
construction, we have a (root) saturated component (5" = Aj)) in S,
{X1,., X, U C I and A; C Aly. By Semantic Lemma, definition H— for
sequent and reflexivity of <;, KC;, (Ii§ = Alg) Wi I = A; (1 <i<n).

Next, we show the completeness theorem of the hypersequent calculus itself.
Assume mLIC™ ¥ I = Ay|...|[, = A,. We want to show that there is a
Kripke model K = (K, <,IF) and there is a state s, € K s.t. A\, (K, s, W
I = A;). We construct the desired Kripke model by “gluing” constructed
Kripke models.

For all the safe variables X1,..., X, in G*, X3,..., X, € I’Z‘g’ (1<i< n) We
already have K; = (S;7, >, k) st IC (I = Al )H‘ Ii= A4, (1<i<n).
Then, we first take the disjoint UHIOE of the models Ki; (1 <i<n)andadd a
new node below the roots of the models. Let s, = (I} = A)), I = {X4, ..., X, }
and AL = (). s, is the new root node. Let (I} = A!_) be a component of G*.

Now let K = (S, <,IF), where 1. S* = {s,} Ul,c;c,, S;7; 2. <= {(s,5) €
{s,} x STII. C I} or F’ C I7} U <ic, (i), where either s = (I = A)
or s = (I} = Al,) st. (I = Al) € Wiy, S 3. b= {(s, X)) | X1 €
I U e, (IF:). Such a model K must exist, since the only case where the
glued model does not exist is the case where we have a conflict among classical
variables, but by construction we never have such a case here.

Since the partial order in the new model is the inclusion on the antecedents
of the saturated sequents, monotonicity obviously holds for intuitionistic atoms.
The new condition for classical variables must be a consequence of the claim: for
any (It = Al ) > (I = A!) in ST, {X|X € I''} = {X|X € I';l'}. The proof
is essentially the same as that given to the nodes of ;.

Also, the following are the immediate consequences of the definition.

1. s, IF X, iff X; € I iff Vs € ST, s - X|.
2. Vs € S, sk <= sl ¢ for any formula ,.

Claim. If mLIC™ ¥ I = Aq|...|[, = A,, then /\1§¢§n(lca5r ¥ I=A).

19|y stands for the disjoint union operator.
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Proof. In K;, at (I')" = Aly), each component is falsified, respectively. So, for
eachi (1 <i < n), at the state (I’ = Al;) € ST, the following hold: 1) (')’ =
Aly) > (I} = AL); 2) (L = Alg) I for all @ € Iy; 3) (I = Aly) ¥ o for
all 9 € A;. So, by definition, A;.,., (K, s, ¥ I = 4A;) X(claim)

Hence, mLIC™ ¥ It = Ay|... |, = A, implies A\, ., ., (K, s, ¥ I, = A;). So,
if mLIC™ ¥ I = Ay|...|[, = A, then K, s, ¥ I = Ay|...|[,, = A,. So, if
I =>A1|‘Fn = A, is Va,hd7 then mLIC™ F I} =>A1||Fn = A,.

We have shown completeness of mLIC™. On the other hand, the soundness
theorem for mLIC itself holds with respect to the same class of Kripke models,
as already discussed. Then, if there is a Kripke model I and s € K, s.t. K, s ¥
I :>A1|‘Fn :>An7 then mLIC}‘Fl :>A1‘|Fn :>An

So, if mLICH It = Aq|...|[, = A,, then mLIC™ F Iy = Ay|...|[, = A,.
This gives a semantic proof of the cut-elimination theorem for mLIC.

As a corollary, the subformula property holds for mLIC, since Cut is the only
rule that spoils the subformula property in mLIC. Due to this corollary, IPC ¢y is
a conservative extension of its intuitionistic and classical fragments, respectively,
since for any purely intuitionistic (or classical) formula provable in mLIC, there
is a proof using only subformulas of the formula. The model we constructed is
finite, so we have decidability of mLIC.

We have another corollary of completeness. A sequent system S has the
disjunction property (DP) if S+= AV B = St= Aor S = B. We have
a refinement of DP. To state the proposition, we need a definition of a positive
and negative occurrence of a formula in a sequent. We put + and — symbol in
front of a formula to state that the given formula has a positive occurrence and a
negative occurrence. “+¢” means ¢ has a positive occurrence and “—¢” means
 has a negative occurrence. The occurrences of a subformula of a given formula
is determined inductively as follows. For a sequent I' = A, 1) If ¢ € I', then
—@: if —p and ¢ = (AA B), then —A and —B; if —p and ¢ = (AV B), then —A
and —B; if —p and ¢ = (A — B), then +A4 and —B; 2) If ¢ € A, then +¢ : if
+¢ and ¢ = (A A B), then +A and +B; if +¢ and ¢ = (A V B), then +A4 and
+B; if +¢p and ¢ = (A — B), then —A and +B.

We say “the Extended Disjunction Property (EDP) holds” when the following
statement holds, since DP for IPC is a special case of this.

Proposition 6. In mLIC, if no classical subformula of AV B has both negative
and positive occurrences in A and B of = AV B, then = A or = B holds.

Proof. Proof by contradiction. Suppose that there exists AV B such that not
= A and not = B, but that = AV B s.t. there is no classical subformula of
AV B whose positive and negative occurrences appear in A and B of AV B.

First, observe that the above inductive characterization of positive and neg-
ative occurrences of a subformula of ¢ in I" or A corresponds to a step in the
saturation procedure that puts a subformula of a formula in I" and A. The induc-
tive characterization obviously gives us: —¢ in G iff ¢ occurs in the antecedent
of some saturated component of some G'; +¢ in G iff ¢ occurs in the succedent
of some saturated component of some G’.
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By assumption, we have a case of = AV B where we do not have any occur-
rence of a classical subformula ¢° in A (in B) s.t. +¢° and in B (in A) s.t. —¢°.
So, in particular, there is no X such that +X (—X) in mLIC™ ¥= A and —X
(+X) in mLIC™ ¥= B. So, we can construct saturated hypersequents G’; of
mLIC™ ¥= A and G5 of mLIC™ F= B such that there is no classical variable in
some succedent (antecedent) of G'; and in some antecedent (succedent) of G’g.

By completeness, we can construct countermodels K4 and Kp based on G4
and G5 s.t. Ka,7a W= A and Kp,rp ¥= B. By construction, there is no
classical variable X such that at some sa of K4, s4 IF X (or s4 ¥ X) and at
some sp of Kp, sp W X (or sg Ik X). This is obviously sufficient to use the
same gluing method as used in the proof of completeness. So, we can construct a
countermodel C, r ¥= AV B. So, by soundness, = AV B is not mLIC-provable,
which contradicts our assumption = A V B Y
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