
Lecture Notes in Computer Science 5546
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
University of Dortmund, Germany

Madhu Sudan
Massachusetts Institute of Technology, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



Hans van den Berg Geert Heijenk
Evgeny Osipov Dirk Staehle (Eds.)

Wired/Wireless
Internet
Communications

7th International Conference, WWIC 2009
Enschede, The Netherlands, May 27-29, 2009
Proceedings

13



Volume Editors

Hans van den Berg
TNO Information and Communication Technology
2600 GB Delft, The Netherlands
E-mail: J.L.vandenBerg@tno.nl

Geert Heijenk
University of Twente, Faculty of Electrical Engineering,
Mathematics and Computer Science
7500 AE Enschede, The Netherlands
E-mail: geert.heijenk@utwente.nl

Evgeny Osipov
Luleå University of Technology, Department of Computer Science
and Electrical Engineering
97187 Luleå, Sweden
E-mail: Evgeny.Osipov@ltu.se

Dirk Staehle
University of Würzburg, Department of Distributed Systems
D-97074 Würzburg, Germany
E-mail: dstaehle@informatik.uni-wuerzburg.de

Library of Congress Control Number: Applied for

CR Subject Classification (1998): C.2, D.2, D.4.4, H.4, H.3.5, K.6.4

LNCS Sublibrary: SL 5 – Computer Communication Networks
and Telecommunications

ISSN 0302-9743
ISBN-10 3-642-02117-4 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-02117-6 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© Springer-Verlag Berlin Heidelberg 2009
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12689521 06/3180 5 4 3 2 1 0



Preface

The seventh edition of the International Conference on Wired/Wireless Inter-
net Communications (WWIC) was organized by the University of Twente in
May 2009. Since the first event in 2002, WWIC has been established as a highly
selective conference focussing on the rapidly developing field of wireless network-
ing, and providing an international forum for the presentation and discussion of
cutting-edge research in the field.

The WWIC 2009 call for papers attracted 39 submissions from 20 countries,
which were subject to thorough review by the Technical Program Committee
members and additional experts. The selection process resulted in the accep-
tance of 13 papers, organized into 4 technical sessions. The major themes of
WWIC this year were energy efficiency, security, reliability, and routing pro-
tocols in wireless sensor and ad hoc networks as well as handover and mobility
management in heterogeneous environments. We are grateful to Matthias Gross-
glauser (Nokia Research Center, Finland, and EPFL Lausanne, Switzerland),
who accepted our invitation to give the WWIC 2009 keynote speech. Further,
we would like to thank Hans Appel (Sun Microsystems, The Netherlands), and
Remco Litjens (TNO ICT, The Netherlands) for giving invited presentations at
this year’s event. In addition to the main technical program, the third ERCIM
workshop on eMobility took place on the first day of WWIC 2009.

We thank the authors for choosing WWIC 2009 as the conference to submit
their results to. We would also like to thank all the members of the Techni-
cal Program Committee, as well as the additional reviewers for their effort in
providing detailed and constructive reviews. The support of Springer LNCS is
gratefully acknowledged again this year. We would also like to thank our spon-
sors, in particular, The Netherlands Organisation for Scientific Research (NWO),
the Centre for Telematics and Information Technology (CTIT) of the University
of Twente, the European Research Consortium for Informatics and Mathemat-
ics (ERCIM), Nokia, and TNO. We are grateful to the members of the Local
Organizing Committee for their efforts.

We hope that all attendees enjoyed the scientific and social program as well
as the beautiful campus of the University of Twente and the surrounding region.
We look forward to welcoming you at WWIC 2010, which will be held in Luleå,
Sweden!

May 2009 Hans van den Berg
Geert Heijenk

Evgeny Osipov
Dirk Staehle
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A Novel MAC Protocol for Event-Based
Wireless Sensor Networks:

Improving the Collective QoS

Cristina Cano, Boris Bellalta, Jaume Barceló, and Anna Sfairopoulou

Departament de Tecnologies de la Informació i les Comunicacions, (DTIC)
Universitat Pompeu Fabra,

Passeig de la Circumval.lació, 8 08003 Barcelona, Spain
{cristina.cano,boris.bellalta,

jaume.barcelo,anna.sfairopoulou}@upf.edu

http://www.nets.upf.edu/

Abstract. WSNs usually combine periodic readings with messages gen-
erated by unexpected events. When an event is detected by a group of
sensors, several notification messages are sent simultaneously to the sink,
resulting in sporadic increases of the network load. Additionally, these
messages sometimes require a lower latency and higher reliability as they
can be associated to emergency situations. Current MAC protocols for
WSNs are not able to react rapidly to these sporadic changes on the
traffic load, mainly due to the duty cycle operation, adopted to save en-
ergy in the sensor nodes, resulting in message losses or high delays that
compromise the event detection at sink. In this work, two main contri-
butions are provided: first, the collective QoS definitions are applied to
measure event detection capabilities and second, a novel traffic-aware
Low Power Listening MAC to improve the network response to sporadic
changes in the traffic load is presented. Results show that the collective
QoS in terms of collective throughput, latency and reliability are im-
proved maintaining a low energy consumption at each individual sensor
node.

Keywords: WSNs, Collective QoS, MAC, B-MAC.

1 Introduction

In a WSN (Wireless Sensor Network) a group of nodes communicate environ-
mental data to a central device, called sink [1]. Sensor nodes are formed by
the sensor unit (that detects the data) and the communication module (that
sends the data wirelessly). Usually, WSNs deployments are large and not easily
accessible (for instance, a forest deployment). These two main characteristics
impose several constraints on the sensor nodes: devices need to be small and
inexpensive implying limited power sources, memory and processing resources.
Thus, the most critical concern is the energy consumption, which must be mini-
mized to achieve the expected network lifetime. Among all the tasks of a sensor

H. van den Berg et al. (Eds.): WWIC 2009, LNCS 5546, pp. 1–12, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 C. Cano et al.

node, communicating the data is the most consuming one due to the transceiver
power consumption. Apart from the transceiver design, the Medium Access Con-
trol (MAC) protocol is the key factor influencing the transceiver operation [2].
This is the reason of the large amount of MAC protocols specially designed for
WSNs. The common approach to reduce the energy consumption is to periodi-
cally put the transceiver into sleep mode, working in a low duty cycle operation,
listening to the channel only a small percentage of time. Thus, this solution
is able to increase the battery duration of the sensor nodes but degrades the
network performance.

Usually, WSNs applications do not require QoS (Quality of Service) in terms
of strict guarantees for the network delay and/or packet losses, specially in those
WSNs dedicated to a simple monitoring task of a stable system. However, in an
event-based WSN the messages related to the events occurrence require QoS
guarantees in order to increase the probability that the event is properly de-
tected at sink. Notice that, in this case, the QoS is related to the events (event
detection delay, event detection reliability, etc.) and not to individual messages.
To this aim, collective QoS is defined as the QoS in terms of throughput, la-
tency, reliability and packet loss of the set of messages related to a certain event.
Event-based common applications include target tracking, emergency detection
and disaster relief among others.

There are several proposed MAC protocols which try to provide traditional
QoS as well as low energy consumption. However, to the best of our knowledge,
there are not any MAC protocol designed to provide collective QoS in WSNs as
a primary objective. We will show that the protocol presented here improves the
defined collective QoS metrics maintaining the energy consumption as a strong
constraint, as it is designed to only react to the sporadic increases of traffic load
due to the messages caused by an event detection.

The rest of the paper is organized as follows: the definitions of the collective
QoS metrics are provided in Section 2, while in Section 3 an overview of the
different MAC protocols for WSNs is presented, including those that take QoS
into account. In Section 4, the protocol to increase the collective QoS in event-
based WSNs is described and its results are discussed in Section 5. Finally, some
concluding remarks are given.

2 QoS in WSNs: A Collective Approach

Due to the high energy constraint in WSNs, QoS (understood as in traditional
communication networks) has not been given enough attention, as in most cases,
the techniques used to reduce the energy consumption conflict with those used
to guarantee the traditional QoS, such as the duty cycle operation at the MAC
layer. Moreover, like other issues in WSN, QoS needs are highly application de-
pendent. For instance, periodic readings usually do not need a strict grade of
QoS since this kind of applications are normally non sensitive to high delays and
can tolerate a certain percentage of packet loss. However, event-based applica-
tions need that the event-related messages arrive at sink with a certain grade
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of QoS. Notice that the QoS requirements differ from the traditional end-to-end
ones where the metrics are measured packet by packet. The QoS should now
be measured in a data-centric way, which is known as collective QoS. Collective
QoS is defined as the QoS (delay, bandwidth, packet loss, etc.) of the set of
packets related to a specific event [3]; i.e. it is not important the delay of the
individual messages but it is crucial the latency from the event generation until
the event detection. Here, we extend the collective QoS metrics to: collective
delay, bandwidth, packet loss and reliability.

Collective Delay (CD) refers to the time span between the event occurrence
and the event detection at sink, assuming that the sink needs to receive N
packets referring to an event to ensure the event occurrence. In this work, it is
considered that the sink detects the event when it receives N packets related to
it, independently of the time span. Therefore, the CD of event i is defined as
follows [4]:

CDi = Ri(N) − min (Di(j)), j ε Ei (1)

where Ri(N) is the instant at which the N th message of event i reaches the sink,
(Di(j)) is the moment at which the j sensor detects event i and Ei is the group
of sensors that detect the ith event.

Similarly, the Collective Bandwidth (CB) can be defined as the bandwidth
required to detect an event:

CBi =
N · ldata

CDi
(2)

where ldata is the packet length.
The number of packets lost during the information delivery period, Collective

Packet Loss (CPL), can be defined as follows:

CPLi = Li(T ), T = [min (Di(j)), Ri(N)], j ε Ei (3)

where Li is the number of packets lost of event i in the time interval T (from
event detection by the sensor node to event detection at sink).

The number of packets lost can be linked to the Collective Reliability (CR),
which is the fraction of correctly detected events among all events generated (G):

CR =
1
G

·
G∑

k=1

I(k), I(k) =

{
1 if k : (|Ei| − TPLi ≥ N)
0 otherwise

(4)

where TPLi is the total number of packets lost related to event i and |.| denotes
the number of elements (cardinality) of the set.

3 MAC Protocols for WSNs

In the last decades several advances related to Wireless Networks have been
made. In this sense, it is important to point out the great success of the IEEE
802.11 [5] standard that defines the physical and medium access control layers of
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a wireless node. The channel sharing method is basically a CSMA/CA technique
in which nodes sense the channel and wait a random time before transmitting,
reducing the number of collisions. Unfortunately, these protocols are not suitable
for WSNs, mainly due to the limited energy resources available in sensor devices.
Energy consumption of a WSN occurs in three different domains: sensing, data
processing and communicating. Among these, radio communication is the major
consumer of energy. In traditional wired and wireless MAC protocols nodes are
always listening to the channel in order to receive possible transmissions, but
in WSNs this feature will deplete the battery of sensor nodes rapidly. Apart
from that, control messages, carrier sensing and acknowledgements, common in
traditional MAC protocols, become noticeable overhead if compared to the small
data payloads found in most WSNs. To reduce the energy consumption, these
sources of energy waste should be reduced [2]:

– Collisions: When a collision occurs none of the packets involved can be cor-
rectly received. Therefore, retransmissions that cause an extra energy con-
sumption are needed.

– Idle Listening: Listening to the medium when there is nothing to receive.
This effect has been identified as the major energy waste in WSNs [6].

– Overhearing: To receive a message from the wireless channel destined to
another recipient.

– Overhead: Control messages and extra information in the data packet.

3.1 Common Energy-Aware MAC Protocols

In order to reduce the energy consumption in WSNs the most common approach
is to implement a low duty cycle MAC protocol that combines listen with sleep
intervals. These protocols can be classified into two main categories: scheduled
protocols (in which some kind of organization between nodes is made in order to
decide when to sleep) and unscheduled (where each node independently selects
its own schedule)1.

Scheduled Protocols. Scheduled MAC protocols [2] reduce the energy waste
by coordinating the sensor nodes with a common schedule (when to listen and
sleep). In this kind of protocols nodes know when their neighbours will be awake
to receive messages. Having an organization to access the channel limits the
idle listening periods and the overhearing. The drawback of these mechanisms is
the cost to create and maintain the schedule. Apart from that, synchronization
becomes a problem because periodic beacons should be used or a higher precision
oscillator has to be included in the sensor thereby increasing its cost.

The most representative and probably the most studied MAC protocol for
WSNs is S-MAC [6]. In S-MAC, neighbouring nodes are synchronized together
to the same schedule in order to reduce control overhead. The network is then
divided into virtual clusters of nodes synchronized together. Nodes broadcast
1 Here the terms scheduled and unscheduled refer to the organization of the listen and

sleep intervals not in the access to the channel.
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synchronism packets to allow neighbours to learn their schedules. Therefore, all
nodes can communicate with all their neighbours although they have different
schedules. This technique allows to reduce the energy waste due to idle listening.
To avoid collisions, nodes use physical and virtual carrier sense and the RTS/CTS
mechanism.

In this category it can also be classified the IEEE 802.15.4 [7], a standard
for small devices with low power resources, low data rates requirements and
basically designed for nearby communications. It defines two different types of
access methods: the beacon-enabled and the nonbeacon-enabled modes. In the
beacon-enabled mode the channel time is divided into an active part (formed by
reserved slots and a contention access) and an inactive part (where the network
coordinator can go to sleep). In the nonbeacon-enabled mode the channel access
is based on an unslotted CSMA/CA where the coordinator is unable to sleep.
Both modes allow end devices to sleep to save energy and wake up periodically
to send and/or to poll the coordinator for data. The standard defines the star
and peer-to-peer topologies, although it is focused in the star topology leaving
some features of the peer-to-peer topology undefined.

Unscheduled Protocols. On the other hand, unscheduled or random MAC
protocols [2] have the advantage of their simplicity. Since there are no schedules
to be maintained or shared, the node consumes fewer processing resources, it
requires a smaller memory and the number of messages that have to be trans-
mitted is reduced. Moreover, they are more flexible to support different types of
traffic loads. However, there exist idle listening and overhearing.

The most representative protocol is B-MAC [8], in which each node selects
a sleep schedule independently of the neighbourhood. Each time a node wants
to send a packet, it first sends a preamble long enough to be listened by the
intended recipient. To guarantee that the preamble and the listening period
of the recipient overlap, the length of the preamble has to be equal to the duty
cycle. If a node detects activity on the channel while it is listening, it will remain
awake to receive the packet. Messages can be immediately transmitted if the
carrier sense determines that the medium is idle. However, the long preamble
transmission increases the energy spent in overhead, overhearing and the latency
to send a packet.

Hybrid Protocols. As far as the authors know there is not any hybrid protocol
that combines scheduled and unscheduled accesses. In this work a traffic-aware
self-adaptive MAC protocol that combines the benefits of both approaches is
presented. In low load conditions the unscheduled access is used while, as the load
increases, a scheduled access after transmissions is adopted without requiring
additional signalling for schedule creation and maintenance.

3.2 QoS-Aware MAC Protocols for WSNs

There are not any MAC protocol that considers collective QoS metrics. Those
which are focused on QoS are based on end-to-end traditional QoS metrics in-
stead. For instance, PQ-MAC [9] is a slotted protocol that defines different types
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of priority to access the channel. It consumes less energy than S-MAC but it suf-
fers from a costly setup phase to assign a slot to each node. Q-MAC [10] defines
multiple queues on each sensor node to provide different service levels and uses
different contention windows depending on the packet criticality among other
metrics. Finally, RL-MAC [11] adapts the duty cycle of S-MAC based on the
inferred state of the other nodes and defines three different service levels with
different contention windows.

4 LWT-MAC: LPL with Scheduled Wake Up after
Transmissions

To improve the collective QoS, the MAC protocol should react to the sporadic
increases in the network load due to an event detection without compromising
the energy consumption. The protocol presented here combines an unscheduled
access (used under low load) and a scheduled access (used at high load). The un-
scheduled access is based on the Low Power Listening (LPL) B-MAC [8] protocol
and a variation of S-MAC [6] is used in the scheduled access. With low traffic
load, B-MAC shows better performance as the energy consumption and delay
are reduced. However, as traffic grows, the continuous collision of preambles,
specially in a multihop network, significantly degrades its performance. On the
other hand, S-MAC with adaptive duty cycle can provide low delay, low energy
consumption and a better hidden terminal management in high load conditions.

The LPL with scheduled Wake up after Transmissions (LWT-MAC) extends
the normal operation of B-MAC by taking advantage of the local synchronization
of all nodes that overhear a transmission. The scheduled wake up after trans-
missions wakes up overhearing nodes simultaneously at the end of the ongoing
transmission in order to send or receive packets without requiring the trans-
mission of the long preamble (see Fig. 1). In this scheduled phase, RTS/CTS
messages are mandatory; they are used to allow overhearing nodes to go to
sleep until the end of the current transmission by setting the Network Alloca-
tion Vector (NAV) timer to its duration. It is assumed that all nodes wake up
immediately after a transmission, although a sleep period can be added to save
more energy following the S-MAC design [6]. To prevent collisions, nodes wait a
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random backoff (BO) before sending an RTS packet, then, the listen time after
transmissions should be equal to the maximum backoff. In the case that nodes
wake up after a transmission and nothing is received, they go to sleep during a
random time (with maximum value equal to the sleep time) moving towards the
unscheduled phase.

If the transmission of a packet fails, the protocol begins the retransmission
procedure that differs depending on which phase it occurs:

Retransmission procedure in the unscheduled access. If a transmission
failure occurs during the unscheduled access (the ACK is not received), the
sender retransmits the packet by sending an RTS after waiting a random back-
off. As the transmission failure can be caused by collisions of preambles, the
retransmission increases the probability to receive the RTS correctly. After that,
in case the CTS is not received (there are two consecutive transmission failures),
it is assumed that the intended recipient is either involved in another trans-
mission or waiting for a transmission to finish. In order to alleviate consecutive
collisions, the sender does not immediately retransmit the message. Instead, it
waits a Collision Avoidance (CA) timer (set to the duration of a preamble and a
frame transmission). During the CA timer the node keeps listening to the chan-
nel, that provides the opportunity to get synchronized with the current ongoing
transmission (if any) after overhearing a related message. If that is the case, it
can sleep until the transmission finishes and retry transmission using the sched-
uled method (see Fig. 2). Otherwise, if the CA timer expires, the node retries
transmission using the long preamble again.

Retransmission procedure in the scheduled access. If a transmission fails
during the scheduled access it can be either because the CTS or the ACK are
not received. In case the RTS fails (CTS not received), it is assumed that the
recipient has not overheard the past transmission and, therefore, it is sleeping
(notice that the long preamble has not been previously sent). In this case, the
node will retry to send the message by sending the long preamble first in order to
wake up the receiver (see Fig. 3). If the packet transmission is not acknowledged
the sender waits a CA timer as previously described in the unscheduled access.

Note that at instantaneous increases of the network load (for instance at
events occurrence) the protocol reduces the time to send a packet and provides
a better hidden terminal management if compared to B-MAC. This allows to
increase the collective QoS of the event-based messages.
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5 Results

To evaluate the performance of the presented protocol, the SENSE [12] simulator
has been used. The LPL extension of the physical layer has been implemented
as well as the compared MAC protocols: IEEE 802.11 (used as a reference only),
B-MAC and the proposed LPL with Wake up after Transmissions (LWT-MAC)2.
Additionally, to simulate a multihop network avoiding the effects of the rout-
ing protocol3 the Floyd algorithm has been used to compute the shortest path
between any pair of nodes. Finally, an event generator connected to the applica-
tion layer of each node has been implemented. It generates random events and
notifies those sensor nodes that are inside the coverage radius of the event in
order to send event-based messages to the sink.

5.1 Scenario

The considered scenario (see Fig. 4) is a multihop event-based WSN with 100
nodes randomly placed in a 100 × 100m2 area. The radio range of each node
is 43m. All simulations have a duration of 500, 000s. For a fair comparison, the
RTS/CTS mechanism has been used in all MAC protocols. In the case of B-MAC
and LWT-MAC, the RTS is immediately sent after the long preamble. Each
sensor node generates two kind of traffic profiles: i) periodic messages generated
following a Poisson distribution and ii) event-based messages that are generated
if the sensor node is inside the coverage radius of the event. The offered load
coming from the periodic data is changed while the number of events generated
and their positions are maintained for all the simulations. Event positions are
selected randomly inside the area and they have a constant coverage radius of
30m. The time between events follows an exponential distribution with mean
600s and N (the number of messages that are required to detect an event at
sink) has been set to 5. Table 1 shows the parameters used in the simulation,

2 Performance results of the original S-MAC have not been included in the comparison
as it provides worse results in throughput, energy consumption and delay compared
to B-MAC [8].

3 Static routes are created at the beginning of the simulation avoiding route manage-
ment traffic to influence the results.
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Sensor Node

Sink

Periodic Messages
Event Data

Event Radius

Fig. 4. Considered WSN scenario

Table 1. Simulation Parameters

Parameter Value Parameter Value
Data Rate 20kbps Listen/Sleep Time 24.5/75.5ms

Slot 1ms Data Packet Size (ldata) 30bytes
DIFS 10ms Control Packet Size 8bytes
SIFS 5ms Tx Consumption 24.75mW

Retry Limit 5 Rx/Idle Consumption 13.5mW
Queue Length 10pkts Sleep Consumption 15µW

CWmin (B-MAC) 64 CWmin (802.11) 32
CWmax (B-MAC) 64 CWmax (802.11) 1024

most of them have been extracted from the ns-2 implementation of S-MAC [13]
and from the B-MAC specification [8].

5.2 Performance Results

Fig. 5 and Fig. 6 show the performance results with different packet interarrival
values for the periodic data. It can be seen that the energy consumption (Fig. 5a)
of the LWT-MAC is slightly higher if compared to the B-MAC protocol except
for high traffic loads. This is caused by the listen after transmissions mechanism,
which at low traffic loads results in unnecessary listening times after transmissions
as the probability that a neighbour node (including the node that has transmitted)
has a packet ready to be transmitted is low. However, when traffic load increases,
this probability is higher, and the listen after transmissions mechanism moves the
network to the scheduled access, allowing to send messages without sending the
long preamble and reducing the number of collisions. If compared to the IEEE
802.11 the energy reduction is noticeable.

Regarding the traditional metrics, throughput (Fig. 5b), delay (Fig. 5c and
Fig. 5e) and reliability (Fig. 5d and Fig. 5f) for periodic and individual event-
based messages, the results show that the LWT-MAC protocol provides a
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Fig. 5. Performance results of the multihop WSNs scenario with periodic and event-
based traffic profiles

performance similar to the IEEE 802.11 protocol, delivering smaller delay (more
noticeable in event-based messages) and higher throughput and reliability than
B-MAC.

Fig. 6a and Fig. 6b as well as Table 2 show the collective delay, bandwidth
and reliability metrics measured from the event-based messages of those events
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Fig. 6. Collective metrics of the multihop WSNs scenario with periodic and event-based
traffic profiles

correctly detected. In Fig. 6a it can be seen how the LWT-MAC improves the
collective delay if compared to the B-MAC protocol, showing a performance
close to the IEEE 802.11. In Fig. 6b, where the collective bandwidth is depicted,
LWT-MAC also shows a better performance compared to B-MAC. Regarding
the collective reliability (Table 2) a significant improvement is found with the
LWT-MAC protocol, increasing the percentage of events detected from less than
50% of the B-MAC to more than 90% when the traffic load is high (10s periodic
interarrival time), for other loads the reliability is almost 100% in all the cases.

Table 2. Collective Reliability for 10s and 25s Periodic Interarrival Time

MAC Protocol 10s 25s
IEEE 802.11 0.998 0.999

B-MAC 0.490 0.997
LWT-MAC 0.986 0.999

6 Concluding Remarks

In this work a self-adaptive hybrid MAC protocol that combines unscheduled
and scheduled accesses is presented. At low traffic loads the unscheduled access
maintains a low energy consumption and when the load increases (for instance
due to an event occurrence) the scheduled access provides small delay and higher
throughput and reliability.

The wake up after transmissions allows to synchronize neighbouring nodes
without the cost of creating, sharing and maintaining the schedule, apart from
requiring lower synchronization capabilities if compared to the existing scheduled
MAC protocols.

Results show that the LPL MAC protocol with scheduled wake up after trans-
missions is specially appealing for event-based WSNs as it can fit the require-
ments of periodic readings and react to sporadic changes in the network load.
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Moreover, it significantly improves the collective QoS in terms of delay, band-
width and reliability while keeping a low energy consumption.
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Abstract. In this article, we present a multi-radio management (MRM)
architecture for intelligent access selection and load balancing over multi-
ple radio access technologies. We discuss possible implementations of this
MRM architecture and analyze to what extent the IEEE 802.21 ‘Media
Independent Handover’ framework can be applied here. Starting from
the fundamental building blocks of the multi-radio management archi-
tecture, we find several issues with respect to the integration with and
the interworking between today’s 3GPP and non-3GPP networks. Be-
cause support of 802.21 can largely differ from one access technology to
another, we propose ways to compensate for these differences and finally
present an adapted MRM architecture.

1 Introduction

In a heterogeneous mobile communication network, if more than one radio ac-
cess technology is available at a given location, an intelligent access selection
algorithm is needed to select the currently best-suited access technology for a
particular service. In a user-centric approach, this algorithm is located in the
terminal and the access selection is under user control. In a network-centric
approach, the algorithm is located in some control and management device in
the operator’s network. This has the advantage that cell load information and
network status can be taken into account and thus allows for a more efficient
utilization of the available resources. Due to an integration with existing radio
resource and mobility management procedures, a network-centric approach en-
ables seamless handovers and allows to maintain a high service quality even in
a largely heterogeneous environment.

One of the key issues to a multi-radio management is the inherent cross-
layer interaction and interworking problem between largely different radio access
technologies (RATs). Multi-radio management components need to know about
the currently available access technologies and have to issue commands to lower
layers. This is not trivial, given that systems today do not always provide this
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information and it is usually not propagated through the protocol stack. In
addition, lower layer interfaces are access system-specific, which leads to complex
implementations due to the intrinsic heterogeneity of the problem. Over the last
years, several research projects have addressed the question how a generic cross-
layer interface shall look like, which services it has to provide and how it can best
be implemented [1,2]. Standardization bodies have adopted these ideas and now
standards emerge that have the potential to largely facilitate the realization
of the multi radio management ideas. One of these standards is the recently
published IEEE standard 802.21 Media Independent Handover (MIH) [3].

The idea of a network-centric multi-radio management with 802.21 has already
been addressed by a couple of authors. In [4], the authors suggest to locate an
802.21-enabled multi radio device in the access network of different RATs and
focus on vertical handovers and measurement reporting. The authors of [5] as-
sume a single 802.21-enabled resource and mobility manager in the core network
and evaluate handover sequence, load balancing algorithms and the resulting
additional signaling load on the air interface. Eastwood et. al [6] concentrate
on 802.21-based mobility between WLAN and WiMAX networks and provide
detailed handover sequences on 802.21 service primitive level.

Although these authors describe how 802.21 can generally be used for multi-
radio management, only few attention is given to an integration of an 802.21-
enabled solution with existing 3GPP and non-3GPP networks. To fill this gap, we
thoroughly investigate a 802.21-based realization of a representative multi-radio
management framework, denoted as MRM. For each of the building blocks of
MRM, we evaluate how 802.21 can be used and how it integrates with different
radio access technologies. For GSM, UMTS, WiFi and WiMAX networks, we
discuss how the relevant 802.21 service primitives are mapped on RAT-specific
functions and which further mechanisms are defined to support MIH services.
Finding that support of 802.21 primitives is not the same for all RATs, we
propose an adapted implementation of the MRM architecture, which is based
on 802.21 where applicable, but also includes other mechanisms where necessary.

The remainder of this article is structured as follows: Section 2 gives details of
the network-centric the multi-radio management (MRM) architecture. Section 3
then provides a short introduction to 802.21 and its services. In section 4, we dis-
cuss the use of 802.21 services for the main MRM building blocks and analyze to
what extent these services are supported by the different underlying radio access
technologies. Based on the results from this analysis, in section 5, we describe a
modified implementation of MRM. Finally, section 6 concludes our work.

2 Multi-Radio Management (MRM)

The multi-radio management solution considered here provides resource and mo-
bility management over different 3GPP and non-3GPP radio access networks and
enables intelligent network-centric access selection and efficient load balancing.
It follows the same principle of abstraction as presented in [7] and consists of a
technology-specific part and a part containing generalized functions that are the
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same for all RATs. In the following, we briefly describe the building blocks of
MRM. For a more detailed description of MRM, we refer to [8,9]. Please note that
these building blocks are common to all network-centric multi-radio management
solutions and our further analysis is thus not limited to the MRM architecture.

2.1 Building Blocks and Requirements

Access Selection. This block includes the algorithms used to select one access
network for a given service out of a number of available networks, e. g. based on
policies or other multi-criteria decision making techniques. (The algorithms will
not be further considered here, for details see [8, 9].)

Measurement Reporting. This includes configuration and reporting of intra-
and inter-RAT link measurements. The network-side component needs to be able
to detect when the currently serving system becomes insufficient for an ongoing
application. In addition, it has to initiate scan commands for candidate neighbor
systems, especially in preparation of an inter-RAT handover.

Handover Execution. This includes the handover negotiation phase and the
execution of inter-system handovers, i. e. the change from one access technology
to another.

Besides these main functional blocks, there are further issues that are non-
trivial to resolve when it comes to an implementation in a heterogeneous envi-
ronment. A brief description of these issues is given in the following:

Neighbor Information Provisioning. To avoid power-consuming scanning
for available RATs, information about neighbor systems has to be provided by
the network. To support idle mode terminals in their initial access selection,
broadcast or multicast channels are required that are accessible without being
registered to the network.

Message Transport. The multi-radio management entities need to exchange
signaling messages for measurement configuration and handover execution. The
signaling transport channels available in the various RATs differ from each other
and the MRM components need to adapt accordingly.

Discovery and Registration. A mobile terminal needs to detect whether a sys-
tem provides multi-radio management functionality and if so, requires a means
to access the network-side management entity.

System Interfaces. A multi-radio management entity needs access to lower
layer primitives to interact with an existing resource management. These prim-
itives are system-specific or might even not exist at all, because, at the time a
system was designed, it has not been foreseen that they need to be accessed by
an external application.

2.2 Functional Architecture of MRM

The MRM architecture consists of three different functional entities as illus-
trated in Fig. 1. The MRM-TE is located in the user terminal and provides
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Fig. 1. MRM network architecture

Fig. 2. Inter-RAT measurement procedure for terminals served by UMTS

inter-system measurement functions and an initial access selection algorithm
that is used as long as the terminal has not yet established a connection with
the access network. The MRM-NET is located in the access network and is
associated with all active users within its service area. It communicates with
MRM-TE and is implemented on top of the already existing radio resource and
mobility management functions of the respective RAT. Its responsibility is to
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monitor and configure radio and link measurements on user terminals and to
trigger inter-system handovers. Therefore, it needs to be involved in existing
RRM procedures (e. g. bearer setup, link quality measurements, inter-system
handover procedures). Finally, the heterogeneous access management element
(MRM-HAM) takes access selection decisions based on various input parame-
ters such as link performance, resource usage and availability measurements. The
MRM-HAM can either be located as a single MRM server in the core network,
or it can be distributed over the respective access network devices together with
the MRM-NET.

Figure 2 shows the interaction between MRM-TE and MRM-NET at the ex-
ample of an inter-RAT measurement request: the terminal is being served by a
UMTS network and MRM-NET requests scans for a potentially available WiFi
hot spot near its current location (step 1). The measurement request is transmit-
ted over a dedicated signaling radio bearer (2), interpreted by the terminal-side
MRM component and a measurement command is issued to the local device
driver (3). The measurements are taken (4) and the response is then sent back
to MRM-NET(5). Different colors in Fig. 2 indicate which elements are generic,
which are part of the underlying RAT and which are needed as an adapta-
tion layer in between to map generic MRM commands to system-specific service
primitives.

3 IEEE 802.21 Media Independent Handover

IEEE 802.21 ‘Media Independent Handover (MIH)’ aims at the support of han-
dovers among heterogeneous fixed and mobile networks. 802.21 defines an In-
formation Service (IS) to retrieve and provide mostly static information about
current and neighbor networks. The Event Service (ES) provides a standardized
set of layer 2 triggers and includes primitives for measurement reporting. The
Command Service (CS) defines means to control physical and link layer states
and coordinate handover execution. These services are provided by the so-called
MIH Function (MIHF) and can be accessed by an MIH User over the MIH Ser-
vice Access Point, or MIH SAP. The MIHF does not interpret lower layer triggers
or measurements and does not comprise algorithms for access selection or mo-
bility management. This is left to the MIH user. Hence, it merely constitutes an
abstraction of RAT-specific lower layer functions, with the MIH SAP being the
uniform interface to access lower layer functions in a media-independent way.
802.21 also includes means to exchange messages among MIHFs and to issue
commands to remote MIH-enabled devices by the so-called MIH Protocol, ei-
ther by using dedicated management frames on layer 2, or by using an IP-based
transport protocol.

The IEEE 802.21 has been officially published at beginning of 2009. The
analysis here is based on an earlier stable draft version [3]. The draft standard
802.11u ‘Enhancements for Interworking with External Networks’ [10] defines
802.21-specific extensions for WiFi networks. The recently published amend-
ments 802.11k ‘Radio Resource Measurements’ [11] and 802.16g ‘Management
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(a) Variant with direct access to RAT primitives (b) Variant based on 802.21

Fig. 3. Block diagram of MRM entity on the mobile terminal

Plane Procedures and Services’ [12] contain further MIH-related functionality
for WiFi and WiMAX.

4 Analysis of MRM Based on 802.21

MRM services can be implemented with a RAT-specific adaptation layer for ev-
ery supported RAT technology. A block diagram of the resulting structure of the
MRM-TE is depicted in Fig. 3a. For each RAT (only three different RATs are
depicted for simplicity reasons), a dedicated module is required to adapt to
the particularities of this RAT. To exchange MRM signaling messages between
MRM-TE an MRM-NET, different transport channels have to be used, depend-
ing on the current context. To determine the number and type of the available
interfaces, an interface to the operating system is required.

It is obvious that such a realization is complex and cumbersome to implement.
From the guiding principles of abstraction and generalization [7], the preferable
solution would consist of generic MRM components on top of a standardized
interface that provides an abstraction from the underlying technology. A stan-
dardized management interface then allows to decouple the implementation ef-
forts for the modules above and below this interface and thus facilitates the
interworking between and the combination of services from different providers.
As an emerging standard, IEEE 802.21 is a strong candidate to provide this
interface. A possible realization of the MRM-TE based on 802.21 is depicted
in Fig. 3b. In the following, for each of the building blocks identified in sec-
tion 2.1, we analyze whether the required MRM functionality can be provided
using 802.21 primitives. We do this under the specific constraints imposed by
current GSM/EDGE and UMTS/HSPA access network architectures, as well as
the non-3GPP RATs 802.11 and 802.16. For our analysis, we take 802.21-specific
extensions from [10,11, 12] into account.
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Fig. 4. Measurement reporting signaling diagram

4.1 Access Selection

As it has been mentioned in section 3, 802.21 does not include an access selection
algorithm. This is consistent with the MRM architecture described in section 2.2,
which sees the access selection as a generic element located above the interface
towards the media.

4.2 Measurement Reporting

With the primitives defined for ES and CS, 802.21 provides a flexible mecha-
nism to configure and report measurements of the currently serving and potential
neighbor RATs. As an example, Fig. 4 depicts an inter-RAT measurement se-
quence analog to Fig. 2, now carried out using service primitives of 802.21. It is
assumed that the MRM-NET has already discovered which other RATs are avail-
able on the mobile terminal, e. g. by using the Get Link Parameters primitive.
The MRM-NET subscribes for measurement reports using the Event Subscribe
primitive. The Link Configure Thresholds command configures the measure-
ments and results are reported in a Link Parameters Report. In contrast to
Fig. 2, there is no MRM adaptation layer on the terminal-side, because the
measurement request is handled completely by the MIHF.

The measurement values provided by 802.21 contain several media-
independent parameters, e. g. link speed and packet error rate, as well as RAT-
specific values, such as the received signal strength indicator RSSI for 802.11.
The interpretation of these values is left to the MIH User, respectively the
MRM adaptation layer of the access network MRM entity.
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Although the MIH SAP defines the primitives required for measurement con-
figuration and reporting, they are not equally well supported by the underly-
ing media: For WiFi, the MIH SAP primitives are mapped to primitives of the
sub-layer management entity (MLME), as specified in [11]. For WiMAX, cor-
responding measurement primitives are defined for the Control SAP (C-SAP)
and the Management SAP (M-SAP) in [12]. For GSM and UMTS, according
to [3], MIH measurement primitives are mapped on GSM and UMTS session
management primitives RABMSM and SNSM. However, these primitives do not
provide access to channel measurements, but only allow to set or retrieve the
QoS parameters that are currently configured for a given radio bearer [13]. For
3GPP networks, it is thus not yet possible to determine the current channel
quality or to gather information about the current throughput.

4.3 Inter-RAT Handovers

Although 802.21 defines a set of handover primitives, it does not include a mo-
bility or location management protocol. Using the MIH handover primitives a
mobile terminal can request a handover from a network MIHF entity or the
network MIHF can request handover initiation from the mobile terminal. Fur-
ther primitives are available to query an MIHF in a target system for avail-
able resources and to notify an MIHF when a handover has been completed.
In [14], detailed handover sequences between 3GPP and non-3GPP access net-
works are already defined. The task of MRM-NET is thus only to trigger these
procedures, which can be done using the MIH Net HO Candidate Query and
MIH Net HO Commit primitives.

4.4 Neighbor Information Provisioning

Information about potentially available neighbor networks and their characteris-
tics reduces unnecessary scanning procedures of the mobile terminal. The scanning
primitive defined by 802.21 does not provide a way to communicate scanning pa-
rameters such as target frequency, scrambling codes or similar. This information
thus has to be made available to the terminals using the MIH Information Service.

For WiFi, the Generic Advertisement Service [10] allows mobile terminals
to access an MIH Information Service database in the network even before an
association with the access point has been created. It further allows to send an
MIH response as a broadcast to all terminals in the cell.

For WiMAX, with [12] a similar mechanism is in place, by which terminals
can send so-called MIH Initial Service Requests over the Primary Management
Channel before they have completed the network entry procedure. As for WiFi,
a query response can be sent as unicast or as broadcast.

For GSM or UMTS, although there are ongoing discussions on a Access Net-
work Discovery and Selection Function (ANDSF), which might be based on the
802.21 IS [15], no such functionality has been defined yet. Neighbor information
would have to be sent together with other cell list advertisements in system
information objects that are sent over the existing broadcast channels.
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4.5 Message Transport

For 802.21 services, communication between MIHF entities can be done either on
layer 2, or using an IP-based transport protocol. For WiFi, dedicated manage-
ment frames are defined for L2 transport. For WiMAX, new primitives have been
defined to transport MIH messages over the Primary Management Channel. In
configurations such as in Fig. 1, where a WiFi or WiMAX access network is con-
nected to a 3GPP core network over intermediate gateways, L2 communication
is not possible and an IP-based transport solution is required.

For GSM or UMTS networks, the usage of an IP-based transport is hardly
applicable, given that no IP connectivity exists between mobile terminals and
radio controllers. IP packets carrying MIH messages would have to be sent to the
core network and then be routed back to the currently serving radio controller.
This is inefficient and currently not foreseen in the 3GPP architecture. Because
no transport mechanism for MIH messages on lower layers is defined, exchange
of 802.21 messages among MIHF entities located in a 3GPP radio access network
and on the terminal is currently not possible. To resolve this issue, we propose
to use the UMTS RR Direct Transfer, respectively the GSM Application Infor-
mation Transfer mechanism to transparently deliver MIH messages between the
mobile terminal and an MRM-NET entity located on a radio controller [16,17].

4.6 Discovery and Registration

A mobile terminal needs to deduce if an access network supports 802.21 respec-
tively MRM functions or not. It further has to determine the address of the
network-side multi-radio management entity.

For WiFi and WiMAX, an MIH capability flag has been defined that is part of
the beacon frame, respectively the WiMAX Downlink Channel Descriptor. The
address of the network-side MIH or MRM entity can be provided in configuration
options during the network entry procedure, or by using a DHCP or DNS based
address discovery procedure defined for MIH by the IETF Mipshop working
group [18].

For GSM and UMTS, there is no MIH capability flag defined so far. A DNS-
based discovery is possible if IP-based communication is available. Alternatively,
new System Information elements could be specified for this purpose.

5 MRM Realization with Partial Use of 802.21

Summarizing the analysis, it can be observed that current WiFi and WiMAX
networks (including the respective amendments) provide sufficient support for
802.21 functions. However, in 3GPP access networks, support for 802.21 services
is still very limited. A certain lack of functionality or mismatch of services prim-
itives can be observed with respect to measurement reporting and the support
of discovery and registration. A provisioning of information about neighbor net-
works based on the 802.21 Information Service can not be integrated in 3GPP
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Fig. 5. Partial use of 802.21

Table 1. MRM realization with partial use of 802.21

Terminal in non-3GPP Terminal in 3GPP

Measurements (within
3GPP/non-3GPP)

802.21 Command and
Event Service

Direct access to 3GPP
primitives

Measurements (between
3GPP/non-3GPP)

802.21 Command and
Event Service

Indirect measurements via
802.21 and RR Direct Transfer

Neighbor system
information

802.21 IS and Generic Ad-
vertisement Service

ANDSF (using 802.21 IS) or
System Information elements

Inter-System Handover
execution

Triggered using 802.21 CS
primitives

Direct access to 3GPP
primitives

Discovery and
registration

DHCP/DNS and MIH ca-
pability flag

Dedicated System
Information elements

Message transport IP-based transport
of 802.21 messages RR Direct Transfer

RATs as easily as it is the case for WiFi or WiMAX. The most severe prob-
lem arises with respect to the exchange of signaling messages between MIHFs
on the terminal side and in the access network, where currently no appropriate
transport solution exists.

We therefore conclude that a RAT-agnostic MRM realization on top of 802.21
as shown in Fig. 3b is not yet possible. Assuming that an MRM-NET within a
3GPP access network will not be based on 802.21 for these reasons, we propose a
modified implementation of the MRM architecture which distinguishes whether
the mobile terminal is currently being served by a 3GPP or a non-3GPP net-
work. Table 1 provides an overview how the different MRM tasks are carried out
in these two cases. The resulting structure of the MRM-TE is shown in Fig. 5.
While the terminal is being served by a 3GPP network, MRM-NET monitors
the current link quality by directly accessing 3GPP measurement primitives,
i. e. without using an intermediate 802.21. The same is true for the initiation of
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handovers. For link availability and link quality measurements of non-3GPP
RATs, a 3GPP MRM-NET issues measurement commands to MRM-TE as
shown in the right hand side of Fig. 2, using an RR Direct Transfer mecha-
nism. However, on the MRM-TE side, the measurement command is now passed
to the local MIHF instead of directly accessing the non-3GPP driver. While the
terminal is being served by a non-3GPP network, all procedures are mapped
to services provided by 802.21. The advantage of this implementation alterna-
tive is that MRM can still make use of 802.21, despite its limited support by
3GPP RATs.

6 Conclusion

For the multi-radio management architecture MRM, we analyzed how its imple-
mentation can be facilitated by employing the services provided by IEEE 802.21.
We evaluated how these services are supported by an underlying GSM, UMTS,
WiFi or WiMAX network. It has been found that, although 802.21 defines a
media-independent interface, it is still necessary to distinguish whether a ter-
minal is being served by a 3GPP or non-3GPP access network. This is due to
the different degree of support of 802.21 by the respective RATs, especially the
absence of signaling transport channels for 802.21 messages in 3GPP access net-
works. This observation lead to a modified structure of the MRM components
that has been presented and discussed here.
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Abstract. The development of wireless technologies together with the increas-
ing portability of telecommunication devices lead to the necessity to develop 
communication systems capable of supporting a seamless mobility experience 
to end-users. Moreover, the arising of multi-user real-time services has empha-
sized the importance of the multicast communication to deliver content to mul-
tiple simultaneous receivers. The simultaneous increase in the production and 
distribution of multimedia content by both mobile service providers and con-
sumers requires an efficient solution for the mobility management of multicast 
sources. This way, mobility management of multicast senders is a challenging 
and unsolved task for the successful development of next generation user-
centric mobile networks, where the nomadic user is not only a consumer but 
also a provider of multimedia content. A proposal to constraint losses during the 
handover of multicast senders, and consequently, to avoid the service degrada-
tion perceived by receivers is presented in this paper. Simulation results con-
firm the ability of the proposed mechanism to reduce or completely avoid 
packet losses, increasing the perceived quality of the received sessions.  

Keywords: User-centric Mobile Communications, Multicast, Seamless Multi-
media Experience, QoS. 

1   Introduction 

Wireless networking represents the future in terms of connectivity and ubiquitous 
access. The current wireless landscape is characterized by distinct radio access tech-
nologies developed to fulfill the requirements and expectations of users. From the 
traditional cellular networks (e.g. GSM, EDGE, UMTS, CDMA2000) to the local 
area networks (e.g. IEEE 802.11 b/g/n) and wide area networks (e.g. IEEE 802.16 d/e, 
DVB-T/H, DAB), wireless technologies represent a rapid area of growth and impor-
tance. This progress creates a demand for mobility management techniques able to 
provide a mobile communication without perceived quality degradation in user-
centric systems. 
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The future Internet architecture will also need to support applications aimed to multi-
ple simultaneous users (multi-user), such as mobile IPTV, voice and video conferenc-
ing, push media (e.g. news headlines, weather updates), file distribution and monitoring 
(e.g. sensors, stock). Multicast communication is the most appropriate technique to 
distribute the content of multi-user real-time services, because it is more efficient than 
unicast in terms of resource utilization for services shared by groups of receivers.  

Since multicast protocols were not developed to support seamless mobility, mobil-
ity management is necessary to provide seamless handovers involving this type of 
communication. For this reason, the Seamless Mobility of Users for Media Distribu-
tion Services (SEMUD) [1, 2] approach was previously proposed to provide seamless 
mobility of multicast receivers based on the combination of caching and buffering 
mechanisms together with mobility prediction and session context transfer among 
access routers. 

Mobility management of multi-user receivers is not a trivial task, and the challenge 
increases when trying to manage seamless source mobility. This occurs because the 
movement of a multicast sender has higher impact in the shape and efficiency of the 
multicast tree than the movement of multicast receivers. The key challenge is that 
while the receiver movement on a multicast delivery is complex but has a local im-
pact in the multicast distribution tree, the source movement brings more problematic 
issues since it is global, affecting the complete reconstruction of the multicast tree. 
The subsequent subscription of a new multicast tree by the receivers will lead to 
packet losses, and consequently, to the related degradation of session quality.  

This work presents an approach named Seamless Mobility of Senders for Media Dis-
tribution Services (SEMSE) to address the sender mobility challenge. The seamless 
movement of senders expresses the ability to protect receivers from packet losses which 
could occur during handover. SEMSE is supported by buffering mechanisms responsi-
ble to assist the movement of senders between different access routers in order to guar-
antee communications without packet losses, taking advantage from the capability of 
buffers to store packets. The foundation of the proposed mechanism is the combination 
of a buffer denominated Holder and located in mobile nodes with a buffer denominated 
Virtual Multicast Root (VMR) which is placed at the egress edge of the access network. 
The cooperation between these components will permit to reduce or completely avoid 
packet losses during the movement of mobile sources. The proposal was evaluated 
regarding the packet losses avoidance and their influence in the quality of a video ses-
sion perceived by the final receiver. The Peak Signal to Noise Ratio (PSNR) was the 
metric chosen to measure the quality of the received video sessions. 

The referred mechanisms were developed under the QoS Architecture for Multi-
user Mobile Multimedia (Q3M) architecture [3]. This architecture controls the quality 
level, connectivity and seamless mobility of multi-user sessions across heterogeneous 
wired and wireless environments. As a brief overview, the Q3M architecture controls 
the flow of multi-user sessions across heterogeneous networks through the use of an 
edge networking approach, in which the functionality of each network is controlled by 
a group of organized edge devices. 

The remainder of this document is organized as follows. Section 2 gives a survey 
of the related work and section 3 describes the mechanism specification. Next, the 
simulation scenario and experimental results are discussed in the Section 4. Finally, 
conclusions are presented in Section 5. 
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2   Related Work 

The most relevant mobility management techniques intended to support the mobility 
of senders transmitting multi-user sessions are described in this section.  

To support multicast transmission over Mobile IP [4] networks, the IETF proposed 
the Home Subscription. In this approach, the mobile source uses its Care of Address 
(CoA) to tunnel the multicast data to its home agent. The enclosed data contains the 
Home Address (HoA) as the source address and the multicast group address as the des-
tination address. In the home agent, the data is decapsulated and forwarded to the multi-
cast tree. This approach gives transparency to the handover of a mobile source, since a 
source-specific tree will be built with reference to the fixed HoA. This is, the multicast 
tree is rooted in the HoA, and consequently, there is no need to reconstruct the multicast 
tree whenever a handover of the mobile source occurs. However, this proposal intro-
duces sub-optimal routing and a central point of failure as well as it lacks in seamless 
support. Moreover, the processing task of the home agent increases with the number of 
mobile sources, wasting system resources in this entity. 

Mobicast [5] proposal introduces a Domain Foreign Agent (DFA) aimed to support 
the mobility of multicast users within a foreign network. In the case of mobile receiv-
ers the amount of packet losses is reduced since the multicast tree is subscribed not 
only by the current base station of the mobile receiver, but also by the adjacent base 
stations where the arriving packets will be stored. A main drawback of this approach 
is the inefficient network resources utilization. Furthermore, when the mobile node is 
sending a multicast session, it encapsulates the multicast packets and sends them to 
the DFA. The DFA will decapsulate and send them to the multicast tree on behalf of 
the mobile sender. This way, the reconstruction of the tree is avoided when the mobile 
source moves but no mechanism is provided to constrain the packet losses occurring 
during handover. This scheme leaves to the multicast application the course of action 
regarding the packets lost during handover. On the contrary our proposal places the 
loss control on the edges of the access network. 

Another scheme proposed by the IETF to manage multicast transmission was the 
Remote Subscription, in which the multicast tree is established towards the new loca-
tion of the mobile source. That is, the mobile source uses its current CoA as the 
source address of the multicast group. The advantage of this scheme is to provide a 
shortest multicast forwarding path, thereby avoiding triangle routing across the home 
network, and to avoid the utilization of tunnels when the mobile node moves between 
access routers. However, this approach requires the reconstruction of the entire multi-
cast tree when the sender moves, causing service disruption. Two worthy proposals 
for source mobility exist based on this latter approach: the Source Mobility support 
Multicast [6] (SMM) and the Mobile SSM Source [7] (MSSMS).  

In the SMM approach, the multicast tree is build over a Cellular IP micro-mobility 
network, in which a Shortest Path Tree and Rendezvous Point Tree are combined into 
one multicast tree. The Rendezvous Point Tree is used to minimize the overhead in the 
tree reconstruction caused by source movement and the Shortest Path Tree is used to 
eliminate redundant routes for the members between the source and rendezvous points. 
This scheme has the advantage to suppress the overhead of the multicast tree recon-
struction. Nonetheless, it depends on the Cellular IP technology and requires enhance-
ments to be applied to other IP networks, not providing seamless mobility control. 
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The MSSMS describes enhancements to MIPv6 that can be used to solve the prob-
lems introduced by mobile Source Specific Multicast [8] (SSM) sources. In this 
scheme, when the mobile source moves into a new network, it notifies the multicast 
receivers about its new CoA (nCoA). Upon reception of this notification, receivers 
initiate a join operation towards the new channel (nCoA, G) but only prune the old 
channel when they start receiving packets on the new channel. To ensure consistency 
at higher layers, the notification must also indicate the HoA of the source to permit 
the correct identification of the SSM session. At the new foreign network the mobile 
source sends packets with the source address nCoA to the new multicast tree, and 
encapsulates the multicast packets to the old Access Router (oAR) with the old CoA 
(oCoA) address at the inner header. At a point in time, two multicast trees coexist but 
for a given receiver, only one branch is active at a time. The source only stops encap-
sulating the data to the old tree when it is notified by the previous access router that 
there are no receivers listening to the old channel (oCoA, G). Finally, the new multi-
cast tree with origin at the new CoA of the source is completely formed. With this 
proposal a smooth transition is accomplished between the two multicast trees. Never-
theless, this approach suffers from redundant routing that causes packet routing delay 
and network bandwidth consumption during the process of handover.  

The analysis of related work reveals that none of the solutions provides an accept-
able compromise between seamless mobility and network resource utilization. There-
fore, it would be interesting to investigate how the usage of buffers as custodians of 
multicast packets can provide a good trade-off between limiting the service degrada-
tion perceived by the final user and limiting network resource usage. 

3   Mechanism Specification 

The objective of the Seamless Mobility of Senders for Media Distribution Services 
(SEMSE) approach is to provide seamless mobility to senders of multi-user sessions 
while limiting the usage of network resources, when senders move between different 
attachment points. The seamless movement is supported by buffering mechanisms re-
sponsible to assist the transmitting mobile nodes on changing the attachment point be-
tween different access routers, without or with reduced packet losses. This is achieved 
through the combination of a buffer in the mobile node referred as Holder, and buffers 
in the access network called Virtual Multicast Roots (VMR). Figure 1 presents a generic 
scenario where the location of the referred components can be identified. 

Each access network will contain at least one VMR composed by a cluster of buff-
ers, being each buffer dedicated to a single multicast session. Hereinafter, a single 
session will be used for illustration purposes, and consequently, the respective VMR 
will be composed of a single buffer. 

The multicast session is sent from the mobile sender to the VMR via a tunnel, 
where it is stored and sent to the multicast tree. From the view point of the receivers, 
the multicast source is the VMR being the multicast tree defined by <VMR, G> and 
not <Sender, G>. This way, the source movement will be concealed from the receiv-
ers, which avoids the reconstruction of the entire tree each time the sending mobile 
source executes a handover. During handover, and despite the lost of connection with 
the mobile source, the VMR continues sending the buffered packets, avoiding in 
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Fig. 1. Scenario describing the location of SEMSE components 

this manner the interruption of the session flow. This capability depends on the amount 
of packets buffered by the VMR, on the transmission bit rate and on the handover 
duration. The role of the Holder is to store the packets produced by the sender applica-
tion during handover, in order that after this period, its interaction with the VMR will 
constrain/eliminate packet losses.  

When the distance from the mobile source to the VMR becomes excessive, it could 
be advantageous the joining of a new VMR by the mobile source.  

A detailed description of the SEMSE mechanism, along with an example illustrat-
ing its functionality, will be presented in the following section. 

3.1   SEMSE Operation 

As described in Figure 2, the multicast mobile source sends packets towards the VMR 
via a tunnel (step 1 in Figure 2), from where they are delivered to the multicast tree. 
This way, the mobile source can send multicast packets even when connected to an 
access network that does not support IP multicast. It is assumed that each access router 
has a database with the IP address of the local available VMRs. This database can be 
created manually or on-demand by performing periodic message exchanges between 
neighbor access routers as happens in the Fast Mobile IP (FMIP) [9] proposal, though 
the VMRs discovery (and maintain) process is out the scope of this paper. 
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When the handover decision is taken, a HandoverBearer message is sent to the 
mobile source with information regarding the connectivity in the next access router, 
namely the CoA of the sender in the new access router (step 2 in Figure 2). During 
handover, the data produced by the application will be stored in the corresponding 
Holder while the VMR will continue to feed the multicast tree. The occupation of the 
Holder will increase up to a level that depends on the duration of the handover and on 
the bit rate used by the sender application. 

On the other hand, the occupation of the VMR buffer will diminish and the capac-
ity to nourish the multicast tree will depend on the amount of packets stored in the 
VMR before the handover, on the session rate and on the handover duration. After 
handover, the mobile source sends an UpdateMNLocation message to notify the VMR 
that its address associated with a session has changed (step 3 in Figure 2). Afterwards, 
it pushes the packets contained in the Holder towards the buffer located in the VMR 
(step 5 in Figure 2). This way, the seamless mobility will depend on the amount of 
data available on the VMR to feed the multicast tree during handover and on the 
Holder size to store the packets produced by the application. Subsequently, the ses-
sion continues to be delivered from the mobile source node to the VMR (step 6 in 
Figure 2). 

 

Fig. 2. Operation of the SEMSE mechanism 

In this manner, not only the reconstruction of the multicast tree is avoided since the 
respective source address remains the same from the view point of the receivers, but 
also packet losses are constrained/eliminated. The SEMSE mechanism is supported 
by the following messages: 

• UpdateMNLocation: message sent from the sender mobile node notifying a 
VMR about its new address;  

• UpdateMNLocationReply: acknowledge message sent from VMR to the mobile 
source; 

• HandoverBearer: message sent by the current access router to the mobile source 
(after handover decision), providing information related to the future access 
router and VMR. 
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3.2   Interfaces and Components 

The SEMSE mechanism contains several interfaces and components needed for seam-
less source mobility procedures. Firstly, an interface is needed for the interaction with 
session control mechanisms. When the handover decision is taken, the interaction 
with session control mechanisms aims to transfer the session context to the new ac-
cess router, install the session in the new access router and path, as well as to release 
resources on the old path. Moreover, an internal interface is used to allow the interac-
tion between SEMSE components. For example, when the sender moves a message is 
sent towards the VMR to update the sender new location. 

Holders and VMRs are the components which compose the SEMSE mechanism. 
As referred before, the first ones are comprised by a buffer used to store packets pro-
duced by the sender application whilst a VMR is composed by a cluster of buffers, 
being each buffer dedicated to a single session. 

3.3   Advantages 

Between the most relevant benefits of the SEMSE proposal it should be referred its 
ability to keep media transmission during the handover of a multicast sender, to sup-
port micro and macro-mobility and to assure the operation of multicast senders in 
unicast or multicast domains.  

Therefore, it provides transparent support for receivers, which do not perceive any 
interruption of the flow during the source mobility, by avoiding or significantly re-
duce packet losses during the handover. This allows network operators to increase the 
level of satisfaction of users by improving the user experience during handovers.  

Moreover, the operation of SEMSE introduces low communication overhead and 
has low complexity. 

4   Evaluation  

The discussion that follows tackles the evaluation of the SEMSE mechanism. First, 
the scenario of the simulations is addressed. Then, the amount of packets that is pos-
sible to recover with SEMSE is presented. Afterwards, the impact of the improved 
packet loss avoidance in the quality reception of a video session is analyzed. Finally, 
the VMR buffer occupation is captured during the simulation time and presented for a 
broad understanding of the dynamics involving the system behavior.  

4.1   Scenario 

The simulation was implemented following the scenario described in Figure 2, where a 
mobile node is sending a video sequence composed of 300 frames denominated News. 
Those frames were originally in the raw YUV format with 4:2:0 sampling and CIF 
(352x288) size. They were compressed using a MPEG4 encoder into a video sequence 
with a Group of Pictures (GOP) structure composed by one I-frame and twenty nine P-
frames, and transmitted with a 30 frame/s rate. Each frame was fragmented into blocks 
with 1024 bytes length which were transported in RTP [10] packets. Those packets were 
sent using a Variable Bit Rate (VBR) with an average rate of 86 KB/s. 
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The intra and inter-network links have a bandwidth of 100 Mbit/s and the wireless 
link has a capacity of 11 Mbit/s. A handover has been generated at the middle of the 
simulations being its duration indicated at each of the following descriptions regard-
ing the obtained results. The simulation was implemented using the discrete event 
simulator NS2 [11] and the open source framework Evalvid [12]. 

Since in this case a video sequence is considered, the PSNR metric was used to 
measure the quality of the received session. Considering the luminance (Y) of the 
received and sent frames and assuming frames with MxN pixels, PSNR is expressed 
through the following expression: 
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In this equation, while Ys(i,j) designates the pixel in the position (i, j) of the origi-
nal frames, the Yd(i,j) represents the pixel located in the position (i, j) of the received 
frames. With this metric each received frame will be compared with the original one, 
given the obtained value a measure for the degradation of the original frame.  

4.2   Packet Losses 

The quantity of recovered packets versus the VMR buffer size and the handover dura-
tion is depicted in Figure 3, where the source buffer and receiver buffer sizes (150 
KB) remained constant. As expected, the amount of recovered packets is low and 
irregular for small VMR buffer sizes (< 28 KB), which are insufficient to accommo-
date the variable bit rate of the session.  

 

Fig. 3. Recovered packets versus the VMR buffer size and handover duration 

For higher values the results show that, considering a constant VMR buffer size, 
the amount of recovered packets increases with the handover duration and then 
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becomes approximately constant with an oscillating behavior. This oscillation is mo-
tivated by the variable bit rate of the transmitted session. This is, for those handover 
durations which cause the fluctuation, the VMR buffer becomes full with the packets 
sent after handover by the mobile source buffer. Subsequently, the variable bit rate of 
the session leads to buffer overflows, thereby causing packet losses whose amount 
varies as the handover duration increases. 

A different behavior occurs when considering a constant handover. The amount of 
recovered packets increases initially with the VMR buffer size. However, this in-
crease occurs not linearly but with an oscillation due to the variable bit rate of the 
session, together with a VMR buffer size too small to accommodate the packets sent 
after handover from the mobile source. 

4.3   Peak Signal to Noise Ratio (PSNR) 

This section investigates the influence of the proposed mechanism in the quality of a 
received video session. For this reason the PSNR of the received video sequences was 
analyzed versus the Holder and VMR buffer sizes. PSNR values higher than 37 dB 
reflect a good quality video, whilst values between 20 and 25 dB indicate a poor 
video reception.  

Figure 4(a) depicts the obtained PSNR versus the Holder size when the SEMSE 
mechanism is disabled. These results were obtained considering a constant VMR 
buffer size (150 KB), receiver buffer size (150 KB) and handover duration (500 ms). 
The quality degradation due to packet losses occurring during handover is noticeable. 

 
(a) SEMSE Mechanism Disabled 

 
(b) SEMSE Mechanism Enabled 

Fig. 4. PSNR versus the Holder buffer size 

The improvement introduced by SEMSE is shown in Figure 4(b). In this situation, 
as the Holder size increases more packets are stored during handover and posteriorly 
sent to the VMR. Consequently, more frames are correctly received and decoded. 

The impact of packet losses in the quality of the received session was also evalu-
ated versus the VMR buffer size, considering a constant Holder buffer (150 KB), 
receiver buffer (150 KB) and handover duration (500 ms). Figure 5(a) depicts the 
obtained PSNR when SEMSE is disabled. The influence of the handover related 
losses is perceptible in the PSNR of the frames transmitted during this period. 
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When SEMSE is enabled, the packets stored during handover in the source buffer 
are sent to the VMR. As the VMR buffer size increases more packets can be recov-
ered, and consequently, a better PSNR will be expected. Figure 5(b) confirms this 
supposition since the quality of the previously degraded frames increases when 
SEMSE is enabled. 

 

(a) SEMSE Mechanism Disabled 
 

(b) SEMSE Mechanism Enabled 

Fig. 5. PSNR versus the VMR buffer size 

However, some frames have an unexpected low quality. This occurs because in 
these cases the VMR buffer size is too small to accommodate all the packets sent by 
the Holder after handover. When this occurs, the variable bit rate of the arriving 
packets may cause overflows, and consequently, quality degradation in the corre-
sponding frames. Additionally, if an I-frame is one of the lost frames it will not be 
possible to decode all the frames pertaining to the same GOP, due to the interdepen-
dency existing between them. 

4.4   VMR Buffer Occupation 

In this section, the VMR buffer occupation is depicted providing an enhanced percep-
tion of SEMSE dynamics. When SEMSE is disabled the occupation of the VMR 
buffer oscillates during the simulation interval due to the variable bit rate of the ses-
sion. On the other hand, when SEMSE is enabled the behavior of the buffer occupa-
tion is significantly different as described in Figure 6. 

The occupation of the VMR buffer versus the Holder was obtained considering a 
constant handover duration (500 ms) and receiver buffer size (150 KB). The higher 
peaks result from the fragmentation and transmission of I-frames which are the ones 
with larger sizes. When the mechanism is enabled, the occupation of the VMR buffer 
suffers an abrupt increase after the handover procedure, proportional to the Holder 
size. This occurs, because as the Holder size increases, more space is available to 
store packets during handover. Consequently, after handover more packets will be 
sent from the source to the VMR. Nonetheless, for a constant handover duration this 
increase is not infinite since the number of packets to recover is finite. 
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Fig. 6. VMR buffer occupation versus the Holder size 

5   Conclusion 

This paper presented the SEMSE approach to support the seamless mobility of multi-
cast senders. The obtained results confirm the proposal ability to avoid packet losses 
during the movement of a mobile source. In addition, it was observed the dramatic 
impact of the improved packet recovery in the quality of a video sequence. Neverthe-
less, SEMSE buffers should be correctly dimensioned to absorb rate variations and to 
efficiently recover the missing packets. For example, for an average rate of 86 KB/s, a 
handover duration of 500 ms, and source and receiver buffer sizes with 150 KB, the 
losses will be totally avoided for VMR buffer sizes above 102 KB.  

As future work, further evaluation will be done to the mechanism efficiency when 
the movement of the mobile source leads to a change of the active VMR. Moreover, 
the optimal number of mobile sources that a VMR is able to cover while supporting 
seamless mobility will be also investigated. In addition, the proposed mechanism will 
be analytically modeled to obtain an even better insight of its performance. 
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Abstract. Energy consumption is a crucial factor for the lifetime of
many embedded systems, especially wireless sensor networks. Most mod-
ern microcontrollers provide various low power sleep modes. Utilizing
them can lead to great energy savings. In this paper we present an
approach for power management in embedded systems, based on the
event-driven operating system Reflex. The implicit power management
is mostly hardware independent, lightweight and efficiently chooses the
optimal power saving mode of the microprocessor automatically.

Keywords:Embedded systems, energy, power management, sleep modes,
sensor networks.

1 Introduction

Typical sensornet applications such as environmental monitoring demand that
sensor nodes should work for months or even years with a single battery. Thus,
saving energy is essential to archive this goal. Even in embedded systems with
external power supply, saved energy helps to reduce costs. For minimal power
consumption the appropriate hardware must be chosen. But the hardware must
be appropriately utilized, too. This is a complex task that should not be the
application programmer’s burden. There is a wide range of low-power microcon-
trollers available, for example the Texas Instruments MSP 430 series[1]. These
processors provide the programmer with fine grained control over components
and sleep modes. To utilize these features the operating system should at least be
able to provide the application with power saving mechanisms. It would be even
better to do this implicitly without any need of control from the programmer.

Event-driven operating systems can potentially go into sleep mode if no event
is pending and the hardware can wake up the rest of the system upon the occur-
rence of an event. Since most microcontrollers support a variety of sleep modes
with different energy footprints, as shown for the MSP 430 in table 1, the selec-
tion of the mode can have an intense effect on the lifetime of battery powered
devices. If the decision was wrong, the energy savings could be marginal or, even
worse, events can get lost.

H. van den Berg et al. (Eds.): WWIC 2009, LNCS 5546, pp. 13–23, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Table 1. Current consumption of MSP430 sleep modes @ 3V, 1MHz

mode characteristics consumption

active 340 µA
lpm0 CLK and MCLK deactivated 70µA
lpm1 lpm0 + DCO deactivated –
lpm2 lpm0 + SMCLK deactivated 17µA
lpm3 lpm1 + SMCLK deactivated 1µA
lpm4 all deactivated 0.1 µA

wakeup on external event only

This paper is structured as follows. In section 2 the related work is presented.
Section 3 gives a short overview of the Reflex operating system. In section 4
the power management mechanisms of Reflex are described. Early evaluation
results are presented in section 5. Finally, a conclusion and future work are given
in section 6.

2 Related Work

Operating systems for deeply embedded systems like sensor networks are becom-
ing increasingly popular because they ease the use of the underlying hardware
by introducing portability and providing standardised abstractions and inter-
faces. Their essential goal is to free the application programmer from issues like
synchronisation, scheduling and most hardware dependencies, letting them con-
centrate on the application itself. The support for power management, especially
computing the deepest possible sleep mode, vary from system to system.

The most common operating system for wireless sensor nodes is TinyOS[2].
It features a wide range of software modules and runs on various platforms. As
it is an event-based operating system the scheduler of TinyOS puts the con-
troller to sleep if the task-queue is empty and thus no work has to be done.
TinyOS is capable of computing the deepest possible sleep mode autonomously.
To do so, all components that change the state of the hardware and might influ-
ence the deepest possible sleep mode have to call the McuPowerState.update()
function. This will set a dirty-bit, which is evaluated by the scheduler be-
fore entering sleep mode, resulting in a re-computation if set. The computa-
tion is done by reading all device registers. Because the update operation is
executed atomically it can produce a significant overhead [3]. Additionally the
function is hardware dependent and must be implemented for every platform.
The PowerOverride.lowestState() function makes it possible for higher level
components to influence the chosen sleep mode. This could be useful for com-
ponents which have requirements that can not be described with the device
registers, e.g. wakeup latencies.

Other event-driven sensor node operating systems like SOS[4] and Retos[5]
leave the power management to the programmer and do not implement any
deepest sleep mode computation. Contiki[6] can not take advantages from any
sleep mode because of its polling methodology for interrupt handlers.
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In thread based operating systems for deeply embedded systems it is more
challenging to determine the possibility of going into a certain sleep mode. The
scheduler has to determine if all threads are blocked for some reason (e.g. waiting
on I/O) or are idle. Systems like AVRx [10] or freeRTOS [11] have no support for
power management and leave sleep mode implementation to the programmer.
Mantis [9] has support for sleep modes. It provides a mos thread sleep() func-
tion, similar to the UNIX sleep(). Every thread has to call it with the desired
duration of the sleep period. Mantis only distinguishes between an idle sleep
mode and a deeper sleep mode. The first is used if the system waits on IO, the
second if all threads have called the mos thread sleep() function.

As shown above, most operating systems for deeply embedded systems provide
no support for power management, regardless of they are event or thread based.
Systems which provide management features suffer from hardware dependencies
and overhead or need advanced attention of the application programmer.

3 Reflex

Reflex (Real-time EventFLow EXecutive) is an operating system implemented
in C++, targeting deeply embedded systems and wireless sensor nodes. It is based
on the so called event flow model presented in [7]. In Reflex so called activities
are schedulable entities, which are triggered if something was posted to their as-
sociated event buffers. Initial source of all activity in the system are interrupts.

Reflex features a scheduling framework which allows a change of strategy with
a few lines of code. There are various schemes implemented, e.g. Earliest Deadline
First, First Come First Serve, Time Triggered and Fixed Priority. Although reflex
is a single stack system with run to completion semantics, it is possible to use
preemptive scheduling, since all preemptive schemes can be mapped to a Last
In First Out order.

Logical correlated activities and interrupt handlers are grouped to compo-
nents, connected among each other with event channels. These channels can

Fig. 1. REFLEX application example
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have pre computing abilities, e.g. filters which pass only events with a certain
property, dividers which pass only the n-th event etc.

Figure 1 shows a simple example containing the elements of a common Re-
flex application. The interrupt handler in the timer component writes data into
the event buffer of the AD Converter component using an event channel, which
forces the activity of the converter to sample a value. When the value is avail-
able the ADC interrupt arises and is handled by writing the value to the event
buffer of the application logic component. The associated activity implements
the threshold logic which sends the data via the serial interface component if it
is above a certain threshold.

4 Power Management in Reflex

The power management in Reflex divides two abstractions, a system view
and a user view. The system view is responsible for the determination of the
deepest possible sleep mode. The user view provides the programmer with two
instruments, namely groups and modes, to ease the handling of all hard and
software components.

4.1 System View

The system provides the class EnergyManageAble, each class derived from it
is concerned by the power management. Manageable objects can be interrupt
handlers as well as activities or event channels.

Figure 2 shows how the system view is used to determine the deepest possible
sleep mode. Every instance of a component has a variable which specifies the
deepest possible sleep mode that may be used when it is active. This value is
assigned during initialization for non hardware specific objects or hard coded for
hardware specific objects. The power manager contains a table with counters for
every available sleep mode of the microcontroller used. If a component is enabled
it signals its deepest possible sleep mode to the power manager by increasing
the corresponding counter in the sleep mode table. If a component is disabled,
the counter of its sleep mode is decreased.

If no event is pending, the scheduler calls the powerDown() function. This
power manager function iterates the sleep mode table starting at the lightest

Fig. 2. REFLEX power management view
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0 //PowerManager . h

uint8 useCounts [ NrOfSleepModes ] ;
// array o f f unc t i onpo i n t e r s the the p l a t f o rm dependent

s l e e p f u n c t i o n s
static void (∗ const modes [ NrOfSleepModes ] ) ( ) ;

5

void r e f l e x : : PowerManager : : powerDown ( ) const
{

int i = 0 ;
// l ook f o r deepes t p o s s i b l e powerdown method

10 while ( ! useCounts [ i ] && i <(NrOfSleepModes−1) )
{

i++;
}
(∗modes [ i ] ) ( ) ; // c a l l powerdown method

15 }

Fig. 3. Power management table implementation

mode. The first value different from zero is the deepest possible sleep mode. To
guarantee this, the table is initialized with zero for all counters except the deep-
est mode which is initialized to one. Figure 3 shows the hardware independent
implementation of the powerDown() function.

In contrast to TinyOS, it is not necessary to evaluate the complete ma-
chine state, which makes the changing of the lowest possible sleep mode very
lightweight.

The sleep mode counter table is the only hardware specific part of the power
manager, since it can have a different size depending on the microcontroller used.
Figure 4 shows the implementation of the sleep mode table for the MSP 430. The
table contains pointers to the assembler functions which enable the interrupts
and send the controller to the specific sleep mode.

A state override is possible to prevent the system to go below a certain sleep
mode or to sleep at all. This is possible by using an energy manageable ob-
ject which increments the counter in the power management table for a certain
wanted mode. This may be useful for reducing wakeup times.

Since the initial source for activity are the interrupts, they define the deepest
possible sleep mode. In general there are two types of interrupts, primary and
secondary. The first are caused by external events, the second are a result of
software events. E.g. the TX interrupt of a serial connection has only to be
active when a send operation is in progress, if it is finished, the driver of the serial
connection can deactivate the interrupt and possibly change the deepest possible
sleep mode. Thus the power management approach is implicit for secondary
interrupts, because the drivers know when a interrupt has to be enabled.

Primary interrupts can not be deactivated implicitly. Their state is determined
by the current stage of the application. Sampling of sensors and sleeping for
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0 //Control lerPowerManagement . cc
extern ”C” {
void lpm0 ( ) ;
void lpm1 ( ) ;
void lpm2 ( ) ;

5 void lpm3 ( ) ;
void lpm4 ( ) ;
}

void (∗ const PowerManager : : modes [ NrOfSleepModes ] ) ( )={ lpm0 ,
lpm1 , lpm2 , lpm3 , lpm4 } ;

Fig. 4. Sleep mode implementation

a given time needs different interrupts at different times. The decision which
interrupt has to be active must be decided by the application programmer.

4.2 User View

The user view provides two mechanisms to ease the control of hardware and
even software components, groups and modes.

At startup, each manageable object is registered with the power management
and assigned to one or more programmer defined groups as shown in figure 5.

During operation, groups can be independently activated and deactivated.
This allows to easily activate or deactivate any number of objects with only
one method call. If a manageable object is member of multiple groups it is only
deactivated when all of these groups are deactivated.

Modes are defined to switch easily between active groups and thus utilizing
different hardware configurations. This makes it possible to divide the execution
of an application into different phases, while ensuring that the hardware compo-
nents are active when demanded. The programmer is responsible for changing
the modes. For example a timer driven module can be used for mode changes.

0 // s e t group memberships
t imer . setGroups ( SLEEP | AWAKE ) ;
s e r i a l .RX. setGroups ( AWAKE ) ;
sen sor . setGroups ( AWAKE ) ;

5 // a c t i v a t e a l l members from group s l e e p
powerManager . enableGroup (SLEEP)

// sw i tch mode from group SLEEP to AWAKE
powerManager . switchMode (AWAKE,SLEEP) ;

Fig. 5. Groups and Modes example
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4.3 Example

Figure 6 shows a simple power managed sample application. It consists of a
driver for the timer, a communication interface and the application logic itself.
Periodically the application wakes up and waits for commands from the interface.
When demanded sensor data are send over the same interface. The application
has two modes, asleep and awake. The timer is active in both, the receiving
part of the communication interface only in the second one. Part a) of the figure
shows the asleep mode with the corresponding sleep mode table entries. Since
the timer is assumed to be active in the dream mode of the processor, this
is the deepest possible sleep mode. When the timer expires, the change mode
activity within the application component is scheduled, which is responsible for
resetting the timer and switching between asleep and awake. Due to the switch
to the awake mode, the RX part of the interface is enabled, which leads to a
modification of the sleep mode table and thus the deepest possible sleep mode
as shown in part b) of the figure.

Fig. 6. Power management example showing the influence of drivers to the deepest
possible sleep mode

In the last part of the figure, data is sent via the interface. As a secondary
interrupt the driver itself is responsible to enable the device at request and thus
change the sleep mode table. Although a change to the asleep mode can occur,
the send operation will finished, because the interface driver sets the sleep mode
needed by the device.

5 Evaluation

To show the efficiency and comparability of the presented power management
scheme, we devised a simple experiment. In the next section we first explain the
experimental setup. After that the results will be discussed.
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Fig. 7. Measurement Setup

5.1 Experimental Setup

The measurement setup is shown in figure 7. Besides the device under measure-
ment, the setup contains a shunt, an adjustable power supply unit, an oscillo-
scope and a PC. The PC is used to control the oscilloscope and the power supply
unit. The energy consumption P is calculated by the voltage and current which
flows into the board (formula 1). Because direct measurement of the current is
not possible it is determined by using formula 2.

P = Uboard ∗ Iboarddt (1)
Iboard = −Ushunt/Rshunt (2)

The start of a measurement can be accurately determined by using a trigger
signal generated by the application running on the microcontroller itself.

Note that the region of the measured values leads to a certain amount of noise.
Thus there could be an error rate of about 10%, but the values are suitable to
show trends.

The measurements where performed using a TMoteSky[8] equipped with a
Texas Instruments MSP 430 series microcontroller, which has special hardware
support for low-power applications e.g. detailed sleep modes and fast wakeup
times.

5.2 Results

We first used a simple evaluation application, which sends data over the se-
rial connection every second. This application was chosen because it shows the
characteristics of a typical sensornet application, such as a low duty cycle and
periodically sending data over an interface. In figure 8 and table 2 the power
consumption for different versions of the power management schemes in Reflex
are compared.

With deactivated power management, there is no difference in power con-
sumption regardless of whether the serial port is active or not. In contrast,
deactivating the idle core (the highest possible sleep mode called lpm0) makes
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Fig. 8. Power consumption of Reflex power management schemes at 1MHz and 3V

the send activity clearly identifiable and shows a significantly amount of en-
ergy savings. This simple power management reduces the energy consumption
to about 11% of the unmanaged version. Using the power management approach
presented in section 4 consequently to utilize the deepest possible sleep mode
reduces the energy consumption to 1%.

For comparison purpose TinyOS 2.0.2 was used. The application was a simple
sense and send application utilizing the implicit power management of both sys-
tems. It samples the SHT11 temperature and humidity sensor of the TMoteSky
every two seconds, aggregates these values four times and sends them over the
serial connection at the beginning of the fifth phase.

The results are shown in figure 9 and table 3.
For the given application the results show that the power management of

Reflex is more effective than that of TinyOS. The Reflex application con-
sumes about 38% respectively 51% less energy, depending on the voltage. The
main reason is that the power consumption during sleep is significantly higher
in TinyOS than in Reflex. This is caused by the baudrate generator which is
used by the driver for the serial connection. Since this interface was only used
unidirectional, it should be deactivated by the driver when there is no data do

Table 2. Average energy consumption of Reflex in mW per Second

w/o lpm0 full
TMoteSky 2,2V @ 1MHz 3.072 0.418 0.039
TMoteSky 3V @ 1MHz 8.263 0.889 0.083
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Fig. 9. Power consumption of TinyOS and Reflex at 1MHz and 3V

Table 3. Average energy consumption of TinyOS and Reflex in mW per second

Reflex TinyOS

TMoteSky 2.2V @ 1MHz 0.193 0.316
TMoteSky 3V @ 1MHz 0.281 0.575

transmit. This was accounted for by Reflex but not by TinyOS, so the gener-
ator runs all the time consuming energy. At the beginning of the send operation
there is a higher spike in the Reflex curve due to the necessary startup of the
baudrate generator.

6 Conclusion and Future Work

We presented an efficient way of determining the deepest possible sleep mode in
event driven systems and its implementation in the Reflex operation system.
The presented power management is lightweight and hardware independent. Due
to the event flow model and its implementation Reflex is capable of implicitly
deactivating parts of the hardware which are not used. This proves to be an
advantage as the results show. Further examination of additional applications
utilizing more hardware components is needed to confirm the results.

One way to extend the power management is to ease the handling of the
user view and free the user of any power management related tasks. Another
possible way is to integrate dynamic frequency and/or voltage scaling. In [12] the
authors propose a combination of sleep modes and dynamic frequency scaling,
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for applications with low workload, like in sensor networks. For applications
with significant workloads dynamic voltage and frequency scaling savings exceed
the costs of a switchable power supply. Since most microcontrollers provide a
simple way to change frequency on the fly, it could be worthwhile to integrate
dynamic frequency scaling into the power management, for example by assigning
frequencies to groups.
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Abstract. As a transport layer protocol SCTP uses end to end metrics, such as 
Retransmission Time Out (RTO), to manage mobility handover. Our investiga-
tion illustrates that Wireless LAN (WLAN) mobility causes continuously in-
creased Round Trip Times (RTT) resulting from 802.11 MAC retransmissions, 
regardless of the service specified by upper layers.  We present scenarios where 
the current understanding of SCTP switchover aggressiveness is invalid; spuri-
ous failovers together with excessive RTO result in new forms of receiver 
buffer blocking communication failure.  Given wireless mobility performance 
issues, together with the ambiguity of end to end metrics, we propose an Adap-
tive Optimized RTO algorithm for wireless Access Networks (AORAN) which 
uses local as well as end to end metrics to manage mobility. AORAN measures 
RTT between the mobile node and Access Point (AP) to calculate wireless and 
Internet RTO subcomponents. We also show binary exponential backoff has 
negative effects on SCTP with increased wireless RTT; AORAN introduces a 
decision mechanism which implements backoff on RTO subcomponents only 
when appropriate.  

Keywords: SCTP, mobility, multi-homing, failover, receiver buffer blocking.  

1   Introduction 

In recent years there has been increasing demand for the provision of a seamless end 
user experience for real time applications such as Voice Over IP (VOIP). WLAN 
networks are a critical element of any pervasive heterogeneous network implementa-
tion. Limited signal range however, means that any effective WLAN network is 
achieved through multiple overlapping coverage zones and mobile applications will 
therefore require multiple switchovers. The transport layer Stream Control Transmis-
sion Protocol (SCTP) [1][2][3] provides support for transparent mobility. This is 
achieved through multi-homing - the ability to implement an end-to-end communica-
tion session transparently over multiple physical paths. 

In earlier work [4][5] we presented results showing that excessive RTO values for 
primary paths caused SCTP to behave counter intuitively by significantly delaying 
path failover. This paper identifies further issues relating to the calculation of RTO 
for degraded alternate paths, which result in total association communication failure. 
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We illustrate that excessive RTO values result from continually increased Access 
Network (AN) RTT caused by the division of functionality between 802.2 Logical 
Link Control (LLC) and the 802.11 Medium Access Control (MAC). The 802.11 
MAC retransmits packets regardless of the service type requested by upper layers [6].  

Other studies [7] suggested that spurious failovers, those triggered by loss not by 
path failure, did not degrade system performance as switchback from degraded alter-
nate paths was immediate, even for WLAN. We illustrate that although switchback to 
the primary path is immediate, excessively large RTO values on the alternate path can 
result in communication failure of up to 12 seconds. 

As a connection oriented protocol SCTP must guarantee in order delivery of pack-
ets to the receiving application layer. We illustrate that excessive RTO values delay 
the detection of packet loss, causing a new form of receiver buffer blocking commu-
nication failure. The concept and effects of receiver buffer blocking is described in 
[8]. Furthermore, we illustrate that the SCTP retransmission strategy, which fast re-
transmits on the same path and timeout retransmits on an alternate path, also causes a 
second new form of receiver buffer blocking. 

Our solution AORAN, measures mobile node to AP RTT independently of end to 
end RTT. It introduces local wireless and Internet RTO subcomponents which are 
combined to calculate end to end RTO. AORAN also implements a decision mecha-
nism which selectively implements Binary Exponential Backoff (BEB) to the RTO 
subcomponents depending on network conditions. Results presented illustrate that 
AORAN removes the new forms of receiver buffer blocking and transmits 35%, 45% 
and 31% more data than standard SCTP for Path Max Retransmissions (PMR) 0 – 2 
respectively.  

2   Related Work 

In previous work [4][5] we indicated that the characteristics of wireless environments 
caused SCTP performance deficiencies, resulting in delayed path switchover and 
reduced throughput. In [4] we identified that the standard SCTP RTO calculation 
mechanism was inappropriate in WLAN environments, since increased RTT signifi-
cantly distort RTO calculations. It was shown that SCTP behaved in a counterintuitive 
manner which allowed more time for switchover as network conditions degraded. In 
[5] we investigated how alterations to the standard SCTP RTO parameters α, the 
smoothing factor, and β, the delay variance factor could preserve protocol layer 
boundaries while addressing the performance limitations highlighted in [4]. Results 
presented indicated that while performance improvements were achievable through 
careful selection of α and β values, the switchover delays which resulted from the 
distortions caused by continuously increasing RTT values in WLAN environments 
persisted. In this paper we propose to address the performance limitations in [4] using 
a cross layer approach which uses network layer, RTT between the mobile node and 
AP, as well as transport layer end to end performance characteristics for path per-
formance evaluation.    

In [9] an explicit retransmission notification is introduced for use by upper layer 
congestion control procedures. In [10] it is indicated that local retransmission between 
the 802.11 MAC and access points distort RTT calculation for TCP. A mechanism is 
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introduced which hides the duration of the 802.11 MAC error recovery phase from 
upper layer protocols. In [11] it is proposed that link-layer retransmissions result in 
delays which cause undesired control actions in TCP. Additional delays are inserted 
in link layer packets which results in the calculation of more appropriate TCP values. 
These studies are for 802.11 delay spikes for TCP and do not consider SCTP or mo-
bility with degraded Receiver Signal Strength (RSS) for wireless networks.    

In [12] the tradeoff between access point buffering and loss for voice traffic in 
802.11 networks is investigated. As a result of mobility an abrupt transition from the 
low-loss, low delay regime to high-loss, high-delay operation is observed. The study 
indicates that below the point of performance transition, AP buffer size has little im-
pact on throughput. However as the point of performance transition is passed total 
delay depends strongly on AP buffer size. In this paper we observe this point of per-
formance transition. We suggest however, that 802.11 MAC retransmissions rather 
than the buffer sizes are the primary cause of increased RTT.  

A number of investigations have been undertaken which analyse SCTP switch per-
formance. In [7] it was suggested that aggressive failover strategies achieved through 
low PMR values did not degrade performance as spurious failovers were temporary in 
nature and resulted in an immediate switchback. Furthermore, aggressive switching 
strategies were shown to improve throughput regardless of the alternate paths’ charac-
teristics (bandwidth, delay, and loss rate). Results presented here illustrate that when 
the alternate path has high RTT and loss rates, spurious failovers significantly degrade 
performance. In [13] it is identified that the 3 tunable parameters RTO.min, RTO.Max 
and PMR have the dominant effect on SCTP switch detection. In [14] an SCTP hand-
over scheme for VoIP applications is presented. The proposed handover scheme is 
based on the ITU-T E-Model for voice quality.  

For a multi-homed protocol retransmission policy is more complex than for a single-
homed protocol. A number of studies have investigated how the characteristics of alter-
nate paths impact on SCTP performance. In [15] different SCTP retransmission policies 
are investigated for a lossy environment. A retransmission strategy which fast retrans-
mits on the same path and timeout retransmits on an alternate path is suggested. This 
alteration was accepted as part of the standard. Our results illustrate that the retransmis-
sion of timeout packets on alternate degraded paths results in receiver buffer blocking.  
In [16] the authors identify that a finite receiver buffer will block concurrent SCTP 
transmission when the quality of one path is lower than others. Several retransmission 
policies are studied which can alleviate receiver buffer blocking. [17] illustrates that 
SCTP retransmission performance will degrade acutely when the secondary path delay 
is more than the primary path delay. In [18] a “potentially-failed” state is introduced for 
SCTP concurrent path usage to alleviate receiver buffer blocking.  

3   An Investigation of Continually Increased Wireless Delay  

As a mobile node moves from the coverage of an access point delay increases signifi-
cantly. This delay is not characteristic of traditional WLAN delay spikes, rather it is 
recognizable by its significant and continuously increasing nature. We will illustrate 
in later sections how this negatively impacts on SCTP mobility. In this section we 
investigate the causes of this increased WLAN RTT.  
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Through 802.2 LLC the IEEE have defined a uniform interface by which upper 
layers can access the services of carrier protocols. Below the LLC a MAC sublayer 
implements packet transmission for specific medium types. There are 3 types of ser-
vice specified by 802.2; Type 1 an unacknowledged connectionless service, Type 2 
connection-oriented and Type 3 is an acknowledged connectionless service.  

In order to investigate how MAC layer packet retransmissions affected RTT an ex-
perimental test configuration was created which consisted of two Laptops, represent-
ing a mobile client and a back end server, connected by two Linksys WRT54GL 
802.11g access points. Both laptops were configured with SCTPLIB [19]. The SCTP 
client was multi-homed using 2 wireless interfaces. The SCTP server was hosted by a 
Dell D830 laptop. RTO parameters were configured with default values RTO.min = 
1s, RTO.max = 60s, RTO.Initial = 3s, PMR was set to 1. Background traffic was 
generated using 250Kbytes of ICMP data.  

Our experimental configuration used LLC Type 1 service, as can be verified by the 
Type 1 indicator 0x03 in the traced packets. 802.11 MAC implements its own positive 
frame acknowledgment independently of 802.2 through an 802.11 ACK control 
frame[6][20].  In this way the 802.11 MAC at the receiving station implements error 
control independently of 802.2. If the sending station doesn't receive a MAC level 
ACK after a period of time, it will retransmit the frame.  

As the mobile node moves from the coverage area of the AP RSS degrades and re-
sults in intermittent network connectivity. Fig1 illustrates the SCTP RTO and SRTT.  
In [4] (Section 3) it is illustrated how SCTP RTO calculation is dependant on RTT.  
The continually increased SRTT from approximately 60s results in the calculation of 
excessive RTO. 
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Fig. 1. SCTP SRTT and RTO 

In order to determine how intermittent RSS resulted in increased RTT a Wire-
shark[21] trace using AIRPCAPs 802.11 Wireless Packet capture plug-in[22] was 
taken. Table 1 details the packet transmissions for a selected period.  

At 74.26s SCTP data with TSN 24246 is successfully transmitted. At 74.27s an 
ICMP packet is transmitted, this packet requires 1 retransmission before it is suc-
cessfully acknowledged. Since the 802.2 LLC is operating in Type 1 mode this  
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retransmission was handled by the 802.11 MAC. From 74.27s to 74.31s ICMP 7400 
is repeatedly, yet unsuccessfully retransmitted by the 802.11 MAC until a retrans-
mission limit is exceeded. Similar retransmissions of 802.11 packets occur until 
75.38s when the 802.11 MAC is finally available to SACK SCTP TSN 24246 result-
ing in an RTT of 1.12s. Fig 2 details the number of 802.11 MAC retransmissions.  

Table 1. Wireshark Trace   

Time Source Destination   Protocol Type Information 
74.26 192.168.2.200  192.168.2.210 SCTP  DATA (TSN = 24246) 
74.27 192.168.2.210  192.168.2.2   IP       proto=ICMP 5920 
74.27 192.168.2.210  192.168.2.2      IP       proto=ICMP 5920 
74.27  HonHaiPr_3d:eb IEEE 802.11 Acknowledgement 
74.27 192.168.2.210  192.168.2.2         IP        proto=ICMP 7400 
74.27 192.168.2.210  192.168.2.2          IP       proto=ICMP 7400 
74.28 192.168.2.210  192.168.2.2           IP       proto=ICMP 7400 
74.29 192.168.2.210  192.168.2.2           IP       proto=ICMP 7400 
74.30 192.168.2.210  192.168.2.2          IP       proto=ICMP 7400 
74.31 192.168.2.210  192.168.2.2          IP       proto=ICMP 7400 
74.31 192.168.2.210  192.168.2.2          IP       proto=ICMP 8880  
74.32 192.168.2.210  192.168.2.2          IP    proto=ICMP 8880  
74.38 192.168.2.210  192.168.2.2          IP    proto=ICMP 8880  
74.42 192.168.2.210  192.168.2.2          IP    proto=ICMP 8880  
74.48                  HonHaiPr_3d:eb  IEEE 802.11 Acknowledgement 
    : : : : : 
75.38 192.168.2.210 192.168.2.200 SCTP SACK (TSN =24246) 
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Fig. 2. 802.11 MAC Retransmissions 

Fig2 illustrates that as RSS degrades the number of 802.11 MAC retransmissions 
increases significantly. For the 40s intervals from 0-39s, 40-79s and 80-120s the aver-
age number of 802.11 MAC retransmissions were 10.0, 36.8 and 47.8 respectively. 
The retransmissions at the 802.11 MAC increased the delay between the transmission 
and acknowledgement of upper layer SCTP packets. We will now illustrate how this 
results in receiver buffer blocking. 
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4   Receiver Buffer Blocking Resulting from Excessive Alternate 
Path RTO 

In [4] it is illustrated how SCTP path management is significantly dependant on RTT 
and subsequent RTO values. Using the test configuration described in Section 3 an 
SCTP association is established. The SCTP standard specifies that RTO is calculated 
separately for each path, while a single receiver window is utilized for all paths within 
the association. Fig3 illustrates the alternate path RTO and receiver window size for 
the association. At approximately 37s the Receiver Window (rwnd) falls below the 
size of one packet and again between 39s and 45s resulting in receiver buffer block-
ing. This new form of receiver buffer blocking prevents packet transmission on all 
paths.  A period of increased RTO from 39s is also identified.  

For the 15s intervals 0-14s, 15-29s and 30-44s the number of MAC retransmissions 
were 21, 50 and 363 illustrating a general degradation in path performance. The effect 
of this degradation is twofold: it increases baseline RTT (3.4 to 3.7 [4]) as well as 
resulting in packet loss which doubles RTO (3.8[4]). 

 

Fig. 3. Receiver Window Size and Alternate Path RTO 

In order to investigate this new form of receiver buffer blocking a Wireshark trace 
for the period was analysed. Figure 4 details the SCTP packet transmissions on the 
alternate path for the period 39-45s. 

At 39.609s the RTO for Path1 and Path2 were 1s and 4s respectively. At 39.609s 
packet 21893 was lost. After 1s the retransmission timer on Path1 timed out. At 
41.250s, following a timeout on Path1, packet 21893 was retransmitted on Path2. At 
 

 

Fig. 4. SCTP Alternate Path Packet Transmission 39-45s 
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this time Path2 was in a degraded condition and packet 21893 was lost. Since the 
RTO on Path2 was 4s the loss of packet 21893 was not recognized until 45.250 
(41.250+4)s. Packet 21893 is then retransmitted on Path1.  

As a connection oriented protocol SCTP must guarantee in sequence delivery of 
packets to the application layer. Packet 21893 was lost at 39.609s causing the receiver 
to buffer out of sequence packets until 40.270s. At this time the rwnd fell below the 
size of 1 packet.  Since the loss of the retransmission of packet 21893 on path 2 was 
not detected until 45.250s the association was stalled for over 5s by the receiver 
awaiting the retransmission of this lost packet. 

Receiver buffer blocking has major implications for SCTP performance as it 
causes data transmission for the entire association to cease for a period of time. It is 
primarily an issue when the paths in an SCTP association are concurrently used for 
data transfer. Our results indicate however, that the characteristics of wireless mobile 
networking can result in receiver buffer blocking for standard SCTP.    

The mechanisms used for addressing receiver buffer blocking generally attempt to 
reduce its occurrence and lessen its impact [16][17][18].  We propose an adaptive 
RTO calculation and retransmission mechanism for SCTP. The SCTP RTO mecha-
nism inherited from TCP assumes that packet loss is as a result of Internet congestion. 
Therefore, to avoid network overload Binary Exponential Back-off (BEB) is initiated. 
The receiver buffer blocking descried is as a result of packet loss resulting from wire-
less AN performance deficiencies rather than Internet congestion. In a degraded AN 
where packet loss occurs with high baseline RTT resulting from 802.11 retransmis-
sions, the implementation of RTO doubling results in excessively large values which 
are not appropriate to actual network conditions. The following sections analyse how 
the aggressiveness of mobility coupled with an adaptive RTO calculation and re-
transmission mechanism improve SCTP performance.  

5   Receiver Buffer Blocking Resulting from Spurious Failover  

In order to evaluate the effect of aggressive path selection an NS2 [23] simulation 
which utilizes the University of Delawares [24] SCTP module was created.  Simula-
tions were ran with PMR values ranging from 5, least aggressive, to 0, most aggres-
sive. Fig5 illustrates the accumulated data transmitted for each PMR value.  
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Fig. 5. Accumulated Data Transmitted by PMR 
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The receiver buffer blocking described in Section 4 is highlighted by Area 1 in 
Fig5 from 21-34s.  In Area 2 in Fig5 there is an association communication failure 
between 22s and 35s for PMR 0. For PMR=0 packet loss results in path failover, not 
packet retransmission, therefore this communication failure is not as a result of the 
form of receiver buffer blocking described in Section 4. Fig6 illustrates the sequence 
of packet transmissions for Area 2.  

 

Fig. 6. Packet Transmission for 22-35s (PMR=0) 

At 22.289s the RTO for Path1 and Path2 were 1s and 12s respectively. At 22.289s 
packet 33258 was lost. After 1s the retransmission timer on Path1 timed out. As 
PMR=0 path failover occurs from Path1 to Path2. Path1 is marked INACTIVE and a 
heartbeat is transmitted. A heartbeat acknowledgment is returned and Path1 is set to 
ACTIVE. SCTP then sets an indication that subsequent packets should be sent on the 
reactivated primary path.  

At 23.289s, following a timeout on Path1, packet 33258 was retransmitted on 
Path2. At this time Path2 according to Fig1 was in a degraded condition and packet 
33258 was lost. Since the RTO on Path2 was 12s the loss of packet 33258 was not 
recognized until 35.289(23.289+12)s. Packet 33258 is then successfully retransmitted 
on Path1. During the period 22.289 – 35.289s no data was transmitted by the associa-
tion. In order to further explain this communication failure Fig7 illustrates the rwnd 
for the period 22s to 35s.  

  
Fig. 7. Receiver Window for 22-35s (PMR=0) 
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Packet 33258 was lost at 22.289s. The receiver buffered out of sequence packets 
until 23.289s when the rwnd fell below the size of 1 packet.  Since the loss of packet 
33258 was not detected until 35.289s the association was stalled by the receiver 
awaiting this lost packet.   

Fig7 therefore illustrates another new form of receiver buffer blocking for PMR=0. 
In [7] it was suggested that aggressive failover strategies achieved through low PMR 
values did not degrade performance as spurious failovers were temporary in nature. 
Furthermore, aggressive switching strategies were shown to improve throughput re-
gardless of the alternate paths’ characteristics (bandwidth, delay, and loss rate). Our 
results illustrate that in a wireless environment spurious failover can result in receiver 
buffer blocking. 

While the spurious failover resulted in receiver buffer blocking, the excessive RTO 
value of 12s for the alternate path compounded the performance deficiency. The 12s 
RTO was calculated as a result of repeated packet loss and implementation of BEB. In 
the following section we investigate a more select implementation of BEB. 

6   Proposed Alterations to the SCTP Protocol  

For a connection oriented protocol such as TCP, RTO calculation is a tradeoff between 
retransmission delays and spurious retransmission of valid packets. In addition to these 
tradeoffs SCTP must also consider the effect of RTO on mobility. Previous sections 
illustrated how excessive RTO resulted in 2 new forms of receiver buffer blocking. We 
propose the AORAN algorithm to address these performance deficiencies. 

6.1   The AORAN Algorithm  

Outlined below is an adaptive RTO calculation mechanism. A parameter ANRTT, 
which records local delay between the mobile node and access point is introduced.  
An estimation of Internet RTT is calculated by subtracting ANRTT from 
end2endRTT. RTO consists of 2 subcomponents, one reflecting the condition of 
the AN and one reflecting the condition of the Internet. A number of studies have 
been undertaken which propose mechanisms by which Internet congestion can be 
recognized [25][26]. For SCTP a draft standard[27] proposes the addition of an Ex-
plicit Congestion Notification (ECN) packet. We introduce inetcongst an indi-
caton of Internet congestion which is controlled by ECN and eANRTT an indication 
of increased AN RTT.  For each subcomponent the calculation of RTO is imple-
mented using (3.1) to (3.7) from [4]. The calculation of RTO as a result of packet loss 
and the implementation of BEB (3.8) is now selectively implemented by AORAN.  

 
 

bool inetcongst //set if ECN chunk is received 
bool eANRTT //set if exponential change in AN RTT 
 
Event::Packet Arrival 

end2endRTT = time sent – time received 
inetRTT = end2endRTT-ANRTT //Internet component of RTT  
inetRTO = inetSRTT+4 * inetRTTVAR       
inetRTTVAR.new =   (1-β) * inetRTTVAR.old+β * (inetSRTT.old- inetRTT.new) 
inetSRTT.new = (1-α) * inetSRTT.old+α * inetRTT.new       
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ANRTO = ANSRTT+4 * ANRTTVAR       
ANRTTVAR.new =   (1-β) * ANRTTVAR.old+β * (ANSRTT.old- ANRTT.new)       
ANSRTT.new = (1-α) * ANSRTT.old+α * ANRTT.new       

RTO = ANRTO + InternetRTO // Total RTO for path 
 
Event::Packet Loss 
  PMRCounter++ // Increment retransmission counter 
  if(PMRCounter> PMRLimit)  
  ActivePathID = AlternatePathID[0] // Switch to alternate path 
  else 
 Retransmit Packet (ActivePathID) // Retransmit on same path 
   if(eANRTT==TRUE && inetcongst==TRUE) 

inetRTO = inetRTO *2 //BEB  
ANRTO = ANRTO 

   ELSE if(eANRTT==TRUE && inetcongst==FALSE) 
inetRTO = inetRTO 
ANRTO = ANRTO 

   ELSE if(eANRTT==FALSE && inetcongst==TRUE) 
inetRTO = inetRTO *2 //BEB 
ANRTO = ANRTO*2 //BEB 

RTO = ANRTO + InternetRTO 

6.2   An Evaluation of the AORAN Algorithm   

An NS2 simulation model including WLAN access and Internet backbone is illus-
trated in Fig8. Node S and R are SCTP endpoints. Internet congestion is introduced 
by the TCP sending nodes which transmit at a rate of 1Gbps across the backbone to 
the TCP receiving nodes.  

  
Fig. 8. NS2 Simulation including Internet Backbone 

We initially evaluate the performance of AORAN with increased AN RTT and 
without Internet congestion. The performance of the strategy in the presence of Inter-
net congestion is discussed later. Fig9 compares the performance of AORAN against 
standard SCTP for PMR values ranging from 0-2. The simulations with PMR values 
3-5 have similar performance to PMR=2.   

Section 4 identified a new form of receiver buffer blocking resulting from the re-
transmission of packets on degraded alternate paths. Section 5 illustrated that aggres-
sive path failover with PMR=0 also caused a second new form of receiver buffer 
blocking following spurious failover. Fig 9 illustrates that AORAN has removed these 
forms of receiver buffer blocking.  
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Fig. 9. Accumulated Data Transmitted AORAN Vs SCTP without Internet Congestion 

Fig9 and Table 2 indicate that AORAN transmitted 35%, 45% and 31% more data 
than standard SCTP for PMR 0 – 2 respectively. As stated earlier the current under-
standing for SCTP mobility suggests that low PMR values improve throughput even 
for wireless environments. The results presented in Fig9 and Table 2 indicate that 
more moderate switching strategies with larger PMR values (e.g. 1 or 2) have better 
performance than PMR=0. 

Table 2. Accumulated Data Transmitted for the Association 

 PMR=0 PMR=1 PMR=2 
AORAN 67.3 71.0 69.2 
Standard SCTP 50.1 48.8 52.9 

Fig10 illustrates that AORAN is compliant with Internet congestion policy. When 
Internet congestion occurred without increased AN RTT AORAN and SCTP behaved 
identically. When there is both Internet congestion and increased AN RTT AORAN 
transmits similar amounts of data to SCTP.  
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7   Conclusions  

As a transport layer protocol SCTP uses end to end performance characteristics, such 
as RTO, to dimension network performance. In this paper we have illustrated that 
mobility results in significant and continuous increased RTT in wireless networks.  
Results illustrate that it is the retransmission of packets by the 802.11 MAC, regard-
less of the service type requested by upper layers, which causes the increased RTT. 
The delay is not as brief as traditional WLAN delay spikes; therefore it impacts sig-
nificantly on the mobility management features of SCTP.  

Results presented illustrate a scenario in which the current understanding regarding 
the aggressiveness of SCTP switchover is not valid. It has been suggested that aggres-
sive failover improves throughput regardless of the alternate paths characteristics. We 
illustrate that spurious failovers together with excessive RTO can result in receiver 
buffer blocking communication failure.   

Given the performance issues introduced by wireless mobility, coupled with the 
ambiguity of end to end metrics, we propose an Adaptive Optimized RTO algorithm 
for wireless Access Networks (AORAN). AORAN explicitly measures RTT between 
the mobile node and AP. This RTT is used to calculate a local wireless RTO which is 
used as a component in end to end RTO. We have also shown that the implementation 
of binary exponential backoff in the presence of increased AN RTT has an exponen-
tially negative effect on SCTP performance. Therefore AORAN selectively imple-
ments binary exponential backoff only as appropriate. Results presented illustrate that 
AORAN removes the new forms of receiver buffer blocking and transmits signifi-
cantly more data than standard SCTP.  
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Abstract. It is well known that in IEEE 802.11 networks, the assign-
ment of low-rate and high-rate users to the same access point signifi-
cantly degrades the performance of the high-rate users. Our objective is
to investigate the implications of the above performance degradation on
the incentives for handover between 802.11 wireless local area networks
with overlapping coverage. Our focus is on the incentives for supporting
handovers, due solely to the improved performance handovers yield for
both wireless networks. To study the phenomenon and estimate the po-
tential gain of such handovers, we propose a simple model that predicts
the throughput of each access point in different cases. The throughput
approximation model can indicate when the handover is expected to be
beneficial, and can be used in a handover acceptance policy. Simulation
of the proposed procedure suggests that the model is accurate and that
there are significant throughput gains for both wireless networks.

Keywords: handovers, cooperation incentives, wireless access network.

1 Introduction

It is well known that in IEEE 802.11 networks, the assignment of low-rate and
high-rate users to the same access point significantly degrades the performance
of the high-rate users [1]. This occurs because IEEE 802.11’s medium access
control protocol gives both high and low-rate nodes equal chances for accessing
the shared wireless channel. However, low-rate nodes need more time to send the
same amount of data. As a result, high-rate users suffer significant performance
degradation, achieving throughput equal to that of low-rate users. When using
the term rate, we refer to the modulation rate of an 802.11 transmitter.

The objective of the work presented in this paper is to investigate the im-
plications of the above performance degradation on the incentives for handover
between 802.11 wireless local area networks with overlapping coverage. In case
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of operator-owned networks, handovers may be supported by cooperation agree-
ments between the operators. The focus of this work is on the incentives for sup-
porting handovers, due solely to the improved performance that handovers yield
for both wireless networks, without involving any monetary exchange. Moreover,
similar performance incentives arise in the case of overlapping wireless home
networks where cooperation agreements are unrealistic. The main assumption of
these scenarios is that two or more access points operate in the same channel.
Indeed, it is common that there are more than three access points within the
range of each other [2]. Hence, the three orthogonal channels available in 802.11b
and 802.11g are not sufficient to assign orthogonal channels to different access
points. Moreover, as more wireless networks operating in unlicensed bands are
deployed over time, the above scenario will be more dominant.

In order to study the phenomenon and measure the potential gain of the afore-
mentioned handovers, we propose a simple model which predicts the throughput
of each access point in different context. Similar throughput approximations have
been used in [9], [10], [11], [12] and [13]. Our main contribution lies in the appli-
cation of the above model to predict the impact of handovers and decide whether
handing over the nodes that communicate at low rates is beneficial for both ac-
cess points. Our model suggests that there are cases where it is highly probable
that the performance of both wireless networks is significantly improved. For
instance, in 802.11b and when the low-rate nodes transmit at 1Mbps, our model
suggests that if the number of nodes is uniformly distributed over time there is
a 74% probability that the handover is beneficial for both access points, provid-
ing, on average, 55% better throughput for the nodes of the low-rate nodes’ new
host and more than three times better throughput for the nodes of their initial
access point. Additionally, based on the necessary conditions for a handover to
be beneficial for both access points, we propose a policy that can be used by
each access point in order to decide whether to cooperate to the handover.

The rest of this paper is organized as follows. Section 2 summarizes the re-
lated work. Section 3 describes the scenario we investigate, and presents the
throughput model used in the analysis. Section 4 quantifies the potential gains
according to the model. Section 5 compares the analytical model with simula-
tion using NS-2. Section 6 extends the model to include alternative bottlenecks,
such as ADSL connections, and investigates their influence. Finally, Section 7
concludes the paper and presents our future work on this subject.

2 Related Work

The handover incentives studied in this paper address the performance degra-
dation problem of 802.11 networks from a new perspective. Related work has
approached the same issue in different ways.

One approach to mitigate the problem is to reduce the time low-rate trans-
missions utilize the shared medium, thus providing time fairness [3][4]. Although
such an approach can increase the aggregate throughput of the network, it is un-
fair to low-rate nodes, as it minimizes their throughput even more. This leads
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Fig. 1. BS0 serves both high-rate (N0) and low-rate (Nx) users (case a)

Fig. 2. BS0’s low-rate users (Nx) are handed-off to BS1 (case b)

to unsatisfied clients, which should be avoided in an environment with multiple
competing providers. Another approach makes use of relay nodes for transmis-
sions that cannot be performed at high rates [5][6][8]. In [5], the authors replace
low rate transmissions with a two-hop sequence of shorter range, that enable
higher rate transmissions. In [6], the authors propose a system which oppor-
tunistically transforms higher-rate 802.11 stations into relays for stations with
low data-rates, hence requires the availability of such relay nodes. Another ap-
proach is to aggregate the capacity of all the access points and use load balancing
mechanisms in order to maximize the network performance [7]. This approach
requires all access points to cooperate, which can be assumed in the case where
the access points belong to the same operator, but not when they belong to
different operators. On the other hand, the focus of this paper is exactly on the
cooperation between different operators, and shows that such cooperation can
result from performance-oriented incentives even when operators act in their
own self-interest.

3 Throughput Model

Consider the case of two access points, BS0 and BS1, Fig. 1. BS0 sends traffic to
N0 nodes at high rate R and to Nx nodes at low rate r. Nodes N0 and Nx are the
clients of BS0 and its actions target to improve its clients throughput. BS1 sends
traffic to nodes N1 at high rate R. Nodes Nx are closer to BS1 and would transmit
at a higher rate R, if they were associated to it. This is the base scenario, which
we will refer to as case a. Additionally, the following assumptions are made: (a)
both access points operate at the same channel, (b) all access points and nodes
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are in the same contention area and (c) there is at least one node in each of the
three node sets. Due to the low-rate transmissions to the set of Nx nodes, the
performance for all N0 and N1 nodes degrades.

In the scenario shown in Fig. 2, which we will refer to as case b, the low-rate
clients Nx of BS0 are handed-off to BS1. Now, BS1 sends traffic only to the N0
nodes at high rate R, while BS1 sends traffic at high rate R to both its own
clients (N1) and the ex-low-rate clients of BS0 (Nx).

The throughput gain of BSi is defined as the ratio of the aggregate throughput
of the clients of BSi in case b (Nx clients associated to BS1), over the throughput
in case a (Nx clients associated to BS0). This metric will be used to evaluate
when the handover of low-rate users (case b) is beneficial. When the gain for both
access points is greater than 1, handover improves the aggregate throughput for
the clients of both access points. It is important to note that the Nx nodes are
clients of BS0 in both cases, even though in the second case they are associated
to BS1. Hence, to estimate the gain in both cases, the throughput of the Nx
nodes is added to the aggregate throughput of BS0 clients.

The analysis in the following sections focuses on the above simple model,
which encompasses the key tradeoffs we want to highlight. The analytical model
can be extended to more complex cases, such as more than two access points and
the case where additionally to the Nx nodes, some of BS1’s clients symmetrically
operate at low rates.

3.1 Model

Next we present a model for the throughput in saturated conditions for the
downlink direction, i.e., from the access points to the clients. We assume that
each access point sends one packet in each round. This is not absolutely true for
IEEE 802.11 since the backoff waiting time of each transmission, as defined by the
collision avoidance mechanism, is decided probabilistically. However, assuming
that the DCF protocol of IEEE 802.11 provides long term fair channel access,
the access points will send an equal amount of packets over a long time interval.

If T0 and T1 is the time each access point needs to transmit one packet respec-
tively, then the long term throughput in bits per second that each access point
will achieve, assuming both access points transmit packets of the same size, is
equal to

X =
pkt

T0 + T1 + oh
(1)

where pkt is the packet size in bits and oh is the overhead of two transmissions.
According to the DCF protocol of IEEE 802.11, each transmitter needs to

sense the medium idle for a time interval equal to DIFS. It then chooses a ran-
dom number of time slots between zero and the contention window (CW) and
waits an additional time interval in order to avoid collisions. The transmission
follows on the condition that the medium is idle during the time that it is waiting.
After the transmission is completed the receiver waits for a time interval equal to
SIFS, during which it switches to transmitter mode, and starts transmitting an
acknowledgement at the control rate. The duration of DIFS, SIFS and TimeSlot
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as well as the initial minimum contention window are defined by the protocol.
The time interval of the acknowledgement transmission depends on its size and
the transmission rate. Since each transmitter chooses a uniformly random num-
ber in the interval between zero and CW, the long-term expected overhead of
the collision avoidance mechanism when we have only one transmitter, is equal
to CW/2 time slots. On the other hand, if a transmitter senses another transmis-
sion while being in backoff, it stops his counter and defers until the transmission
is over and the medium is idle again, at which point it continues the backoff
procedure at the point the backoff was stopped. When there is more than one
contending nodes, their backoff counter runs down simultaneously. Hence, the
expected overhead due to the contention avoidance mechanism is again CW/2
time slots, assuming that there are no collisions. In the scenario we investigate,
there are two contending transmitters. As a result, there is a collision contention
probability equal to 0.0625, assuming the minimum contention window is 15,
which is the default value for IEEE 802.11. Based on the above, the overhead of
two contenting transmissions is

oh = 2(DIFS + SIFS + ACK) +
CW

2
T imeSlot , (2)

where the values of DIFS, SIFS, ACK, and T imeSlot are defined by the 802.11
standard. This overhead ignores potential collisions; we investigate the accuracy
of the model in Section 5.

Case a (no handover): When Nx nodes are assigned to BS0, the expected time
interval T a

0 that BS0 needs to transmit a packet depends on the percentage of
traffic sent to N0 and Nx nodes, since the duration of the transmission is different
due to the different rates. On the other hand, the expected time interval T a

1 that
BS1 needs to transmit a packet is independent of the number of its nodes since
all operate at the same rate. Hence,

T a
0 =

N0
N0 + Nx

pkt

R
+

Nx

N0 + Nx

pkt

r
, T a

1 =
pkt

R
, (3)

where N0 and Nx are the number of nodes in the N0 and Nx node-set respec-
tively, r and R are the low and high rate, respectively.

The expected throughput of each N0 or Nx node, and each N1 node is

Xa
0 = Xa

x =
1

N0 + Nx
Xa , Xa

1 =
1

N1
Xa , (4)

where Xa is estimated from (1), (2), and (3).

Case b (handover of low rate users): In the case there are no low rate
transmissions, hence for both access points the expected duration of a packet
transmission is equal to

T b
0 = T b

1 =
pkt

R
. (5)

The expected throughput of each N0 node, and each Nx or N1 node is

Xb
0 =

1
N0

Xb , Xb
x = Xb

1 =
1

Nx + N1
Xb . (6)
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The gain of each access point is calculated using the above expressions. When
low-rate nodes are associated to BS0 (case a), throughput is reduced. On the
other hand, when the low-rate nodes are associated with BS1 (case b), BS1 shares
its share of the wireless channel with the Nx nodes, which are BS0’s clients. Case
b is always beneficial for BS0, since BS0’s clients utilize the wireless channel for
more than half of the time in case b, and there are improvements due to removing
low-rate transmissions. The inequalities

GainBS0 =
Xb + Nx

Nx+N1Xb

Xa
> 1 and GainBS1 =

N1
Nx+N1Xb

Xa
> 1 (7)

are necessary conditions for case b to be beneficial for both access points. Since
Xb > Xa, the GainBS0 > 1 is always satisfied. However, if the assumption that
N0 > 0 does not hold, then case b is not always beneficial for BS0. The second
inequality GainBS1 > 1 is equivalent to

N1
Nx + N0

> c , where c =
2 + ohR

pkt

R
r − 1

. (8)

This inequality can be used by BS1 to decide if it is beneficial to serve the
low-rate nodes of his neighboring access point BS0. We make the following two
interesting remarks regarding the above constraint. First, the acceptance con-
straint does not depend on the ratio of high-rate to low-rate nodes of BS0, but
depends only on their sum. Second, for the same R/r ratio a higher value of R
yields a higher constraint c. As a result, we expect the constraint to be more
restricting for 802.11g than for 802.11b.

By slightly changing the model assuming that the set of Nx nodes consists
of two distinct subsets, Ny and Nz, it can be easily shown that given that the
handover is beneficial, the gain where both Ny and Nz subsets are served by BS1
is always greater than the gain where the Ny nodes stay with their access point
and only the Nz nodes are served by BS1. In fact, the impact of one low-rate
node on the throughput is much greater than the impact of additional low-rate
nodes. As a result, either all low-rate nodes should be accepted by BS1 or none.

The handover acceptance policy, expressed by (8), requires that the access
points know the number of connected nodes and their rates. Assuming that there
are no hidden nodes, this information is easy to obtain by sniffing the neighboring
traffic. The access point can count unique MAC addresses and extract the rates
from their PLCP header. We plan to investigate the implementation details in
future work.

4 Model Results

Based on the model presented in the previous section, next we present results to
evaluate the number of cases where a handover is advantageous for both access
points, and quantify the corresponding throughput improvements. We note that
we use packet size equal to 1500 bytes for all the following experiments.
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(a) Constant c as a function of r/R. (b) Areas of beneficial handovers.

Fig. 3. Visualization of (8)

Figure 3(a) depicts the value of constant c, as a function of the ratio r/R,
for different versions of 802.11, namely 802.11b, 802.11a, and 802.11g; the high
rate R is taken to be the highest rate supported by each version. Since for a
positive gain scenario the ratio of BS1 to BS0 nodes needs to be greater than
this constant, it is obvious that a higher value of c is more restricting. Moreover,
since the high rate R is constant for each version, higher values of r make the
handover less beneficial. Obviously, the negative impact of low-rate nodes on
the throughput is smaller for higher values of r. As expected, the constant is
more restricting for 802.11a/g that operate at 54 Mbps. Additionally, 802.11g
is slightly less restricting than 802.11a, because the overhead of the latter is
slightly higher.

Figure 3(b) depicts the line defined by (8) for 802.11b and its supported rates.
The x and y axis shows the number of BS1 and BS0 nodes, respectively. The
slope of each line is given by the constant c. Every N0, Nx, N1 combination
that is below each line can benefit with the handover of low-rate nodes. The
area below each line provides a visual estimation of the probability of the ap-
pearance of a beneficial scenario, across all possible scenarios that correspond
to all N0, Nx, N1 combinations. The figure shows that when the low rate is
1 Mbps beneficial scenarios are highly likely. When the low rate is 2 Mbps the
beneficial area is cut in half. When the low rate is 5.5 Mbps the beneficial area
is very small, and handovers in this case does not improve the throughput for
both access points.

Figure 4 depicts the percentage of scenarios where both access points benefit
from the handover. We assume that each scenario is a combination of N0, Nx, N1,
where each set has a uniformly distributed number of nodes in the interval [1, 10].
The total amount of different node combinations is equal to 1000. For 802.11b,
when the low rate is equal to 1 Mbps the percentage of beneficial scenarios is al-
most 74%. At 2 Mbps the percentage drops to 40% and at 5.5Mbps the percentage
is about 1%. IEEE 802.11a and 802.11g have similar behavior although the per-
centages are lower, as expected. The figure indicates that when the low rate is less
or equal to 12 Mbps there is a significant percentage (more than approximately
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Fig. 4. Percentage of beneficial scenarios

Fig. 5. Throughput gains for BS0 and BS1

35%) of beneficial scenarios. The assumption that number of nodes in each set
is uniformly distributed in the interval [1, 10] is, indeed, a simplification. In the
real world, the distribution of the number of nodes is expected to be more com-
plicated. However, this simplification provides an estimation on the probability of
appearance of a beneficial scenario. Moreover, it can be easily shown that similar
conclusions hold for a larger number of nodes.

Figure 5 shows that for higher values of the low rate r, the average gain of
the beneficial scenarios decreases. The average gain of BS1, for low rate equal
to 1 Mbps in 802.11b is about 55%. At 2 Mbps the gain drops to 20%. Observe
that the average gain of BS0 is significantly higher than the gain of BS1; this
is because BS0’s low-rate clients use a part of BS1’s channel access time, when
they are associated to the latter.
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Fig. 6. Comparison of the line with slope c predicted by the model for identifying
positive gain scenarios with simulation

5 Model Evaluation

Next we evaluate the accuracy of the model presented in the previous sections,
by comparing its results with those obtained using the NS-2 simulator. The
overhead of a transmission is expected to be different in NS-2, since the model
does not account for collisions; this simplification will result in lower gains and a
lower percentage of beneficial scenarios than those predicted by the model. Note
that the collisions do not depend on the number of clients, since we focus on the
downlink where the two access points are the sole contenders for channel access.

The default version of NS-2 does not support multiple rates for different re-
ceivers and the same transmitter. Hence, we extended NS-2 to support multiple
rates, by adapting the rate according to the signal strength of the last received
packets. The experiments considered 802.11b, and low rate equal to 1 Mbps.

Figure 6 indicates that with simulation, there is no single threshold that sep-
arates the positive scenarios from the negative ones. If the constant c predicted
by the model is used for accepting or rejecting handovers, there are 1.8% false
positives and 0.7% false negatives, which are shown in the figure as red stars and
green crosses, respectively. The false positives and false negatives are very close
to the threshold line, and their density is higher for a higher number of nodes.

Figure 7 shows the percentage of false positives and false negatives as a func-
tion of the acceptance threshold c. The green line vertical line corresponds to the
threshold c predicted by the analytical model, which is equal to 0.285. A thresh-
old equal to 0.287 provides a balance of false positives and false negatives. A
more conservative threshold equal to 0.301 yields very few false positives, while
a threshold equal to 0.34 yields no false positives.

Next we consider the normalized gain, which is a function of the acceptance
probability (number of accepted scenarios to the total number of scenarios), AP ,
and the average gain of the accepted scenarios, AvgGain:
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Fig. 7. Percentage of false positives and false negatives for different values of c

NormGain = AP · AvgGain + (1 − AP ) · 1 (9)

The normalized gain is a metric that takes into account both the probability
of appearance and the gain of a beneficial handover and can be used to evaluate
the long term gain of an access point that accepts handovers according to our
policy. Figure 8 depicts the impact of false positives and false negatives, for
different values of c, on the normalized gain. The straight blue horizontal line
is a theoretical optimum filter that perfectly predicts the positive and negative
scenarios. This figure shows that the acceptance policy based on the threshold
c performs extremely well, giving a normalized gain which is within 0.2% of the
maximum gain, which is achieved by the theoretical optimal filter. Moreover,
Figure 8 shows that the normalized gain predicted by the model (green ’+’ at
gain of approximately 1.39) differs from the normalized gain estimated using

Fig. 8. Normalized gain for different values of c
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NS-2 by less than 2.5%, indicating that the model is very accurate in predicting
the handover gain.

6 ADSL Constraints

Next we extend the model presented in Section 3 to the case where the bottleneck
from a wireless user to the fixed network is not the wireless link, but a wired
link after the access point, e.g., a user’s ADSL connection. For instance, with
modern infrastructure in many home wireless networks, which most commonly
use IEEE 802.11g, the bottleneck is in the ADSL connection. Although the
theoretic maximum throughput of the ADSL technology is 24 Mbps, much lower
throughput is common due to various reasons such as signal attenuation.

Assume that C0 and C1 is the wired capacity constraint of BS0 and BS1,
respectively. In the remainder of this section, due to space limitations, we con-
sider the simple case where both access points have the same wired capacity
constraint, C1 = C2 = C.

Assume XCa and XCb is the aggregate throughput of each access point when
there is no handover (case a), and when there is handover (case b), respectively,
as predicted by the basic model in Section 3. Since case a includes at least one
low rate transmission, whereas case b includes none, it is obvious that XCa <
XCb. As a result, there are three zones where the impact of the wired capacity
constraint differs. If C < XCa, then the wired capacity is the bottleneck, and
the existence of low rate transmitters does not affect performance, hence there
are no performance incentives for handover. If XCb < C, then the wired capacity
does not affect the performance results presented in the previous sections. The
intermediate case where XCa < C < XCb is when the capacity constraint has
an impact that depends on other factors. When this holds, we find that case b
is beneficial for both access points when the following inequality holds:

N1 >
Nx(Nx + N0)rR

C(Nx(r + R) + 2N0r + (N0+Nx)ohrR
pkt ) − (N0 + Nx)rR

. (10)

From this equation we see that the number of beneficial scenarios increases, as
the wired capacity constraint C increases.

Figure 9 depicts, for 802.11b and r = 1 Mbps, the percentage of beneficial
scenarios and the corresponding average gain from the perspective of BS1, for
different values of the wired capacity constraint C. Experiments for all com-
binations of N0, N1, Nx are performed, where each of these variables obtains
values in [1, 10]. As expected, the three zones are clearly visible. When C is less
than 1.3 Mbps there are no beneficial scenarios. As C increases above this value,
the percentage of beneficial scenarios and the corresponding gain increases until
4 Mbps, when the gain is equal to that of the basic model without wired capacity
constraints.

An interesting conclusion is that the wired capacity constraint reduces han-
dover gains when its value is less than the half of the maximum effective through-
put of the wireless link. Since the most common wireless protocol used in home
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Fig. 9. Effect of the wired capacity constraint on the number of beneficial scenarios
and their gain

wireless networks is IEEE 802.11g, which has an effective throughput of about
20-24 Mbps, an ADSL connection which is below 10-12 Mbps would decrease any
potential handover gains. In the future, it is likely that we will have a mix of such
low rate ADSL connections, together with higher rate connections supported by
the deployment of fiber closer to the customers’ premises.

7 Conclusion and Future Work

In this paper, we analyzed scenarios where the cooperation between public/home
wireless network administrators is motivated solely by the performance improve-
ment for their clients. Using an analytical throughput model with two access
points, we computed the gains for both access points, when low rate users are
handed-off to the closer access point. Moreover, the analytical model suggests a
simple acceptance policy for deciding when handovers are beneficial. The ana-
lytical model was compared with simulation results, which verify the accuracy of
the model. Finally, we extended the model to include wired capacity constraints,
e.g., from ADSL connections.

Ongoing work is investigating the use of priority mechanisms supported by
standards such as IEEE 802.11e [14], to control the sharing of the handover
gains among the involved access points; such control can also increase the num-
ber of beneficial scenarios. We plan to study the details of the implementation
of the proposed procedure. We also plan to extend our study with alternative
performance metrics, which incorporate notions of fairness in the allocation of
throughput among the wireless nodes, and to the case of multiple access points
and traffic in the uplink direction. Finally, we plan to investigate the existence
of similar performance improvement incentives in the case of wireless mesh net-
works with overlapping coverage.
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Abstract. In this paper we discuss the lifetime of an battery powered
device which acts as a gateway between a wireless sensor network and
a standard network. The wireless communication standards used are
IEEE802.15.4 and IEEE802.11g. The two parameters which are of ut-
most importance but also contradicting each other are communication
delay and lifetime of the gateway node. Our results clearly show that
duty cycling i.e. switching off the gateway node improves its lifetime.
Depending on the radio modules used the lifetime can be increased from
seven hours up to 3 months using only 3 AA batteries. Our results also
proove that prolonging the sleep intervals beyond a certain limit (about
10 seconds for a typical WLAN PC card) does not longer improve the
lifetime but only worsens the delay.

Keywords: Sensor networks, clustering, gateway, low duty cycle, MAC,
802.11g, 802.15.4.

1 Introduction

To connect wireless sensor networks to the outside world intermediate systems
providing gateway functionality are used [11,7,3,8,4]. Often base stations are
considered to be these systems. In order to improve the scalability of WSNs we
assume that battery powered clusterheads within the WSN are equipped with
two different radio modules and provide the gateway functionality. For such a
special sensor node the uptime is of utmost importance. The second important
aspect which has a significant influence on the usability of such a WSN is the
delay of messages sent into and out of the WSN respectively.

The main contribution of this work is the evidence that the proper choice of
the sleep period does not affect an event delay report significantly, and prolongs
the gateway’s lifetime. We showed that a clusterhead connecting 802.15.4 sen-
sor network to WLAN network can work for almost 2 months with only 3 AA
batteries. The event report delay is 3 seconds on average, and 6 seconds in the
worst case. In addition, our analysis revealed that a duty cycle approach can-
not extend the lifetime of the gateway node across a certain time (3 months).

H. van den Berg et al. (Eds.): WWIC 2009, LNCS 5546, pp. 24–35, 2009.
© Springer-Verlag Berlin Heidelberg 2009
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I.e. extending the sleep period over certain limit does not prolong the lifetime of
the clusterhead considerably but increases the event report delay unnecessarily!

The paper is organized as follows: Section 2 introduces related work. The
network architecture we assumed for our analysis as well as the information flow
are presented in Section 3. Our theoretical analysis is described in Section 4.
Section 5 concludes the paper.

2 Related Work

Several research efforts addressed the low duty cycle and rendezvous problem,
that is, the need of the sender and the receiver to be awake at the same time.

Ref. [10] classifies rendezvous schemes into three categories: purely synchronous
(nodes agree on the next communication time), purely asynchronous (a nodewakes
up another node, e.g., wake-up radio) and pseudo-asynchronous (nodes use an un-
derlying periodic wake-up scheme).

SMAC[17] is an example of the purely synchronous scheme. The exact time
of sleep and active state determines the schedule of the node. As neighboring
nodes coordinate their schedule, they are active at the same time.

STEM (Sparse Topology and Energy Management)[16] and preamble sam-
pling [5] are examples of the pseudo-asynchronous scheme. A transmitter sends
several requests, before it sends data. A potential receiver wakes up periodically
and monitors the channel for a short period for incoming transmission requests.
In the preamble sampling[5] technique, a transmitter sends a long preamble in
front of every message. WiseMAC[1] extends the preamble sampling [5] by learn-
ing the neighbors’ sampling schedules, and reducing the need of long preambles.

Several research efforts [11,7,3,8,4] analysed the use of gateway between a
sensor network and another network. Ref. [11,4,8] discusses the connection of
a sensor network with WLAN interface. Moreover, the authors [4] presents the
connection of a 802.15.4 sensor network with WLAN, as we do in this paper.
General ideas of interoperability between a sensor network and a TCP/IP net-
work shows [3].

3 Architecture and Protocol

3.1 Architecture

We consider a sensor network which consists of three device types: a base station,
a clusterhead and sensor nodes. The base station has WLAN transceiver, which
is always powered on. The clusterhead works as a gateway between the sensor
network and the base station. The clusterhead has two radio modules: IEEE
802.15.4 and IEEE802.11g. To communicate with sensor nodes, the clusterhead
uses the transceiver based on IEEE 802.15.4 standard. The clusterhead sends
data to the base station and receives data from it using WLAN. The clusterhead
alternates between two states: active (sending, listening, receiving) and sleep.
Each sensor node has an 802.15.4 transceiver. To prolong the lifetime, each sensor
node keeps the transceiver powered off most of the time. Figure 1 illustrates such
an architecture.
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Fig. 1. Architecture

3.2 Communication Flows

There are two types of communication flows: upward and downward. In upward
communication, sensor nodes send data to the base station via the clusterhead.
As soon as a sensor node detects an event, it sends an event message to the
clusterhead. After reception of the message, the clusterhead forwards it to the
base station. To find out whether sensor nodes are still working, each sensor
node sends periodically a message to the clusterhead, which forwards it to the
base station. If the base station does not receive messages from a sensor node
for some time, the base station assumes the node does not work. In downward
communication, the base station sends occasionally data to sensor nodes via the
clusterhead. Although the protocol supports communication in both directions,
we use the downward communication rarely (e.g. to update the code on sensor
nodes, to send new data queries).

3.3 Problem Statement

To prolong the clusterhead’s lifetime, we use a duty cycle protocol. Such a pro-
tocol puts the clusterhead in the sleep state whenever possible, allowing a longer
lifetime. However, when the clusterhead is in the sleep state, it cannot forward
any event reports from sensor nodes to the base station. Event reports flow from
a sensor node to the base station only when the clusterhead is active, as depicted
in Figure 2. Thus, the duty cycle protocol of the clusterhead influences the event
report delay: the longer the sleep period, the greater the event report delay.
There are two extremes in the duty cycle protocol of the clusterhead, which
provide the smallest possible delay option 1 and the longest lifetime option 2:

1. The clusterhead is always on. As soon as a sensor node detects an event, it
sends data to the base station via the clusterhead. In that case, there is the
minimum event report delay. However, the clusterhead consumes the whole
energy quickly (e.g. tmote sky[12] equipped with OWLAN211g[2] transceiver
and 3 AA batteries consumes the whole energy in a few hours).

2. The clusterhead sleeps only, and achieves the longest possible lifetime (almost
3 months for above-said tmote sky node). As the clusterhead sleeps only, it
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cannot forward data between two networks. Therefore, no data flows between
two networks, and sensor nodes cannot report any events.

In this paper, we focus on the following problem: how to prolong the clusterhead’s
lifetime and do not worsen the event report delay significantly. Therefore, we
examine trade-off between the clusterhead’s lifetime and the event report delay.

3.4 Duty Cycle MAC

We propose a pseudo-asynchronous duty cycle protocol, which can be realized
using the 802.15.4 guaranteed time slot (GTS) feature. The clusterhead sends pe-
riodically a beacon to sensor nodes using the 802.15.4 transceiver. After sending
a beacon, the clusterhead listens for possible transmissions from sensor nodes.
Similarly, the clusterhead sends a beacon to the base station with WLAN, and
listens shortly for incoming data from the station. Figure 2 shows the principle
of our duty cycle protocol. In the following subsections we present details on
how nodes learn the beacon period, how the clock drift is countered and how
normal communication is done.

Fig. 2. A duty cycle protocol for the clusterhead and sensor nodes. The bar indicates
active times in which data can be received and sent.

3.4.1 Joining the Network
After a node is placed in the network, it is not aware of the clusterhead active
times. Therefore, the node cannot send any data to the clusterhead. To join
the network, the node listens, in the worst case, for the whole beacon period.
After receiving a beacon, it sends a message to the clusterhead and announces
its presence. The clusterhead registers the new node, and assigns a new time
slot. From now on, the node can send data to the clusterhead.

3.4.2 Clock Drift
As all the sensor nodes are aware of the beacon period, they can calculate the
next beacon time of the clusterhead. A sensor node estimates the next beacon
time of the clusterhead by adding the beacon period to the reception time of the
last beacon.
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Fig. 3. Each sensor node wakes up earlier by the guard time to compensate clock drift

Because of the clock drift, a sensor node may wake up too late or too soon to
receive the beacon of the clusterhead. Thus, sensor node may miss a beacon.

To counter the clock drift problem, sensor nodes use guard times. As the nodes
are aware of their clock inaccuracy, they estimate the worst possible clock drift
for the beacon period, referred to as guard time. Each sensor node wakes up
not exactly after the beacon period of the clusterhead, but earlier by the guard
time. For instance, the clock drift of tmote sky clock is 40 ppm. In the worst
case, the time difference between two nodes in a second is about 80 microseconds.
For the beacon period of 5 seconds, a sensor node wakes up earlier by 4 ms to
compensate clock drift.

In this protocol, the clock difference between the clusterhead and a sensor node
arises only from the last beacon, as shown on Figure 3. In other words, each time
a sensor node receives a beacon, it synchronizes time to the clusterhead.

3.4.3 Communication

3.4.3.1 Upward Communication. Each sensor node keeps its transceiver pow-
ered down most of the time. A sensor node switches the transceiver on only to
receive a beacon. After a beacon reception, each node sends event information
to the clusterhead, if it detected an event recently. If the node did not detect
any event, it sends only an “alive” message. To avoid collisions, which use the
802.15.4 guaranteed time slot (GTS) feature, as already mentioned. Each node
is allowed to send data only during its time slot. Nodes get their time slots from
the clusterhead after powering on and joining the network.

The clusterhead can receive data only for a short time after sending a beacon.
Therefore, after an event occurred, a sensor node cannot send data to the clus-
terhead immediately. It waits until the clusterhead sends a beacon and is ready
to receive data. Obviously, this involves an event report delay. In the worst case,
the node waits for almost the whole beacon period.

3.4.3.2 Downward Communication. As the clusterhead keeps its WLAN trans-
ceiver powered off most of the time, the base station cannot send data to the
clusterhead any time. When the clusterhead switches WLAN module on, it sends
a message to base station. After receiving the message, the base station sends
data to the clusterhead, which forwards it to sensor nodes by piggybacking it
into beacons.
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4 Evaluation

4.1 Model

We estimate the lifetime of the clusterhead in days as follows:

Lifetime =
Q

Eday
(1)

where

– Q is available energy [mAh]
– Eday is the total daily energy consumption of the clusterhead [mAh/day].

We estimate the energy consumption of a single transceiver as the sum of the
energy consumed during active (sending, receiving) and sleep states. As the
transceiver is active only when sending beacons, and receiving data thereafter,
we determine the energy consumption in active state in relation to beacons.
Thus, we estimate the total daily energy consumption as follows:

Eday = Etx + Erx + Esleep =
B · (tstartupIstartup + ttxItx +
trxIrx + tshutdownIshutdown) +
TsleepIsleep (2)

where:

– Etx, Erx, Esleep is the daily energy consumption when sending, receiving
and sleeping1

– Itx, Irx, Isleep, Istartup, Ishutdown is the (average) current consumption when
sending, receiving, sleeping, starting up and shutting down the transceiver
respectively

– ttx, trx are the times of sending a single beacon and listening for incoming
data thereafter

– tstartup,tshutdown are the times to start up and shutdown the transceiver
– Tsleep is the total sleep time of the node a day
– B is the number of beacons a day

The clusterhead sends and receives data periodically, after the beacon period.
Knowing the transceiver data rate and the amount of data transmitted, we can
estimate the single transmit (ttx) and receive(trx) times.

The clusterhead sleeps almost all the time, apart from when transmitting and
receiving. Thus, we determine the sleep time a day by subtracting the transmit
and receive times:

Tsleep = Tday − B · (tstartup + ttx + trx + tshutdown) (3)
1 The total energy consumed by the transceiver when sending, receiving and sleeping

contains also the energy consumed by the microcontroller in these states.
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where Tday is the number of time units (e.g. seconds) a day; the transmit and
receive times must be specified in the same unit. For example, to calculate the
total sleep time a day in seconds, Tday equals 86 400 (seconds a day).

We estimate the number of beacons a day B:

B =
Tday

Tbeacon
(4)

where Tbeacon is the beacon period, and must be expressed in the same time unit
as Tday.

Generally, we estimate the daily energy consumption of the clusterhead having
n transceivers as follows:

Eday = Tday

n∑

i=1

{ 1
Tbeacon_i

·

[tstartup_i(Istartup_i − Isleep_i) + ttx_i(Itx_i − Isleep_i) +
trx_i(Irx_i − Isleep_i) + tshutdown_i(Ishutdown_i − Ishutdown_i)] +
TdayIsleep_i} (5)

In the presented model, we do not consider energy consumed by data retrans-
mission protocols, like ARQ (Automatic Repeat reQuest) protocol[6] .

4.2 Scenario

In our scenario the clusterhead controls 10 sensor nodes. The number of sensor
nodes influences the listening time of the clusterhead: the more sensor nodes,
the longer the clusterhead listens for incoming data.

In this scenario, each sensor node sends 128 bytes of data after receiving a
beacon.

In our analysis we used tmote sky[12] sensor nodes for both the cluster-
head and sensor nodes. The current consumption values are taken from tmote
datasheet[12], and from measurements[9]. We present these values in Table 1.

As tmote sky has only a 802.15.4 transceiver, we must use an additional
WLAN transceiver for the clusterhead. In our analysis we used two WLAN
modules. The first module, Orinoco 11b PC Card[14], is a standard wireless
PCMCIA card. The second, OWLAN211g[2], is a WLAN transceiver designed
for low power devices. We present the current consumption of these two WLAN

Table 1. Current consumption of tmote sky

Send, MCU On 20 mA

Receive, MCU On 21 mA

Radio Off, MCU On 2 mA

Radio Off, MCU Off 0.01 mA
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Table 2. Current consumption of WLAN transceivers

Orinoco 11b OWLAN211g

Tx 285 mA 170 mA
Rx 185 mA 170 mA

Sleep 9 mA 0.8 mA

modules in Table 2. OWLAN211g[2] datasheet does not mention the receive
energy consumption. Thus, we assumed that the receive energy consumption
equals the transmit energy consumption.

We equipped the clusterhead with three rechargeable Sanyo eneloop[15] bat-
teries. We decided to use these batteries, since around 90% of their capacity
can be effectively used. Sanyo eneloops deliver 90% of the capacity at over
1.2V[15], and the three batteries connected in-series deliver 3.6V, which is suffi-
cient for 802.15.4 transceiver of tmote sky, and for OWLAN211g module. How-
ever, Orinoco 11b PC requires 5V, and needs additional power supply for a real
world application.

The self-discharge rate of these batteries is only about 15% a year. Although
there are non-rechargeable batteries with a better self-discharge rate, namely
few percent a year, most of them have a linear discharge rate[13]. Hence, these
batteries deliver the current for a longer time than eneloops, but at the voltage
lower than 1.2V, which is insufficient.

4.3 Lifetime and Event Delay Trade-Off

In order to determine the lifetime of the sensor nodes and of the clusterhead we
applied the equations 1 and 5. We applied the energy consumption of 802.15.4
and WLAN transceivers as shown in table 2. We omitted the energy consumed
during startup and shutdown of the transceivers, as it is relatively small in low
duty cycle protocols (Figure 5 reveals that the clusterhead consumes plenty of
energy in sleep mode).

Using the scenario described above, the sensor nodes work for almost two
years for a beacon period of 5 seconds, and 3 years for 10 seconds beacon period.
We focus on the analysis of the lifetime of the clusterhead, and on the event
report delay.

We examined the relationship between the event report delay and the clus-
terhead’s lifetime. The beacon period of the clusterhead determines the event
report delay. In the worst case, a sensor node waits almost the whole beacon
period before sending data. Thus, the event report delay equals to the beacon
period in that case. However, on average the event report delay equals to the
half of the beacon period.

As the clusterhead, we analyzed tmote sky sensor node, which has 802.15.4
transceiver. Additionaly, we fitted the clusterhead with two different WLAN
transceivers: Orinoco and OWLAN211g. Figure 4 presents the results.
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Fig. 4. The lifetime of the clusterhead for two different WLAN transceivers

The clusterhead equipped with OWLAN211g module achieves longer lifetime
than the clusterhead with Orinoco transceiver, as expected. In the former case,
the clusterhead works for more than 80 days, if it sleeps all the time. In the
latter case, the clusterhead dies after less than 10 days. The difference in life-
times results mostly from the energy consumption in the WLAN sleep state:
Orinoco consumes about 10 times more energy in sleep state than OWLAN211,
as presented in Table 2.

We prolong the lifetime of the clusterhead by increasing the beacon period,
and the event report delay consequently. The clusterhead sends fewer beacons,
and listens for incoming data less frequently. However, from a certain point,
any increase in the beacon period does not prolong the lifetime significantly!
For example, the change of the beacon period by 4 seconds results in various
lifetime prolongations. Extending the beacon period from 1 second to 5 seconds,
for the clusterhead using OWLAN211g, prolongs the lifetime by more than 30
days. However, the beacon period change from 11 seconds to 15 seconds results in
only 5 day prolongation. With the change from 21 to 25 seconds, the clusterhead
works longer only by less than 2 days. These observations reveal that too long
beacon periods do not prolong the lifetime significantly.

We analyzed the energy consumption of transceivers, 802.15.4 and WLAN
(Orinoco), in active and sleep modes. Figure 5 shows the results. Obviously, when
we prolong the beacon period, the clusterhead stays longer in the sleep mode,
and therefore consumes less energy. For example, the clusterhead consumes 600
mAh a day for the beacon period equal to 200 ms. The clusterhead consumes
223 mAh a day, when it sends beacons every 10 seconds.

However, the longer the beacon period is the more energy the WLAN trans-
ceiver consumes in the sleep mode. For example, the WLAN sleep mode con-
sumes around 34 per cent (205 mAh a day) of the whole energy (600 mAh a
day), when the clusterhead sends beacons with the 200 msec period. For the
beacon period equal to 30 seconds, the WLAN sleep mode consumes 99 per cent
(216 mAh a day) of the whole energy (219 mAh a day). As the WLAN sleep
becomes the major energy consumer, any increase in beacon period does not
lower the energy consumption significantly, and does not prolong the lifetime.
For that reason, from a certain beacon period, we cannot prolong the lifetime
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Fig. 5. Energy consumption of both clusterhead’s transceivers, 802.15.4 and WLAN
(Orinoco), for various beacon periods

significantly by increasing the beacon period. Therefore, any increase in the bea-
con period does not affect the lifetime, but only increases the event report delay
unnecessarily.

5 Conclusion

Duty cycling of sensor nodes is a well known technique to increas their lifetime.
It is also obivous that this approach comes at cost of resynchronization of sensor
nodes, and of increased transmission delay. In this paper we have introduces an
analytical model to investigate the relationship between duty cycles and trans-
mission delay. In this paper we have analysed the liftime of a battery powered
gateway node since it is the key position in a WSN. Our key findings are:

1. duty cycling helps to increase the lifetime of the sensor node significantly, in
our example from several hours to up to 3 month.

2. duty cycling has some influence on the transmission delay, but it can be kept
reasonably small; we achieved 6 seconds transmission delay, in the worst case,
and the lifetime of 2 months.

3. extending the sleep interval above a certain limit does no longer improve the
lifetime, but increases only the transmission delay; in our example this limit
was about 2 minutes for a low power WLAN module, and 10 seconds for a
typical WLAN card.

4. the quality of the sleep modi of the tranceiver modules is one of the key
parameters when applying duty cycling.

Our analytical model can be used to engineer the sleep periods of wireless sensor
networks in very early stages. The benefit is that in addition to the lifetime
the transmission delay can be taken into account. In our future work we will
integrate means to express transmission failures in order to retrieve results even
more close to the real world behaviour when estimating delay times and lifetime
of nodes.
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Abstract. We consider the limitations inherent in data aggregation
techniques for wireless sensor networks. In particular, we illustrate the
limitations of schemes in which data from a sensor are routed to the node
that can perform the most effective data aggregation. We then seek al-
ternative forms of aggregation where, in principle, it is possible to aggre-
gate readings from many sensors into a single one. To this end, we select
contour maps as the most convenient example of data representation be-
cause they are used by various applications and, at the same time, allow
for aggressive data aggregation. We describe particular aggregation and
routing strategies that exploit the structure of contour maps. Namely, we
use clustering based on the contour map values, as well as intra–cluster
and inter–cluster routing and aggregation heuristics. Simulation results
demonstrate the capabilities and limitations of the various varieties of
aggregation/routing strategies.

1 Introduction

It is well known that in wireless sensor networks employing multi-hop forwarding,
the energy of nodes closer to the sink is depleted first [1]. Solutions that cluster
nodes into “neighborhoods” and perform intra–cluster aggregation do not fun-
damentally change this observation (think of the clusters as becoming “nodes”).
Similarly, performing pairwise aggregation between two neighboring nodes is also
not changing the nature of the observation (think of each pair becoming the equiv-
alent of a single “node”). An option is to consider performing aggregation not
locally, i.e., within a “neighborhood”, but globally, at a node, possibly distant,
someplace in the network, assuming the most beneficial site for performing aggre-
gation is at that distant node. Such an approach trades additional load to forward
to the distant aggregation site, with a potentially better reduction of the traffic
that eventually marches from the aggregation site to the sink.

Assume all sensor nodes have the same transmission range, Rt, and are uni-
formly distributed within a 2-D area with a unique sink located at the origin.
Without loss of generality, we assume the area of interest is a sector of an-
gle π/2 (Figure 1(a)). We divide the area into k sections A1, A2, ..Ak where
the radii of each section Ai is i ∗ Rt (i = 1, 2, ..., k). The area of each sec-
tion Ai (i = 1, ..., k) is Ai = π

4 (2i − 1)R2
t = (2i − 1)A1. For convenience
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(a) Deployment model.

Type Source in Aggr. in Energy Cost Prob.

A1 ∪ I 0

∑ i−1
j=1 Aj

AT

I A2, ..., Ai−1 II β + m
Ai
AT

III (1 + m)(1 + β)

∑ k
j=i+1 Aj

AT

A1 ∪ I 0

∑ i−1
j=1 Aj

AT

II Ai II β + m
Ai
AT

III m(1 + β)

∑
k
j=i+1 Aj

AT

A1 ∪ I 1 + β

∑ i−1
j=1 Aj

AT

III Ai+1, ..., Ak II β + m
Ai
AT

III m(1 + β)

∑
k
j=i+1 Aj

AT

(b) Relay load vs. aggregation site.

Fig. 1. Model for the study of pairwise aggregation under uniform deployment

we set A1 to be the area unit (A1=1). The total area of the k sections is
AT =

∑k
j=1 Aj = A1(1 + 3 + 5 + ... + 2k − 1) = k2. Assume now that for

each data unit generated at a sensor, there is a best aggregation node/site for
it and the location of the best aggregation site is uniformly distributed across
the whole network. We model the impact of the best aggregation by a factor, m
(0 < m < 1), which expresses traffic reduction caused by aggregation. Specifi-
cally, for every unit of traffic (before aggregation) from two sources, we produce
1 + m units as a result of aggregation instead of 2. We assume, optimistically,
that this “best” m applies to the aggregation of traffic from any sensor (real-
istically, m is not the same for all nodes). In addition, to capture the energy
difference between transmitting and receiving, we define β as the ratio of the
amount of energy consumption for receiving one bit over that of transmitting a
bit. We assume that, typically, 0 < β ≤ 1.

Nodes within A1 do not gain from aggregation because a single transmission
delivers their data to the sink. Nodes in Ai (i > 1) impose energy cost on nodes
in A1, which depends on where the traffic from the node in Ai gets aggregated.
For example, for a node in A2, if its best aggregation node is in A1, then the
energy consumption it adds to nodes of A1 is β + m (the cost to receive it, β,
and to transmit, m, the resulting aggregation outcome). If its best aggregation
site is in Aj (j = 2, 3, ..., k) then the cost to nodes in A1 is (1 + β)m (since they
receive and relay the already aggregated traffic). Assuming uniform distribution
for the location of the best aggregation site, the expected relay load for a node
in A1 is:

L1 =
(

AT − A1

AT
m(1 + β) +

A1

AT
(β + m)

)
(AT − A1)

A1

= ((1 + β)mk2 + β(1 − m))(1 − 1
k2

) (1)
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Next we generalize the definition of the energy cost to nodes in Ai (i > 1).
Besides transmitting their own sensed data1 they also need to relay “raw” data
(data before aggregation) and aggregated data for other sensors. We classify the
other nodes with respect to a node in Ai into into 3 categories: nodes in A1, A2,
... Ai−1; nodes in Ai and in Ai+1, ... Ak, denoted respectively by A1 ∪ I, II,
and III. Within each category the best aggregation site could be in the same
or in a different category. If the aggregation site is in Ai, we assume the ideal
(optimistic) case that a single transmission delivers the data within Ai and costs
the aggregating node β to receive it and m to transmit the resulting aggregated
traffic, for a total of β +m. If the aggregation is performed in (A1, A2, ... Ai−1),
then no node in Ai serves as relay, and the load to nodes in Ai is 0. Finally, if
the aggregation is performed in (Ai+1, ... Ak) the data, after aggregation, has
to travel to the sink and hence it imposes an energy cost mβ to receive and
m to transmit on a node in Ai, for a total of m(1 + β). The summary of all
the load seen by nodes in Ai for the various categories to which the originator
and the aggregator node reside is shown in Figure 1(b). Invoking the uniform
distribution of the nodes in the 2-D space we can produce the weighted sum of
costs, and we can determine the expected energy cost for a node in Ai:

Li =

(
Ai

AT
(β + m) +

∑k
j=i+1 Aj

AT
(1 + m)(1 + β)

) ∑i−1
j=2 Aj

Ai

+

(
Ai

AT
(β + m) +

∑k
j=i+1 Aj

AT
m(1 + β)

)

+

(∑i−1
j=1 Aj

AT
(1 + β) +

Ai

AT
(β + m)

+

∑k
j=i+1 Aj

AT
m(1 + β)

) ∑k
j=i+1 Aj

Ai
(2)

Clearly, the closer to the sink, the larger the energy cost. To achieve maximum
system lifetime nodes close to the sink should not deplete their energy any faster
than any other nodes that rely on them for relaying their traffic, and since only
nodes in A2 can directly feed the nodes in A1, the following must hold: L1 = L2.
Solving L1 = L2 for m, we get:

m =
(1 + β)k2 − (4 + 4β)

(2 + 4β)k4 − (1 + 9β)k2 − (1 + β)
(k ≥ 2) (3)

Hence, pairwise aggregation, performed at the best possible site that would re-
sult in the most reduction of data, is not scalable, because for increasing k (i.e.,
network scale expressed as multiples of Rt) and assuming uniform sensor de-
ployment density, the cost is justified only for an extremely aggressive data
aggregation scheme (tiny m), and m must be decreasing at least as fast as k−2.
1 We will not account for the load of data sourced/sensed at a node, because it is an

inescapable cost and it is equal to all sensors throughout the network.
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2 Contour Map Aggregation

Given the limitations of pairwise aggregation, we opt for an aggregation approach
which allows, in principle, aggressive n-way (n ≥ 3) aggregation. We also consider
how clusters could be “stringed” to facilitate further aggregation, i.e., without
restricting the application of aggregation to within individual “neighborhoods”.
To do so we define aggregation applicable to contour maps. We assume the reader
is already familiar with the data representation form of a contour map, which
is composed of “contour lines” (also called “isolines”), an example of which is
shown in Figure 2. The points and, by extension, the sensors residing between
two successive contour lines are said to belong to the same level set. Contour
maps are a widely utilized data representation method [2,3,4,5,6]. Between two
successive contour lines, the attribute values are considered to be the same or
similar, hence a contour map introduces an approximation which is bounded by
the step size between successive contour lines.

Fig. 2. Contour map example

Contour map construction from
sensor data has been already ad-
dressed in [3,7], but whereas the in-
terest in previous studies was toward
discerning contour lines in the pres-
ence of noise, we are interested in the
interaction between routing and ag-
gregation for contour map data with
the intent to determining the most
energy efficient strategy. In summary,
what we try to exploit is that given a
step value (or “tolerance”) that sep-
arates contour lines, sensors of the
same level set could report to the sink that they possess the exact same measure-
ment. We assume that the position of the sensors is known, and hence, based on
their positions and the attribute value they represent, the sink can reconstruct
the complete contour map.

2.1 Network Architecture

We use a hierarchical architecture for aggregation purposes. Nodes are grouped
into clusters, each with a cluster-head (CH) placed in charge of aggregating data of
all its members (plus itself) and with sending the aggregated data to the sink, relay-
ing the aggregated data through other CHs. As we will see, after intra–cluster ag-
gregation, there is potential for further, inter–cluster, aggregation to be performed
as well. Because of the burden to CHs, we assume a similar approach as in [8], thus
“rotating” the role of CH, to even out the energy depletion within clusters.

Once a node becomes a CH, it broadcasts an advertisement message announc-
ing its status of CH as well as its current sensor reading. Based on a given contour
step-value (which we assume is globally known) and the received CH advertise-
ment messages, each non-CH node selects as its cluster-head a CH whose sensor
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reading is within the same range ([n ∗ step, (n + 1) ∗ step]) of its own reading.
That is clusters are formed from nodes that belong to the same level set and
which are, of course, within communication range of each other. If there are two
or more such CHs within its transmission range, the node selects the CH which
is closer to it in terms of Euclidean distance. A node may fail to join any clus-
ter because its sensor reading is not within the same range of any neighboring
CH. In this case, it will elect itself the CH of a single-node cluster. After cluster
construction, each cluster member reports its reading to its CH.

2.2 Intra–Cluster Aggregation

Intra–cluster aggregation is performed in two steps:

Reading Suppression: We assume sensor locations are known. Each data unit is
composed of the sensor that produced it and the sensed attribute value. The
objective is to collect the readings from nodes belonging to the same level set,
i.e., within the same value range ([n ∗ step, (n + 1) ∗ step]). These readings can
then be suppressed except for sending out a representative one. To do so, we
exploit the cluster structure. By construction, all the sensor readings within a
cluster are from the same level set. The aggregation performed by the CH is to
report only its own value and the IDs of all its cluster members (plus its own),
thus essentially approximating the data sensed at the cluster members with its
own. For example, in Figure 3(a), the CH, d, which has sensed value 58, will
aggregate the cluster’s measurements as < 58, Cd > where Cd = {a, c, d, e}.
Subset Construction: The readings can be further aggregated by choosing from
the reporting set Ci a representative subset C′

i ∈ Ci. The selection of C′
i can

be performed by making sure that all nodes in Ci are at most ε distance away
from the set of nodes in C′

i. This is the Dominating Set (DS) [9] problem on
the graph built with the vertices of Ci and with edges between any two vertices

(a) Reading suppression. (b) Subset construction.

Fig. 3. The steps of intra–cluster aggregation
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whose distance are ε or less. That is, we seek the DS of the graph G(Ci, E(ε))
where E(ε) = {(x, y)|dx,y ≤ ε, x �= y, x, y ∈ Ci} where dx,y denotes the Euclidean
distance between node x and y. Because the minimum cardinality DS is NP–Hard
we employ a greedy approximation [9] which can be executed easily and locally,
at the CH. The final outcome of intra–cluster aggregation is < si, C

′
i ∪ {i} >,

which includes the CH i (if not already in the DS), as it is the CH’s value si

that represents all the sensors in the cluster. Figure 3(b) provides an example
where all nine nodes are within range of each other and form a cluster with CH
the node a. The intra–cluster aggregation produces < sa, {a, c, d, f, h} >. Note
that edges in Figure 3(b) represent the set E(ε).

Note that, based on the C′
i ∪{i} received from each CH, and because the sink

is aware of ε and the locations of all nodes, the sink can determine which nodes
are dominated by each C′

i assuming that nodes that belong to different level
sets are at least ε units away. If they are any closer, then the subset construction
essentially introduces a spatial approximation on top of the value approximation
that resulted from the reading suppression step. Moreover, if two CH, say i and
g, formed by nodes that are on the same level set, could coordinate their subset
construction, they could do so by determining the DS of their joint graph, i.e.,
the union of their two ε–based graphs, plus edges of distance ε or less between
vertices of the two clusters. Naturally, the construction of the DS of the combined
graph makes sense when the clusters are close to each other, i.e., they have at
least two nodes at a distance ε or less. We exploit this possibility in the second
part, that of inter–cluster aggregation.

2.3 Inter–Cluster Aggregation

In inter–cluster aggregation the task is to determine pairs of clusters, such that
their combined aggregated data can be aggregated further. In order for this to
happen, the two clusters must be formed by nodes that observed measurements
that fall within the same level set. In addition, if the clusters are close to each
other, then the subset construction outlined in the previous paragraph can also
be applied, but its impact is expected to be, in general, rather limited. Hence,
for every two clusters, one can define the potential of the aggregation outcome
numerically. Namely, in order to evaluate the amount of data reduction between
a pair of CHs, we define a joint flow loss multiplier (mxy) between CHs x and y,
as the data reduction possible if the two node sets of the two CHs are combined
and collectively represented by the dominating set of the graph defined by their
union. (For well–separated clusters, this will be the union of their DS.) Thus,
if the cluster with CH i sends its aggregated data < si, Ci > to CH g which
possesses the aggregated data < sg, Cg >, and if Di represents the “size” of the
aggregated data from i, i.e., Di = | < si, Ci > | then the post–aggregation data
at g will be of size D′g = (Dg + Di) ∗ mig.

At this point, the problem becomes an optimization problem: which clusters
to pair so that their aggregate traffic is the least possible. Furthermore, after
aggregating the traffic of two clusters, we can split it to multiple flows and
forward it to the sink, thus attaining a degree of load balance. Essentially, the
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problem becomes one that we have already discussed in [10] where first the
aggregation is determined and then the resulting aggregated data are split using a
flow model. To reduce the computational complexity for solving the flow problem
and make our approach scalable, we consider CHs as nodes representing the
collected aggregated data. The particular flow fragments and the paths taken to
the sink can be computed via our IP/LP model outlined in [10]. However, we
first need to determine the pairs of clusters, and to do so we employ a variety of
heuristics:

Maximum Aggregation Perfect Matching (MAPM): MAPM attempts to maximize the
total inter–cluster data reduction across the entire network. The joint flow loss
multiplier is utilized to measure the benefit from inter-cluster aggregation over
each pair of CHs. We use (Di + Dg) ∗ (1 − mig) to denote the total joint volume
reduction via aggregation and place it as edge weight on a graph including as ver-
tices only the CHs. We apply maximum aggregation perfect matching [11] across
the network. After perfect matching and inter-cluster aggregation, each pair of
matched CHs (i and g) is treated as a single data flow whose data demand is
(Di + Dg) ∗ mig generated at g. If the number of clusters is odd then we are left
with single CH that does not employ inter–cluster aggregation.

Local Maximum Aggregation Perfect Matching (Local MAPM): This is a varia-
tion of MAPM where pairs have to be neighbors, on the assumption that traveling
a longer path to a better aggregation opportunity is expensive in terms of energy.

ENergy Critical node Aware Spanning Tree (ENCAST): ENCAST is introduced in
detail in [12], and contrary to the previous two schemes it does not split aggre-
gated data into flows. Instead it builds a single tree. The tree is reconstructed,
i.e., a new “version” of the tree is built, as nodes become critically low in terms
of energy. Critical nodes become leaf nodes of the tree. A parameter, α, is used
to trigger tree reconstructions depending on the energy depletion situation in
the network. Specifically reconstruction occurs when the residual energy of any
node drops below the threshold given by αkE where E is the initial energy and
k = 1, 2, ... indicates the “version” of the tree. Thus the longer the network op-
erates (and the more times the tree is reconstructed) the lower the threshold is
pushed. Because the routing to the sink is restricted to the tree, the inter–cluster
aggregation is not performed as in the previous two schemes, but progressively
as the aggregated data travel to the sink from one CH to the next, along the
tree. When the aggregated data arrive at a CH of a cluster from the same level
set, they are aggregated and sent out. This form of aggregation can result in
more than two CHs aggregating their data together.

Finally, we also consider a benchmark scheme (we will call it General) which
represents intra–cluster aggregation alone without any inter–cluster aggregation
performed. Subsequent to intra–cluster aggregation, the data are split into multi-
ple flows and routed to the sink as per the solution of an LP flow
optimization.
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(a) Without aggregation. (b) Intra–cluster only (General).

(c) Inter–cluster MAPM. (d) Inter–cluster ENCAST (α = 0.5).

Fig. 4. Quality of reconstruction for various aggregation options

3 Performance Evaluation

We simulate a sensor network with anywhere from 60 to 140 nodes placed in
a 25 × 25m2. The location of the 140 nodes is shown as dots in Figure 4(a).
The sink is placed at the origin (0,0). Nodes start with energy of 10 Joules and
each of them generates sensor data at a constant rate of 1 Kb/sec. We adopt
the energy consumption model of [13]. Energy spent on receiving and sending
data packet is determined by the wireless communication environment and the
packet size. We assume each sensor node’s wireless transmission range is 10 m.
The contour data are dynamically generated by the diffusion model presented in
[14] which ensures the slow but continuous change of the contours. To show the
quality of the contour data collected (using 140 nodes) we present reconstructed
contour maps (Figure 4) the way the sink would generated them. Namely, at
the sink, the per-sensor data are reconstructed from the received aggregated
data, interpolated, smoothed, and presented as a contour map using a data
visualization tool [15]. The step-value is 5 and ε = 2m.

Comparing Figure 4(a) to the benchmark of Figure 2, the degradation mainly
comes from less deployed sensors and random sensor placement (meaning poor
sensing coverage and coarse granularity). However, from Figure 4(b) and 4(c), we
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observe that our aggregation schemes are visually similar to the non-aggregation
schemes of Figure 4(a) despite their contour lines are not as smooth as the ones
in Figure 4(a) because of the data approximation introduced by aggregation.
Compared to other reconstructed contour maps, Figure 4(d) shows more accu-
racy loss because in ENCAST, aggregation is potentially performed at each node
on the path to the sink instead of just pairwise.

In order to balance unevenly distributed traffic load, ENCAST adjusts its data
collection tree in a proactive fashion. The cluster head whose residual energy is
below the predetermined threshold (energy critical) triggers a tree reconstruc-
tion which reassigns the children of the current energy critical CH to other
CHs. ENCAST with two different tree adjustment triggering thresholds (α =
0.5 and 0.66) are implemented in our simulations. The larger α indicates more
frequent tree adjustment and more balanced workload distribution. In order to
demonstrate the benefit from the tree reconstruction, we also show the results
for ENCAST without any tree adjustments, which uses only one tree (the initial)
throughout the lifetime of the network.

The network lifetime results are shown in Figure 5(a). General lacks inter–
cluster aggregation and performs the second worst among all the schemes. From
Figure 5(a), we also observe flow-based schemes with data aggregation outper-
form other heuristics. Local MAPM obtains the longest lifetime because it benefits
from balanced traffic load via flow-based traffic delivery and reduced traffic vol-
ume via the perfect matching. In addition, the local perfect matching limits
the energy consumed on transmitting raw data from the source node to its ag-
gregation site which may be far away from the source. This is also the reason
the lifetime achieved by Local MAPM is longer than MAPM. MAPM performs perfect
matching without any constraints. It reduces larger traffic volume than Local
MAPM with more energy consumed along potentially longer paths.

ENCAST with various α’s attains lifetime similar to the flow-based schemes de-
spite not splitting the traffic flow. Tree reconstruction removes the heavy burden
of data routing from energy critical CHs, essentially balancing energy consump-
tion among all the CHs. Due to data aggregation, ENCAST (α = 0.66) and
ENCAST (α = 0.5) perform better than General in terms of lifetime. Among all
the schemes, ENCAST without tree adjustment achieves the minimum lifetime.
This confirms that ENCAST with tree adjustment is a very effective technique to
extend system lifetime. We also show the total data volume collected by each
heuristic in Figure 5(c). Aggressive on-tree aggregation, ENCAST (α = 0.66) and
ENCAST (α = 0.5) reduces the volume of data delivered to the sink compared
to flow–based approaches.

Since ENCAST starts with a hop-based shortest path tree the tree reconstruc-
tion tends to increase the depth of the tree and therefore data traveling from its
CH to the sink have more chances to be aggregated at another CH along the
way. The collected data volume decreases (worsens) as α increases. MAPM and
Local MAPM perform perfect matching to pair CHs for aggregation and gather
similar amount of data to ENCAST’s with tree adjustment (α > 0). Naturally, the
total amount of collected data increases as the sensor density increases.
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(a) System lifetime. (b) Contour discrepancy.

(c) Data collected at the sink.

Fig. 5. Simulation results

To evaluate the collected data accuracy, we introduce another metric similar
to [16]: contour discrepancy. We examine the reconstructed (at the sink) data,
s′i, for each sensor, i, compared to the actual data, si, and formulate the average
contour discrepancy as: (

∑N
i=1 |s′i − si|)/N . Data from certain sensors that were

eliminated during the aggregation are replaced by the data values from sensors
that dominate them. If the missing sensor’s value is dominated by more than
one node sensor, then the value is chosen randomly from one of the dominators.

We present contour discrepancy for different aggregation strategies in
Figure 5(b) where the units on the Y-axis are the same as those of the step-
value. General does not apply inter–cluster aggregation, so it maintains the
largest data accuracy. MAPM performs a more aggressive aggregation than Local
MAPM and results in more accuracy loss. For tree–based schemes, they all per-
form aggressive data aggregation and have large contour discrepancy. However,
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we observe that contour data discrepancies for all aggregation schemes are below
2 or about 2, which is far less than the step-value of 5.

4 Conclusions

We review the limitations inherent in aggregation techniques where data is
routed to the best sensor in terms of aggregation potential. We first establish
that there are limited opportunities for efficiently aggregating if data aggrega-
tion needs to be performed far from the originating sensor. Instead, we argue
that in many applications, the presentation of data as a contour map might be
sufficient, and that such a model opens the possibility to apply n-way (n ≥ 3)
data suppression and contour vector reduction techniques. This, in turn, helps us
construct simple cluster-based routing heuristics. We find evidence that the com-
bination of contour-oriented aggregation models, with the simple cluster-based
routing heuristics, leads to scalable data collection.

There are many lessons that can be drawn from our simulation results. First,
both the flow-based data collecting schemes and the tree-based ENCAST’s (with
tree adjustment) extended system lifetime by balancing traffic workload. The
other lesson is that, flow-based schemes (with inter–cluster aggregation) outper-
form other heuristics in terms of lifetime. ENCAST benefits both from aggressive
data aggregation and the tree’s reconstruction, therefore obtaining similar life-
time to flow-based approaches.
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Abstract. Most existing reputation systems in mobile ad hoc networks 
(MANET) consider only node reputations when selecting routes. Therefore, 
reputation and trust are only ensured within a one-hop distance when routing 
decisions are made. This often fails to provide the most reliable, trusted route. 
In this paper we propose a system that is based on path reputation, which is 
computed from the reputation and trust values of each and every node in the 
route. This greatly enhances the reliability of the resulting routes. The system is 
simulated on top of the AODV (Ad-hoc On-demand Distance Vector) routing 
protocol. It is effective at detecting misbehaving nodes, including selfishness 
and worm-hole attacks. It greatly improves network throughput in the midst of 
malicious nodes and requires very limited message overhead. To our knowl-
edge, this is the first path-based reputation system proposal that is applicable to 
non-source-based routing schemes. 

Keywords: AODV, mobile networks, reputation, routing, trust. 

1   Introduction 

Mobile ad hoc networks (MANET) are communication networks in which nodes can 
dynamically establish and maintain connectivity with each other. Each node can also 
act as a router to forward packets on behalf of other nodes. Their major advantages 
include low cost, simple network maintenance, and convenient service coverage. 
These benefits, however, come with a cost.  

Due to the lack of control over the other nodes in the network, selfishness and 
other misbehaviors are possible and easy. Therefore, a major challenge is ensuring 
security and reliability in these dynamic and versatile networks. One approach uses a 
public key infrastructure to prevent access to nodes that are not trusted, but this cen-
tral authority approach reduces the ad-hoc nature of the network.  

Reputation systems in MANET are intended to address this issue. They are effec-
tive at detecting insider attacks [12], such as selfishness in packet dropping, worm-
hole attacks, and forge replies. Most existing proposals, however, consider only 
neighbors’ reputations when selecting routes. In such systems, each node selects the 
next hop from its neighbors based on their reputation and trust values. Thus, trust-
worthiness is only ensured in a one-hop distance when making routing decisions. 
                                                           
* Corresponding author. 
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These greedy approaches [1, 2, 3, 4, 6, 10, 14, 15] usually do not provide the most 
reliable routes, as the decisions are based on local information.  

In this paper we propose a reputation system that maintains path reputation based 
on the reputation and trust of every node in the path. We use innovative ways to in-
crement and decrement trust values corresponding to positive and negative observa-
tions, respectively. We also consider a range of values (instead of absolute values) for 
trust to weigh second-hand information to avoid unnecessary transient fluctuations. 
As a result, the system is effective at detecting misbehaviors and ensuring efficient 
routing. This is, to the best of our knowledge, the first path-based reputation system 
proposed that is not for source-based MANET routing (such as DSR, the Dynamic 
Source Routing protocol). We believe that the path-based approach may be applied to 
other node-based reputation systems [1, 2, 3, 4, 6, 10, 14, 15]  to improve their overall 
effectiveness. 

2   Related Studies 

Due to page limits, we give a brief overview on related works; details may be found 
in the original papers and a recent survey paper [11]. Reputation systems may be 
broadly classified into two groups. The first group, one-layer reputation systems, 
refers to those that are based on observations (both direct and indirect) without an 
explicit evaluation of indirect observations (i.e., second-hand information). Key ex-
amples include Watchdogs and Pathraters [9], CORE (COllaborative REputation) 
[10], OCEAN (Observation-based Cooperation Enforcement in Ad-hoc Networks) 
[2], SORI (Secure and Objective Reputation-based Incentive Scheme for Ad-hoc 
Networks) [5], and LARS (Locally Aware Reputation System) [6]. All of them were 
either designed for or evaluated over DSR.  

The second group, two-layer reputation systems, refers to those based not only on 
observations, but also on trust, which evaluates the trustworthiness of second-hand 
information. Major examples include two that were designed for DSR and three for 
AODV. The first two were CONFIDANT (Cooperation Of Nodes: Fairness In Dy-
namic Ad-hoc NeTworks) [3, 4] and SAFE (Securing pAcket Forwarding in ad hoc 
nEtworks) [15]. The three designed for AODV were TAODV (Trusted AODV) [8], 
Cooperative and reliable AODV [1], and Trusted-based security framework for 
AODV [14]. 

None of the above systems, however, considered path reputation. As mentioned in 
the Introduction section, most of them selected the path based on the greedy ap-
proach; i.e., choosing the most reliable next-hop from its neighbor nodes. Among the 
three for AODV, both TAODV [8] and Trusted-based security framework for AODV 
[14] used the greedy approach. The Cooperative and reliable AODV [1] used their 
trust model to decide the need for authenticating nodes during route discovery and 
route maintenance.  

The only existing reputation scheme that considered path metric was the proposal 
of Watchdogs and Pathraters [9], an early work on one-layer reputation systems.  
Each node used Watchdog to maintain a rating of every other node it knew about, and 
used Pathrater to compute a path metric by averaging the node ratings in the path. 
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Note, however, that it could only be implemented on top of source-routing protocols 
such as DSR, since it relied on the Pathrater to know the exact path. 

Below, we provide a simple description of AODV [13]. It is an on-demand routing 
protocol designed for MANET. The route is initiated by broadcasting the Route Re-
quest (RREQ) message from the source node, and the message is then propagated 
through the entire network. When the destination node or an intermediate node that 
has a route receives the RREQ, it responds with a Route Reply (RREP) message. 
Once the source receives the RREP, it may begin to send packets to the destination.  

3   Path-Based Reputation System 

3.1   Main Ideas 

In the following, we present the major ideas of the proposed scheme: 

(A) Two Levels of Information: First-hand and Second-hand 
The proposed system makes use of both first-hand and second-hand information. 
First-hand information comprises direct observations done by each node on its 
neighbor nodes on packet forwarding. Second-hand information arrives from indirect 
observations; i.e., a neighbor node’s observations of other nodes. Note that RREQ 
and RREP (AODV control packets) are also considered second-hand information 
since they carry path reputation values (see Section 3.3 for details). All second-hand 
information will go through a trust test, which is discussed next. 

(B) Two Levels of Credibility: Reputation and Trust 
The proposed system contains two levels of credibility. Reputation tells whether the 
node behaves correctly in the base system (routing protocol) while trust evaluates 
whether the node lies in the reputation system. Specifically, the trust system assesses 
the credibility of second-hand information sent by a neighbor. 

(C) Two Levels of Reputation: Node-Based and Path-Based Reputation 
In addition to the node reputation that is formed by both first- and second-hand  
information, the proposed system computes path reputation based on the node reputa-
tions of all the nodes in the path. The routing decision is based first on path reputa-
tion. Then, if there is a tie, it is on path distance. If there is a tie again, it can be based 
on the ID of the next hop. Note that routes that have very low path reputation are 
discarded even during route discovery phase (by removing RREQ or RREP packets). 
This approach significantly improves overall throughput and reduces protocol mes-
sage overhead. 

(D) Range-Based vs. Value-Based Reputation and Trust 
In computing node and path reputation values, it is important to properly consider the 
trust factor of second-hand information. Instead of using an absolute trust value, the 
proposed system makes use of ranges. That is, if two trust values fall within the same 
range, they are assigned the same level of trust (same weight). This avoids unneces-
sary adjustments caused by transient fluctuations that are quite frequent in MANET. 
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3.2   System Architecture 

In this subsection, we present a high-level view of the system design. Major compo-
nents will be described in detail in the next subsection. Figure 1 shows the architec-
ture of the proposed system. It includes five components, described below. The 
arrows indicate interactions among these components. Note that solid arrows are 
specifically for exchanges of reputation system messages, including direct observa-
tions (such as suspicious events), indirect observations (also called ALARM), and 
trust values. Dotted arrows are for routing control messages RREQ and RREP (they 
also carry path reputation values). Note also that an extra field is needed on RREQ 
and RREP messages to hold path reputation values. 

 

Fig. 1. System Architecture 

1. Event monitor: It works like a watchdog [9] that detects suspicious events (such as 
packet drops and incorrect RREQ) and feeds them to the Node reputation manager. It 
also receives second-hand information (i.e., ALARM messages) from neighbors, and 
routing control messages by interacting with the underlying routing protocol (AODV 
or another routing protocol). It then feeds these indirect observations to the Trust 
manager. 
2. Trust manager: It evaluates the trust (trustworthiness) of second-hand information 
provided by the Event monitor (see section 3.3.1). It then feeds the evaluated informa-
tion and trust values to either node or path reputation managers. 
3. Node reputation manager: It computes neighboring node reputations (see section 
3.3.2). This is based both on direct observations passed by the Event monitor and on 
evaluated indirect observations and trust values passed by the Trust manager. 
4. Path reputation manager: It handles path reputations based on neighbor node 
reputations (passed by the Node reputation manager) and second-hand path reputa-
tions and trust values (passed by the Trust manager); see section 3.3.3 for details. 
5.   Path manager: It makes routing decisions based on path reputation values fed by 
the Path reputation manager and passes the decision to the underlying routing 
protocol. 
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3.3   Major Components 

In this section, three major components are described in detail. We first list the main 
variables needed to execute the proposed scheme in a network node: 

• Dn: Direct observation of node n. 
• In,m: Indirect observation of node n made by node m 
• Rn: Reputation of node n based on direct observation 
• Sn: Reputation of node n based on Second-hand information 
• Tn: Trust value of node n 
• PRp: Path Reputation of route p 
• PSp,m: Path reputation of route p received from node m (considered as Second-

hand information) 

Note that all the reputation and trust values are normalized between 0 and 1; this 
can prevent path reputation value to increase with hop count in the route. 

3.3.1   Trust Manager  
Recall that it is responsible for evaluating the trust of second-hand observations, as 
well as that of second-hand path reputation reported in routing control messages 
(RREP).  

(A) Deviation Test and Decrement/Increment Functions 
First, in order to prevent false alarms, we adopt the deviation test method [3, 4] to 
evaluate a new second-hand observation as shown below. The idea is that a second-
hand observation is trusted only if it does not differ too much from the node’s own 
direct observation. In this case, the trust is increased. Otherwise, it is decreased. The 
increment and decrement are each further guided by a quadratic function to be de-
scribed below. 

Following is the condition to pass the deviation test: 

|Dn – In,m | < d  

In the above, d is the threshold for the test (d = 0.1 is used in this work). If the differ-
ence between Dn (the direct observation) and In,m (the new indirect observation given 
by node m) is greater than or equal to d, then In,m fails the deviation test, and Tm, the 
trust value of node m that sent this second-hand observation, is decreased by a decre-
ment function, fD (refer to Figure 2a): 

fD (Tm) = ½ (Tm)2                          (1)  

                            i.e.,   Tm = Tm – fD (Tm)    
On the other hand, if the difference between Dn and In,m is less than d, then the node m 
passes the test, and Tm is increased by an increment function, fI (refer to Figure 2b): 

fI (Tm) = Tm - ½ (Tm)2                                         (2) 

that is 
                      Tm = Tm + fI (Tm)                           
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                             (a).  fD (Tm)     (b).  fI (Tm) 

Fig. 2. Decrement and Increment Functions 

The quadratic function fD is used such that the decrement of trust is small when the 
trust value is still small. Yet, when the trust value is large, the corresponding decre-
ment needs to be larger to “punish” the bad behavior more severely. The increment 
function fI  may be similarly explained. Note that these two functions are also used in 
node and path reputations. 

(B) Range-Based Trust Values 
Secondly, to prevent transient fluctuations, we use categorized (or range) values for 
trust (instead of absolute values). In our implementation, the trust value is categorized 
into three ranges:  

⎧ Trust,  1 ≥ Tm > 0.7 
Tm ∈ ⎨ Mistrust, 0.7 ≥ Tm > 0.3 

⎩ Distrust,  0.3 ≥ Tm > 0 

This Tm value is then fed to either the Node or Path reputation managers to aid their 
evaluations of node or path reputations. 

3.3.2   Node Reputation Manager  
The node reputation manager computes node reputation based on both direct observa-
tions from the Event monitor and the trust-evaluated indirect observations from the 
Trust manager. For each new direct and indirect observation concerning a node n, it 
computes the new reputation value of node n by making use of the decrement and 
increment functions introduced above (in Equations 1 and 2), and by using a weighted 
combination of direct and indirect observations, as follows: 

1. If the new observation is a direct observation 
a. If the observation is negative 

Then Rn = Rn – fD (Rn) 
b. Else (positive observation) 

Rn = Rn + fI (Rn) 
2. Else (indirect observation, say In,m) 

If Tm is trusted or In,m passed the deviation test at the Trust manager 
a. If the observation is negative 

Then Sn = Rn – fD (Rn) 
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b. Else (positive observation) 
Sn = Rn + fI (Rn) 

3. Update Rn by a weighted combination 
Rn = (1- w1) Rn + w1 Sn , where (in this work)   

   ⎧ 0.1,  Tm ∈ {Trust} 
   w1= f(Tm) =    ⎨ 0.05, if Tm ∈ {Mistrust} 

   ⎩ 0.025,  Tm ∈ {Distrust} 
Note that the weight w1 changes according to the trust level of the second-hand infor-
mation Sn; the higher the trust level, the higher the weight. 

3.3.3   Path Reputation Manager  
When the Path reputation manager obtains a new path reputation value (say passed by 
node n) from the Trust manager, it also receives Tn (the trust level of node n). In addi-
tion, it obtains Rn (reputation of node n) from the Node reputation manager. Based on 
these values, it computes the new path reputation value, PRp, by taking the minimum 
of Rn and a weighted value of PSp, n, as follows: 

PRp = minimum [Rn, w2 × PSp, n]                             (3) 

Where the weight, w2, is a function of Tn and is defined below in our implementation; 
again, note that it changes according to Tn (the trust level of node n).  

⎧ 1,   Tn ∈ {Trust} 
w2 = ⎨ 0.5,  if Tn ∈ {Mistrust} 

⎩ 0.25,   Tn ∈ {Distrust} 

If, however, the new PRp falls below a pre-defined threshold value (Thpath), then 
the RREP or RREQ is dropped. This ensures that only trusted RREP and RREQ 
packets are forwarded. 

3.4   Base Case: Node-Based Reputation System 

In order to understand the advantages of the proposed path-based reputation system, 
we also implemented a node-based reputation system in the simulation, which will be 
used as the base case for comparison. It is identical to the proposed system except that 
Equation (3) is simply: 

 PRp = Rn     (4) 

Thus, each node in the network selected route is based solely on the neighbor’s (the 
potential next hop’s) reputation rather than a path-based reputation. This is similar to 
the greedy approach used by other schemes [1, 14]. 

3.5   Protocol Overhead and Complexity Analysis 

In this section we note that the additional overhead required by the proposed system 
has the same complexity as AODV; this includes time (for computation), space (for 
storage), and message (for extra control packets) complexities. A detailed analysis 
may be found in a complete technical report [7]. Message complexity (overhead) is 
also evaluated by simulation in the next section. 
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4   Performance Evaluation 

4.1   Simulation Settings 

The simulation was developed on GloMoSim 2.03 [16] with the standard AODV 
implementation. Three protocols were compared: the original AODV, AODV with 
node-based approach, and AODV with path-based approach. This enabled us to ob-
serve and assess the advantages of the path-based scheme against the greedy, node-
based approach.  

The simulated network contained 50 nodes distributed uniformly in a 1600 meters 
by 1600 meters area. Each simulation experiment lasted for 10 minutes. The mobility 
mode was set to the Random Waypoint Model in which nodes moved to a random 
destination at a speed uniformly distributed between 0 and 5 m/sec and stayed at this 
destination for 20 sec. Misbehaving nodes were randomly selected, excluding source 
and destination nodes. Both UDP (supporting CBR) and TCP (supporting FTP) were 
evaluated, each with 10 pairs of source and destination nodes chosen randomly. Fi-
nally, Th_alarm = 0.49 and Th_route = 0.51 for the reputation system. 

4.2   Misbehaviors and Performance Metrics 

While there are many possible MANET misbehaviors, in the simulation we imple-
mented three major MANET routing misbehaviors [12] that may be effectively dealt 
with by a reputation system: 

• Data selfish (or selfish in data forwarding) – A misbehaving node does not for-
ward any data packets. 

• Forge reply [12] (or worm-hole attacks) – A misbehaving node replies to a RREP 
message with hop-count equal to 1 for any incoming RREQ message. Thus, the 
node claims that it has the shortest path to the destination.  

• A combination of forge reply and data selfish. 
• Forge data– A misbehaving node modifies data packets that pass through. 

Note that a forge reply attack directly affects (or fakes) a routing path (also called 
route disruption [12]) since it replies with incorrect routing information. On the other 
hand, data selfish or forge data misbehavior affects a single node. Simulation results 
showed that the proposed path-based reputation scheme is most effective when deal-
ing with routing path attacks. 

The performance metrics include throughput, average end-to-end packet delay, and 
reputation message ratio - the percentage of reputation system messages in the over-
all control messages (including those for routing). This represents the reputation sys-
tem overhead. Note that reputation message overhead is also an effective indicator of 
extra energy consumption due to transmissions. 

4.3   Simulation Results: CBR over UDP 

We first set the network application to CBR with 512 bytes packets continuously sent 
every 200 msec, resulting in approximately 20.5 kbps for each of the 10 flows, or a 
total of 205 kbps in the network. 
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(A) Misbehavior: Forge Reply 
Simulation results are shown in Figure 3, including three sub-figures: throughput, 
delay, and reputation message ratio; each shows three schemes: reputation-disabled, 
node-based reputation, and path-based reputation. These results indicate that the path-
based reputation system is very effective at dealing with forge reply attack. It has 
more than doubled the throughput as compared to node-based reputation, and more 
than tripled when compared with the original AODV. On the other hand, as its 
throughput is very high, more packets are queued at intermediate nodes, resulting in a 
long end-to-end delay.  

Note that the reputation message overhead for the path-based reputation system has 
stayed very low. The main reason is that when a RREQ or RREP packet has a path 
reputation value that falls below Th_route, it is discarded immediately. This mecha-
nism successfully prevents many control packets with a low path reputation value 
from traversing further down the path, and therefore greatly reduces control overhead. 
On the other hand, the node-based reputation system obviously does not have this 
advantage – it does not check the reputation value along the path and therefore has a 
much higher overhead. The important advantage of low reputation overhead for the 
path-based scheme has remained true in all the experiments (Figures 3, 4, 5, and 6). 
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Fig. 3. Performance in Forge Reply (UDP) 
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Fig. 4. Performance in Data Selfish (UDP) 
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Fig. 5. Performance in both Forge Reply and Data Selfish (UDP) 

(B) Misbehavior: Data Selfish 
As shown in Figure 4, path-based reputation has improved throughput by 30% or 
more than the original AODV when the percentage of misbehaving nodes is under 
40%, but the message overhead is only increased by less than 3%. (Delay results are 
omitted from now on since they are similar to those in Figure 3.) Thus, it is also quite 
effective in handling data selfish attacks. When compared with node-based reputation 
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systems, its advantage is not as evident. We believe that is because this misbehavior is 
a “local behavior” that can be successfully detected by a node-based reputation 
system, whereas the forge reply attack affects the entire route, in which case the pro-
posed path-based system is exceedingly useful. 

(C) Misbehavior: Forge Reply plus Data Selfish 
As shown in Figure 5, throughput is significantly improved when path reputation is 
used (more than double as compared to node reputation), yet the message overhead 
increases by less than 2% (delay is omitted since it is similar to the above). This again 
proves that the path-based reputation scheme is exceptionally effective at dealing with 
routing path disruption misbehaviors. 

(D) Misbehavior: Data Modification 
In this experiment, we did not see great improvement in throughput – about 20-30% 
when the rate of misbehavior is 20-40%; message overhead remains 4%. Results are 
not shown due to page limit. Again the results help one to see that the proposed sys-
tem is not effective when dealing with “local” misbehaviors. 

4.4   Simulation Results: FTP over TCP 

In this set of experiments TCP traffic was applied with a message size of 512 bytes 
continuously sent from the ten randomly chosen sources to their corresponding re-
ceivers. The results are similar to those in UDP. Due to page limit, only the results of 
forge reply are shown. 
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Misbehavior: Forge reply 
Yet, the results also show that the proposed reputation system was less efficient for 
TCP traffic than for UDP. We believe that this is mainly because the congestion con-
trol in TCP effectively limits its sending rate (and thus throughput) when misbehav-
iors take place. As the result, reputation systems are not as effective. 

5   Conclusion 

A path-based reputation system has been proposed that considers path reputation as a 
function of the reputation and trust of every node in the path. The system uses a cate-
gory (or range) approach when evaluating the trust of second-hand information.  It 
has been illustrated on top of AODV. Simulation results have shown that the pro-
posed path-based system is most effective when handling routing misbehaviors such 
as forge reply (or worm-hole) attacks. In most cases, it doubles or even triples 
throughput. The extra message overhead is limited to 5%, which indicates that the 
reputation system is energy efficient. Future work may include modeling advanced 
adversary behaviors [1] and on/off misbehaviors in simulation, plus analyzing and 
fine tuning system parameters for optimal performance. In addition, it is possible to 
explore the use of fuzzy logic in the trust category approach we proposed, as it may 
be practical to fuzz the boarders between categories. 
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Abstract. To interconnect a wireless sensor network (WSN) to the
Internet, we propose to use TCP/IP as the standard protocol for all
network entities. We present a cross layer designed communication archi-
tecture, which contains a MAC protocol, IP, a new protocol called Hop-
to-Hop Reliability (H2HR) protocol, and the TCP Support for Sensor
Nodes (TSS) protocol. The MAC protocol implements the MAC layer of
beacon-less personal area networks (PANs) as defined in IEEE 802.15.4.
H2HR implements hop-to-hop reliability mechanisms. Two acknowledg-
ment mechanisms, explicit and implicit ACK are supported. TSS op-
timizes using TCP in WSNs by implementing local retransmission of
TCP data packets, local TCP ACK regeneration, aggressive TCP ACK
recovery, congestion and flow control algorithms. We show that H2HR in-
creases the performance of UDP, TCP, and RMST in WSNs significantly.
The throughput is increased and the packet loss ratio is decreased. As a
result, WSNs can be operated and managed using TCP/IP.

1 Introduction

Wireless sensor networks (WSN) consist of a large number of sensor nodes.
They are used for various applications, e.g., office buildings, environment control,
wild-life habitat monitoring, forest fire detection, industry automation, military,
security, and health-care. For such applications, a WSN cannot operate in com-
plete isolation. It must be connected to an external network, e.g, the Internet.
Through such a network a WSN can be monitored and controlled. The operation
of a WSN needs a uniform communication protocol.

The TCP/IP protocol is the de facto standard protocol suite for wired commu-
nication. Using TCP/IP has a number of advantages and disadvantages. Thus, it
is possible to directly connect a WSN to a wired network infrastructure without
proxies or middle-boxes [1]. While in a TCP/IP supported WSN, UDP is used
to transmit sensor data to a sink, TCP would be used for administrative tasks
such as sensor configuration and code updates. Among the advantages, there
are a couple of difficulties running TCP/IP on sensor nodes. The resource con-
straints of sensor nodes and the high packet loss, which leads to a high number
of end-to-end retransmissions, result in a generally bad performance.

A couple of optimizations on different layers reduce the performance problems
when using TCP/IP. Avoiding the need of end-to-end retransmissions is the key

H. van den Berg et al. (Eds.): WWIC 2009, LNCS 5546, pp. 61–72, 2009.
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to increase the performance of TCP. This can be achieved by introducing hop-to-
hop reliability mechanisms. UDP in WSNs benefits from hop-to-hop reliability as
well. Furthermore, harmonizations between the protocols across different layers
are an important target for optimizations. Thus, it is possible to achieve similar
performance in terms of data throughput and packet loss rate with TCP/IP as
if using common communication protocols for WSNs.

The following research questions arise. How can we design a protocol, which
supports hop-to-hop reliability between two neighbor nodes? Can a cross-layer
interface harmonize the different protocols on several network layers and in-
crease the performance in terms of a better throughput (equivalent to lower
transmission time) and lower error rate? Can TCP and UDP benefit from this
architecture and run efficiently on sensor nodes?

The remainder of the paper is structured as follows. After the introduction
in Section I, we present related work in the area of reliable transport protocols,
TCP/IP adaptation, and cross-layer design for WSNs in Section II. In Section
III we present the protocol stack and introduce our cross-layer interface. The
Hop-to-Hop Reliability (H2HR) protocol, its cross-layer collaboration with the
TCP Support for Sensor Nodes (TSS) [2] protocol and our beacon-less 802.15.4
MAC protocol [3] are described in Section IV. In the evaluation part in Section
V, the implementation of the protocol using the OMNeT++ simulator is briefly
described and the simulation results are presented. Section VI concludes the
paper and gives an outlook.

2 Related Work

The use of TCP in wireless networks causes some serious performance problems
[4], caused by end-to-end ACKs and retransmissions. A number of papers pro-
pose mechanisms to overcome these problems. In [5] the trade-off between TCP
throughput and the amount of Forward Error Correction (FEC) is analyzed and
simulated. In [6] the TCP performance is improved by establishing the optimal
TCP window size. Caching and local retransmission are promising approaches
to reduce the number of end-to-end retransmissions and make TCP feasible for
WSNs. TCP Snoop [4] introduces first this approach. In [7] Distributed TCP
Caching (DTC) is presented. TCP Support for Sensor Networks (TSS) [2] ex-
tends DTC by a novel congestion control mechanism that is very effective as
well as easy to implement and deploy.

In the following, some common reliable transport protocols for WSNs are
introduced. Directed Diffusion [8] is a popular data dissemination scheme. Re-
liable Multi-Segment Transport (RMST) [9] has been designed as a new trans-
port layer for Directed Diffusion. It uses a NACK-based transport layer running
over a selective-ARQ MAC layer to ensure reliability. It supports two modes:
hop-to-hop and end-to-end mode. In the hop-to-hop mode it provides a caching
mechanism on intermediate nodes. A lost packet is retransmitted from an in-
termediate node. In the end-to-end mode, lost packets are retransmitted from
the source. Pump Slowly Fetch Frequently (PSFQ) [10] is also built on top of
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Directed Diffusion. It runs over a non-ARQ MAC layer and ensures reliability
by using sequence numbers and hop-to-hop recovery based on NACKs.

Besides ARQ, reliability ensuring link layer protocols have been developed for
wired networks. Logical Link Control (LLC) is defined in IEEE 802.2. It pro-
vides a connection-oriented mode, which works with sequence numbers, and a
connection-less mode with ACK frames. The LLC header includes a 16 bit con-
trol field and optionally the sequence number. The High-Level Data Link Control
(HDLC) is bit-oriented and allows point-to-point and point-to-multipoint con-
nections. Both protocols increase the complexity and overhead of the link layer
significantly. The use of sequence numbers and additional header information
waste space in the frames. The length of the frames defined in the 802.25.4 stan-
dard is limited to 128 bytes. Our H2HR protocol has no own header and does
not use sequence numbers.

In [11], current activities in the area of cross-layer designs in WSNs are pre-
sented. Different cross-layer approaches are analyzed and a taxonomy to classify
them is defined. Open challenges in the area of cross-layer designs are depicted.

3 Protocol Stack and Cross-Layer Interface

The protocol stack as shown in Fig. 1 includes the standard TCP/IP protocol
suite with IP, TCP and UDP. The MAC protocol implements the beacon-less
mode of the 802.15.4 MAC layer for peer-to-peer topologies. It supports two
kinds of acknowledgment mechanisms, explicit ACK using ACK frames and im-
plicit ACK using overhearing. The Internet Protocol remains unmodified. The
Hop-to-Hop Reliability (H2HR) protocol is located between the Internet layer
and the link layer. It increases the probability of successful delivery of a frame
between two neighbor nodes, but does not guarantee reliability. It collaborates
with the MAC protocol and the TSS protocol using the cross-layer interface. The
UDP protocol is unmodified. Sensor data are transmitted using UDP from the
sensor nodes to the base station. Although UDP is not a reliable transport pro-
tocol, it benefits from hop-to-hop reliability offered by the H2HR protocol. TCP
is a protocol with end-to-end reliability, but it also benefits from H2HR in col-
laboration with TSS, which optimizes using TCP in WSNs. This is achieved by
intermediate caching and local retransmission of TCP data packets, local TCP
ACK regeneration, aggressive TCP ACK recovery, congestion and flow control
algorithms.
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The cross-layer interface offers protocol interaction. Every protocol provides
information that other protocols can use to optimize their operation. A cross-
layer message consists of a unique ID and a pointer to the exchanged informa-
tion. Fig. 2(a) shows the cross-layer interface and the interaction between the
protocols.

There are two kinds of information exchange. First, a protocol subscribes to
certain information. It uses the ID to identify the offered information uniquely.
When an event has been registered, all subscribers are informed using the cross-
layer broadcast channel. The second possibility for cross-layer information ex-
change is to request information directly from the protocols. The cross-layer
interface gets the unique ID of the requested information and transmits the re-
quest to the according protocol using the cross-layer broadcast channel as well.

4 Hop-to-Hop Reliability Protocol and Cross-Layer
Collaboration

The reliability between two neighbor nodes is ensured by the collaboration of
the H2HR protocol with our beacon-less 802.15.4 MAC protocol and TSS across
the layers. Fig. 2(b) shows the cross-layer collaboration between the protocols.
The MAC protocol [3] supports two kinds of acknowledgment modes: explicit
ACK using ACK frames and implicit ACK using overhearing. Both are 802.15.4
conform. In case of explicit ACK, the MAC protocol initiates the transmission
of an ACK frame immediately after receiving the frame. The number of retrans-
mission attempts is limited to three. In case of overhearing, no ACK frames are
transmitted. Instead, the radio transceiver listens whether the next node forwards
the frame. If a frame could not be overheard, it is retransmitted once. The upper
layers are informed about the state of acknowledgments using the cross-layer in-
terface. There are three states for the transmission success of a frame:

– The frame has been successfully transmitted (confirmed via ACK frame or
overhearing).

– The frame has been transmitted, but there is no confirmation.
– Frame transmission failed.
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The H2HR protocol is located between the IP layer and the link layer. Packets
from layers below are delivered to the upper protocols according to the type of
the packet without any processing (1 in Fig. 2(b)). Packets from upper protocols
are processed as follows. H2HR buffers the packets, which are delivered by IP
(2) and delivers just one packet at a time to the underlying layers (MAC) (3).
The other packets are buffered. The MAC layer initiates the transmission to the
neighbor node. The H2HR protocol is informed about the transmission state
by the MAC protocol using the cross-layer interface, either after the transmis-
sion has been successful or after three unsuccessful attempts (4). H2HR decides
according to the state how the packet is handled (5). When the packet has suc-
cessfully been transmitted to the next node, H2HR deletes this packet from the
buffer and delivers the next packet to the underlying layer (3). Informed by the
MAC protocol, H2HR reacts on two different kinds of problems. A packet can be
lost due to interferences or due to congestion. If a packet has been transmitted,
but there are no confirmations (neither ACK frame nor overhearing), the packet
is lost due to interferences by a hidden node. In this case the transmission is re-
tried immediately after 0.7-1.5 * frame length (3). If the transmission has failed
because the channel is busy, congestion is detected. H2HR initiates the retrans-
mission after a random time between 1-2.5 * frame length. The transmission of
a 128 byte 802.15.4 MAC frame takes approximately 4ms with a data rate of
250kbps. After the 6th retransmission attempt initiated by H2HR, it can be ex-
pected that the neighbor node has serious problems or the channel is extremely
busy. Thus, the packet is deleted and the routing protocol and TSS are informed
using the cross-layer interface (6, 7). Then, the routing protocol has to find an
alternative route. The TSS protocol stores the packet and gets the control of the
retransmission. After the route has been repaired or the channel is again free,
retransmission is initiated by TSS.

UDP as an unreliable transport protocol can benefit from hop-to-hop relia-
bility. The number of successfully transmitted packets from the sender to the
receiver increases significantly. Overhearing with UDP is more challenging than
using ACK frames, because UDP packets do not have any sequence numbers.
The forwarded UDP packets can be identified by using a checksum over the UDP
payload. In general, every transport protocol, which does not add sequence num-
bers to its packets, can use overhearing mechanisms at the link layer in this way.

TCP supports end-to-end reliability and lost packets are retransmitted by the
sender. Because of the high packet loss ratio in WSNs, this happens quite often
and pure TCP in WSNs is not feasible [4]. Hop-to-hop reliability supported by
H2HR decreases the number of required end-to-end retransmissions, because it
shifts the reliability assurance to intermediate nodes. Because H2HR can fail
and does not guarantee the successful transmission of a frame to the next node,
TCP end-to-end retransmissions can still occur. Thus, another protocol is re-
quired to support TCP in WSNs. TSS implements intermediate caching and
local retransmission of TCP data packets, local TCP ACK regeneration, aggres-
sive TCP ACK recovery, and congestion and flow control algorithms. If a packet
is dropped by the H2HR protocol after 6 retransmission attempts due to busy
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channel, TSS still stores this packet in a buffer. If a TCP-ACK reaches the in-
termediate node and requests the presumably lost TCP data packet, then TSS
transmits the cached packet to the receiver. The request for retransmission does
not need to be transmitted to the sending side of the TCP connection. Finally,
end-to-end retransmissions are only very rarely required and TCP can be used
efficiently in WSNs.

As described above, ensuring reliability happens on different layers in differ-
ent protocols. The MAC protocol reacts immediately on packet loss. If the frame
transmission fails, H2HR intervenes and retransmits the packets depending on
the detected problem (interferences or congestion). If H2HR collapses, the re-
liability mechanisms of the overlaying transport protocols handle the problem.
This results in a hierarchy of reliability mechanisms.

H2HR does not require an own header and does not insert any information or
sequence numbers into the frames. The length of the payload remains as large
as possible. Furthermore, our protocols (802.15.4 MAC, H2HR, TSS) have low
complexity and are easy to implement on sensor nodes, which have constraints
in memory and processing power. Using the cross-layer interface, the protocols
collaborate efficiently. A light-weight H2HR, a light-weight 802.15.4 MAC pro-
tocol and a light-weight TSS together have lower complexity as the combination
of those mechanisms in one single protocol.

5 Evaluation

We implemented the MAC protocol, H2HR and TSS using the OMNeT++ sim-
ulator [12]. To compare a common transport protocol for WSNs with UDP and
TCP, we implemented RMST in both modes. RMST is running over IP and
802.15.4, and not over Directed Diffusion [8] and 802.11 as proposed in [9]. Our
implementation is based on the NS2 sources for RMST.

We analyze the influence of hop-to-hop reliability on the performance of UDP,
TCP and RMST. We compare the packet loss ratio of UDP packets between the
MAC protocol without reliability, implicit and explicit ACK, and the combi-
nation of H2HR with it. Afterwards, we compare the impact of the reliability
mechanisms on the throughput using UDP, TCP with and without TSS, and
RMST in the hop-to-hop and the end-to-end mode. Throughput is considered
as the time required to transmit a certain number of bytes.

Four different scenarios are used to evaluate our cross-layer design communi-
cation architecture (line scenario, cross scenario, parallel scenario, and grid sce-
nario, as shown in Fig. 3. To compare the transmission time, the paths in every
scenario have 7 hops each. Data of 20 bytes or 1000 bytes are transmitted. In the
line scenario, there is one connection (0→7). In the cross scenario, there are two
connections (0→14, 1→13). In the parallel scenario, there are two parallel con-
nections (0→15, 1→14). In the grid scenario, there are three connections, which
end all on node 0. The connections are routed with the shortest path first algo-
rithm. Every link is weighted equally. Thus, there are nodes (9, 18), which hold
two connections. We measure the transmission time of each connection separately.
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Fig. 3. Evaluation Scenarios

In all scenarios, no energy-saving functions such as duty cycles are implemented,
because the focus is on the transmission performance.

For our simulation, we use an as realistic as possible radio model. According
to the CC2420 manual [13] and the Castalia Simulator [14], we tuned the follow-
ing values: carrierFrequency: 2.4E+9 Hz; bit-rate: 250 kbps; bandwidth: 10000
Hz; pathLossAlpha: 2; sensitivity: -95 dBm; thermalNoise: -110 dBm; dataLa-
tency: 0.002 ms; CarrierSenseLevel: -77 dBm; transmission power: 1mW. The
error rates between the nodes are very high, but reflect a real life scenario. In
the line scenario, the average error rate between two neighbor nodes is around
20-25% according to previous measurements [3]. In the cross and square grid sce-
narios, the error rates are higher, because more nodes interfere with each other,
especially in high traffic situations. The global buffer for the packets is limited to
5. In the explicit ACK mode, the MAC protocol has 3 retransmission attempts
in the failure case. In the implicit ACK mode, a retransmission is retried twice.
We use TCP Reno with a TCP window of 312 bytes. H2HR is configured as
follows: the number of retransmission attempts is 6. Detecting a congestion, it
waits chosen randomly between 4 ms and 11 ms. After detecting interferences
H2HR, waits between 3 ms and 6 ms. Because the length of the MAC frame
is limited to 128 bytes, the payload of a TCP packet is 78 bytes long and of a
UDP packet is 90 bytes long. In the 20 bytes scenario, one packet is transmitted
by UDP and RMST, and 5 packets by TCP. The 1000 bytes scenario requires
29 packets for TCP (including 13 data packets), 12 packets for UDP, and 11
packets for RMST. 50 different simulation runs were executed.

Fig. 4 shows the packet loss ratio of UDP packets transmitted in the four
scenarios with a stream of 20 bytes and 1000 bytes. The percentage values are
calculated over the absolute number of transmitted packets for all simulation
runs. Without any reliability mechanism, the packet loss ratio is very high. When
transmitting 1000 bytes, approximately 94% to 98% of packets are lost. When
transmitting 20 bytes, the packet loss ratio is between 63% and 73%. One packet
leads to less interferences. The packet loss ratio decreased when the simple MAC
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reliability mechanisms without H2HR support is used. Using overhearing, the
loss ratio is higher, because there are only two retransmission attempts. Due to
less interferences between the nodes, the packet loss ratio in the line scenarios
is lower than in the grid scenarios. Using H2HR in collaboration with the MAC
protocol decreases the packet loss ratio dramatically. The probability of success-
ful delivery of a packet is almost 100%, but there is no guaranteed reliability.
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Reliability mechanisms increase the probability of successfully delivered pack-
ets to the next hop, but it decreases the performance. Fig. 5 shows the influence
of the reliability mechanism on the transmission time of 1000 bytes and 20 bytes
respectively for the four different evaluation scenarios. Without reliability mech-
anisms, the required time to transmit the number of bytes is the shortest, but
the packet loss ratio is very high. Just a few of the 12 packets of the 1000 bytes
stream are successfully transmitted (usually just one or two). For example, the
time required to reach the receiver is lower for packets number 3 and 8 than for
packets number 2 and 12. In the 20 bytes scenarios, often no packet is success-
fully transmitted. In this case, the result is not used for the simulation results.
The random backoff time of the MAC protocol has a small influence on the
transmission time and adds some delay. Increasing the reliability with H2HR
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together with MAC retransmissions decreases the performance. Transmitting
1000 bytes takes between 550 ms (line scenario) and 1160 ms (grid scenario)
compared to 370 ms up to 490 ms without any reliability mechanism. Using
the MAC retransmissions without H2HR collaboration, the transmission time
increases approximately 35% to 60%. The increased transmission time is caused
by the retransmission attempts of H2HR, and the retransmission attempts of
the MAC protocol. TCP tries to guarantee the delivery of packets. Without any
additional reliability mechanisms, TCP does not work in typical WSNs. Even
connection establishment does not work then. The TCP handshake needs two
transmissions from sender to receiver and back (in our scenario this means 14
hops). The probability of a packet loss in the network is very high.
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Fig. 6 shows the influence of H2HR on the transmission time for a TCP con-
nection. We measured the time interval between the time a connection has been
established and closed after the last packet has been transmitted successfully. We
compared the influence of using H2HR with both ACK modes. In every scenario,
transmitting 1000 bytes or 20 bytes using H2HR decreases the transmission time
dramatically. In no case, a TCP end-to-end retransmission is necessary. The out-
liers in the boxplots without using H2HR occurred because of one or more TCP
retransmissions. Each TCP retransmission costs approximately 3 seconds, which
is the default value for a retransmission timer used by TCP Reno.

Fig. 7 shows the influence of having TSS as additional protocol. In general,
using TCP with TSS is much faster than pure TCP. It optimizes the connection
establishment. If H2HR is not used, it improves the performance by retransmit-
ting lost packets within 1.5*RTT [2] by an intermediate node. Using H2HR with
pure TCP and TCP with TSS has similar results. Using TSS smooths the out-
liers by preventing end-to-end retransmissions. Especially in scenarios with high
traffic (1000 byte grid scenario for example), TSS has a positive influence on
the transmission time. Because H2HR can react on interferences and congestion
much faster than TSS or TCP, the influence of H2HR is much stronger. This can
be seen in the outliers in Fig. 7(b). In these cases, the MAC protocol collapses
and TSS intervenes (if H2HR is not active). If there are no problems, implicit
ACK is faster then explicit ACK. No ACK frames have to be transmitted.
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Fig. 8. Time Transmitting Data using RMST in the Hop-to-Hop Mode

Fig. 8 shows the measurements for the RMST protocol in the hop-to-hop
mode. In the 20 bytes scenarios, there are almost no problems with interferences
and congestion. H2HR has no influence, all problems are solved by the MAC
protocol. The performance is almost as good as using UDP. It is much better
than using TCP with TSS, because of additional packets for the connection
establishment and the positive ACK frames. In the 1000 bytes scenarios, H2HR
and the reliability mechanisms of RMST have to intervene. If H2HR is not active,
RMST handles the retransmissions. This takes a long time, especially in the grid
scenario with a lot of retransmissions caused by congestion. In the scenarios with
less interferences and congestions, implicit ACK is faster than explicit ACK,
because in the implicit ACK mode, no ACK frames have to be transmitted (the
same has been observed for TCP with TSS, see Fig. 7). In the grid scenario,
there are interferences and congestion. Node 9 and 18 hold 2 connections each.
The third connection produces additional interferences (hidden node problem).
Thus, packets have to be retransmitted (by the MAC protocol). The implicit
ACK mode is slower than the explicit ACK mode, because the retransmission
costs much more time (due to the random backoff time).

Fig. 9 shows the comparison of the several transport protocols (UDP, pure TCP,
TCP with TSS, RMST end-to-end mode, and RMST hop-to-hop mode). H2HR
is used in combination with explicit ACK mode. UDP has the best performance
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in all scenarios. The reasons are clear: no connection establishment and no ACK
frames are required. With H2HR, the successful delivery of all packets is very prob-
able (see Fig. 4). But unlike to the reliable transport protocols, this is not guar-
anteed. Using UDP, there are outliers in the cross, parallel and grid scenarios. In
these cases, the MAC protocol could not handle the situation (congestion, inter-
ferences) and H2HR retransmits the lost packets. RMST in both modes has a very
good performance, because it uses negative ACKs and has no connection estab-
lishment. TCP with TSS performs better than pure TCP, because TSS prevents
TCP end-to-end retransmissions (in case H2HR collapses) and optimizes the con-
nection establishment. In the 20 bytes scenario, UDP and RMST have almost the
same performance. The MAC protocol (or H2HR) can handle all situations and no
retransmissions (end-to-end or hop-to-hop) are necessary in RMST. Because of the
connection establishment and positive ACKs, the performance of pure TCP and
TCP with TSS is significantly lower. In the 20 bytes scenario, there are less conges-
tion situations and thus, the increased transmission time is caused by connection
establishment. With TSS, the connection establishment and the acknowledgment
handling is optimized. Generally we can say, with higher traffic (bigger packets to
transmit), TCP with TSS has a similar performance as RMST. With lower traffic
(just one packet to transmit), RMST is much better and performs similar to UDP.
Bigger packets are typical for management tasks, e.g., code update.

6 Conclusion

In this paper we presented a cross-layer designed communication architecture
containing a 802.15.4 conform beacon-less MAC protocol, the Hop-to-Hop Re-
liability (H2HR) protocol and TCP Support for Sensor Nodes (TSS). These
protocols collaborate via a cross-layer interface. The H2HR protocol is harmo-
nized with the beacon-less 802.15.4 MAC protocol and uses the acknowledgment
mechanisms implemented by the MAC protocol. In general, hop-to-hop reliabil-
ity mechanisms affect the performance of TCP, UDP, and RMST in WSNs. In
case of UDP, H2HR increases the ratio of successfully delivered packets dramat-
ically but at the expense of a higher transmission time. In case RMST, (in both
modes), we showed that using H2HR produces the best results regarding the
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transmission performance. In case of TCP, the collaboration of H2HR and TSS
has the strongest effect on the performance.
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Abstract. Security in Ambient Intelligence (AmI) poses too many chal-
lenges due to the inherently insecure nature of wireless sensor nodes.
However, there are two characteristics of these environments that can be
used effectively to prevent, detect, and confine attacks: redundancy and
continuous adaptation. In this article we propose a global strategy and a
system architecture to cope with security issues in AmI applications at
different levels. Unlike in previous approaches, we assume an individual
wireless node is vulnerable.

We present an agent-based architecture with supporting services that
is proven to be adequate to detect and confine common attacks. Decisions
at different levels are supported by a trust-based framework with good and
bad reputation feedback while maintaining resistance to bad-mouthing at-
tacks. We also propose a set of services that can be used to handle identi-
fication, authentication, and authorization in intelligent ambients.

The resulting approach takes into account practical issues, such as
resource limitation, bandwidth optimization, and scalability.

Keywords: Ambient intelligence, reputation system, security framework
for wireless sensor networks.

1 Introduction

Security concerns have been identified as key issues in ambient intelligence (AmI)
since its earliest inception (Weiser, 1993). Many in the research community
clearly recognize the inherent challenge that an invisible, intuitive and perva-
sive system of networked computers holds for current social norms and values
concerning privacy and surveillance. In fact, the increasing attack rate is becom-
ing the bottleneck for adopting next-generation services and applications.

Three factors contribute to make security in intelligent environments even a
much harder problem: 1) many nodes in the network have very limited resources;
2) pervasiveness implies that some nodes will be in non-controlled areas, and
therefore potential intruders will have physical access to them; 3) all these com-
puters are globally interconnected, allowing attacks to be propagated step by
step from the more resource-constrained devices to the more secure servers with
lots of private data.

H. van den Berg et al. (Eds.): WWIC 2009, LNCS 5546, pp. 73–84, 2009.
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Usually, security issues are addressed, in a similar way to services in a net-
work of general-purpose computers, by adding an authentication system and
encrypted communications. But the resource limitations make the embedded
computers especially vulnerable to common attacks.

In previous work [1], we demostrated that current ciphers and countermea-
sures often imply more resources (more computation requirements, more power
consumption, specific integrated circuits with careful physical design, etc.), but
usually this is not affordable for this kind of applications. But even if we impose
strong requirements for any individual node to be connected to our network,
it is virtually impossible to update hardware and software whenever a security
flaw is found. It has already been stressed the need to consider security as a new
dimension during the whole design process of embedded systems [2,3], and there
are some initial efforts towards design methodologies to support security [4,5],
but to the best of our knowledge no attempt has been made to exploit the special
characteristics of AmI environments.

AmI applications have to live with the fact that privacy and integrity can
not be preserved in every node of the network. This poses restrictions on the
information a single node can manage, and also in the way the applications are
designed and distributed in the network.

Of course, the inherent insecurity of embedded systems should not lead us to
not try hard to avoid compromises. We should guarantee that a massive attack can
not be fast enough to avoid the detection and recovery measures to be effective.
Therefore we should design the nodes as secure as the available resources allow.

In spite of the disadvantages of AmI environments from the security point of
view, there are two huge advantages of these kind of environments that we can
and should use to fight against attacks:

– Redundancy. AmI environments usually have a high degree of spatial redun-
dancy (many sensors that should provide coherent data), and temporal redun-
dancy (habits, periodic behaviors, causal dependencies), and both can be used
to detect and isolate faulty or compromised nodes in a very effective manner.

– Continuous adaptation. AmI environments are evolving continuously, there
are continuous changes of functional requirements (data requests, service
requests, user commands...), nodes appear and disappear continuously and
therefore routing schemes change, low batteries force some functionality to
be migrated to other nodes, etc.

In this article we propose a more secure approach to the design of AmI applica-
tions, by exploiting these two properties as much as possible. Section 2 describes
our approach in detail. In section 3 we review some of the most relevant attacks
and how this approach allows to detect and confine them. Finally, we draw some
conclusions in section 4.

2 AMISEC Architecture

We focus on the development of secure applications in future wireless sensor
networks, where many sensors provide data about observable magnitudes from
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the environment, and many actuators let the system act on the state of the
environment.

Following the Ackoff taxonomy for the content of the human mind, we classify
the content of the “ambient mind” into four categories:

1. Data: Symbols. It simply exists and has no significance beyond its existence
(in and of itself).

2. Information: Data that is processed to be useful; provides answers to “who”,
“what”, “where”, and “when” questions.

3. Knowledge: Application of data and information; answers “how” questions.
4. Intelligence1: Appreciation of “why”. It is the process by which new knowl-

edge is synthesized from the previously held knowledge.

The main characteristic of an intelligent ambient is the semantic enrichment
of environment based on the processing of data obtained from the environment
using a sensor network. This “ambient mind” enhances the semantics of the
environment by adding meaning to the objects. The objects are conscious of the
“who”, “what”, “where”, “when”, “how”, and “why”.

Data is obtained by sensor nodes, but as they are not trusted, most of the
remaining processing should be done in secure servers so that confidentiality
attacks do not succeed (note that data has no meaning by itself). Data is sent
to servers where it is processed to generate information, and then knowledge,
and then understanding, and then new meaning, which is returned back to the
environment. Individual nodes may be insecure, but the system should always
continue its function of semantic enhancement. Moreover, attacks of individual
nodes should not affect the decisions based on data from the environment. These
requirements are achieved by perusing redundancy to discard data from the
compromised nodes, and by changing the network structure and behavior at a
speed that is fast enough to prevent a chained attack to spread.

As confidentiality attacks become more dangerous as data is further processed,
there should be little or no processing at all in the sensor nodes, which are more
vulnerable.

2.1 Network Model

We consider the network composed by two kinds of nodes: wireless nodes and
servers. Wireless nodes provide data to the network to enable decisions to be
made. They have to be inexpensive, what usually implies very limited resources,
battery-powered, not maintained and hence insecure. Servers receive data from
sensors and make decisions in order to reach the applications objectives. These
decisions may imply to act in the environment and therefore they have to be
secure. Servers are usually well maintained, wire-connected and their resources
are not usually constrained.

1 Actually, this category comprises two from the Ackoff taxonomy: understanding and
wisdom.
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In order to improve network scalability and throughput, we use a clustering
technique based on Random Competition based Clustering (RCC) [6] to con-
struct a multi-level network structures. Previous approaches [7,8,9] group nodes
into clusters, and within each cluster a node is elected as a cluster head. Clus-
ter heads together form a higher-level network, upon which clustering can again
be applied. This structure simplifies communication and makes it possible to
restrict bandwidth-consuming network attacks like flooding to a single cluster.

For a wireless network with n nodes capable of transmitting at Wbits/s,
according to [10], the throughput, T , for each node under optimal conditions is

T = Θ

(
W√
n

)

Thanks to the clustering approach, in a two-level mobile backbone network
where the number of nodes is n and the number of clusters is m, the throughput
in the lower level becomes

T1 = Θ

(
W1√
n/m

)

and in the higher level

T2 = Θ

(
W2√

m

)

Node clustering, however, reduces redundancy and introduces single points
of failure, as an intruder could control a whole zone by attacking its cluster
head. The solution we propose is to introduce redundancy again. Every node
in the network will have several cluster heads and will distribute messages ran-
domly between them. This additional redundancy does not reduce the maximum
throughput because at any given time the network structure is exactly the same
as in the pure RCC scheme.

It may be argued that for every node to have two cluster heads, we need to
double the backbone nodes so that there are twice as much backbone nodes in the
coverage area. While it is true that more nodes have to belong to the backbone,
this does not imply any reduction of the attainable throughput, as at any given
time half the backbone nodes will not be used as such, and therefore the network
structure remains exactly the same as in the pure RCC case. On the contrary,
the burden of routing backbone messages is more distributed and therefore the
penalty in energy consumption of being a cluster head is significantly reduced.

2.2 Assumptions

We assume that servers are secure and reliable.
The number of wireless nodes is assumed to be huge compared to the number

of servers.
Due to being physically accessible and resource-constrained, wireless nodes

are considered to be vulnerable. We assume an intruder can seize control of any
wireless node in a minimum time ta.
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As redundancy is good to detect and isolate attacks, any device providing
useful information should be welcomed. Therefore, we assume that new wireless
nodes can be added dynamically to our network without any restriction.

2.3 System Architecture

The AMISEC approach is based on leveraging the two weapons that we have
to detect and resist to attacks and failures: redundancy (spatial and temporal),
and continuous adaptation. Also, we know that individual wireless nodes are
vulnerable to attacks, and therefore no important decision should be made by a
single node and no significant information should be stored in a single node.

We propose a software architecture based on many independent agents with
simple and clear responsibilities. An AMISEC agent is an independent piece of
software that is able to act on your behalf while you are doing other things (they
are proactive), and it does this based on its knowledge of your preferences and
the context. This knowledge is stored in servers and it is available to the network
nodes through the use of passive services.

Individual sensor nodes are not trusted by default, and therefore the notion
of trust is built dynamically by comparing a sensor with its neighbourhood. For
this reason, every agent that needs to take into account data coming from sensor
nodes or any derived information uses a trust-based decision framework that is
further described below.

Trust-based decision framework. We follow the definitions and beliefs of
Boukerch et al. in [11] concerning the distinction between trust and reputation.

Trust is the degree of belief about the future behavior of other entities. Trust
is subjective and it is based on past experiences.

Reputation, on the other hand, is the global perception of an entity’s behavior,
and it is based on the trust that others hold on that entity. It is mostly objective
and it has some influence in the evolution of trust in every node.

To consider a data item to be valid we use two consistency tests. The data
item is said to be s-consistent or consistent with the spatial redundancy if it
is consistent with the data provided by the majority of sensors that provide
measurements of the same variable. For example, for a presence event from a
PIR detector to be valid, the majority of nodes monitoring the same area should
also detect presence. In this evaluation every sensor is weighted with the trust
value the receiving node has about the source node.

A second way to discard bad data is to evaluate each data item against tem-
poral data redundancy. Each routing element stores a limited set of previous
values for each variable directly routed through itself. The data item is said to
be t-consistent if the variation against previous data is normal for that variable.
For example, if a temperature value changes drastically and it is not maintained
during some time, maybe a routing element has been attacked.

Both properties, s-consistency and t-consistency, are dependent on the vari-
able being measured.
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To model trust and reputation in our agent system, every node in the network
maintains a trust table with entries for every relevant neighbor node.

When a new node is discovered, the initial trust value is 0.
Whenever a new message containing a new measurement of the external vari-

able v arrives, trust on node i is recalculated as follows.

dv(t) = Av({τi(t − 1), dvi(t)})
τi(t) = T (τi(t − 1), dv(t), Hvi)

Hvi represents all the data values of the variable v provided by node i that are
stored in this node (history is usually truncated to reduce memory requirements).
Av is an aggregation function that depends on the variable being measured, and
it does not take into account data coming from a node with negative or zero
trust value. T is also an aggregation function with these properties:

– If τi(t−1) is negative, the data item is discarded and no further processing is
done for this message (repeated inconsistencies may lead to negative values
of trust).

– If the new data element dvi(t) is s-inconsistent and t-inconsistent, it is stored
in the local history (discarding the oldest value), but it is not taken into
account for trust recalculation.

– If it is s-inconsistent with other sensors’ data but t-consistent with previous
values of the same sensor, trust on sensor i decreases.

– If it is s-consistent and t-consistent and current trust is positive, trust in-
creases.

As can be seen, trust computation condenses historical information, and there-
fore it is bad, as we lose redundancy. On the other hand, resources are tightly
constrained and we have to reduce storage requirements to a minimum.

To avoid some attacks, temporal disappearance means loss of positive trust
(not negative). Whenever it appears again, it will get a 0 trust value.

There is a second method to feed trust values back from redundancy analysis:
reputation messages from the servers.

From time to time, nodes communicate their trust tables to the servers. This
is done at the routing level by adding this trust information to messages that
are being sent to the same destination. Servers are not resource constrained by
assumption, and therefore they can store all the historical information for future
analysis. The adequate combination of all the trust data of a zone generates the
global reputation data:

ρvi(t) = R(ρvi(t − 1), Hvi)

Where Hvi represents all the history of data values of the variable v provided
by sensor i, and R is another aggregation function. Well-behaved nodes increase
their reputation; bad-behaved ones decrease their reputation. Multiple agents
can be running on the trust servers to look for attack evidences in the message
history, and proactively reduce reputation values of suspect nodes.
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Table 1. Parameters that can be adjusted dynamically to adapt the environment to
possible attacks

Parameter Description
Redundancy-related

Np Number of reputation tables stored in a node.
Nd Number of values stored for each sensor/value pair.
Nr Number of routers per node.

Adaptation-related
tτ Time between trust data messages sent to the reputation servers.
tρ Time between reputation data messages from the servers to the nodes.
tv Time between sensor data messages from the sensor nodes to the network.
tr Minimum time between messages containing route information.

Whenever a server decides that it has to act in the environment by modifying
trust values for ill-behaved nodes, it broadcasts the reputation information of
all the nodes in that zone. This message is repeated from time to time until the
data the server receives from that zone is consistent with the global reputation
information.

A wireless node will never take into account this reputation information unless
it has been received from different routers (cluster heads). Thus, redundancy in
routing paths and trust merging in secure servers allows us to feed good and
bad reputation back to the network without being vulnerable to bad mouthing
attacks.

The trust data sent to the servers is enough to detect most, if not all, common
attacks. However, it is not enough to find the concrete faulty or compromised
node, and therefore the servers would not be able to confine the attack. The
solution we propose is to include the routing path in some of the messages. This
way, by analyzing the paths of messages with t-consistent and s-consistent data
it is easy to discard well-behaved nodes. Note that routing paths coming from a
compromised node could have been faked.

The confinement agents act directly by decreasing the reputation values of
the suspect nodes.

A number of parameters (see table 1) can be dynamically adjusted in order
to adapt the environment to possible attacks. If the risk increases, we increase
the local amount of redundancy around the affected area.

Sensor agents are the simplest ones. They usually run on wireless nodes and
provide measured data of external variables to the network, by sending messages
to their routing agents. The message rate depends on the variation rate of the
variable being monitored. This message rate should be enough to ensure that
data items do not change too fast and therefore temporal redundancy can be
used to detect failures or attacks.

Each sensor agent is associated to a sensor device and generates a sequence of
measurements dvi(t), dvi(t + 1), ... where v is the variable being measured and i
is the sensor agent id. Each data item is annotated with a time stamp, to detect
temporal anomalies.
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Although they do not consume data from other sensors, they need to maintain
a trust table for their routing elements, that will only evolve with reputation
information coming from the servers. Unlike in routing elements, the initial trust
value for a routing element is positive, and the distribution of messages is uniform
between all the routing nodes with positive trust.

Actuator agents operate physically on the environment (light switches, elec-
tronic equipment controls, alarms, etc.). They are especially critical because 1)
they are usually not redundant, and 2) any operation on them causes a physical
effect on the environment. Therefore the nodes running actuator agents should
be at least as tamper-resistant as the physical element they control. To ensure
that an intruder can not operate remotely on an actuator, only servers can send
operation requests to these agents and they should use robust asymmetric en-
cryption algorithms. As security and processing requirements are higher, these
nodes are usually main powered.

Data flows from sensors to servers and from servers to actuators. There is no
feedback from actuators to servers. So if an actuator is attacked, the assailant
will not be able to access to the others entities in the network.

Logically, an actuator works as a passive service, but it also develops a trust
model of its environment, which is fed to the servers.

Aggregation agents reduce the redundancy by combining several data items
using a known aggregation function. The only reason to apply these aggregations
is to reduce the amount of data sent to the servers, allowing the system to scale.

Trust computation implies also an aggregation of spatial and temporal redun-
dant data that is held in a node.

Services are passive elements that can be used by other nodes in the network.
They usually run in servers.

Some of the services that have important roles for security reasons are: object
tracking system, user tracking system, user modeling system, and common sense
database.

2.4 Identity, Authentication, and Authorization

In this kind of environments there are two types of identity: object identity and
user identity.

Objects are every traceable element in the network (a wireless sensor node,
a camera, a remote control device, etc.). They are freely added to the network
and they will only be isolated by the system in case of bad behavior.

Object identity is handled by the object tracking system, a server that stores
and processes all the location information of network objects.

Different agents provide location information about the objects in the network.
From the security point of view, the main purpose of the object tracking

system is to be able to detect and confine sybil attacks [12].
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Authentication is implicit and linked to the concept of reputation. When the
system has enough consistent data from an object identity, its reputation will
grow and it is considered to be authenticated.

User identity is handled by the user tracking system. User identities are logical
identifiers that are used to handle permissions in the environment. They are
linked to objects automatically, based on the analysis of the data coming from
the environment, the user model (preferences, habits, etc), and the common
sense (we use a common sense database based on OpenMind’s).

As previously seen, actuators have to be more secure because they can operate
on the environment. No agent is allowed to use directly an actuator. They send
an actuation request to the authorization service, and this service, if the object
is linked to a user identity with permissions and the action is considered to be
secure, will use the actuator. In our current implementation the authorization
service holds the public keys for every actuator in the system and every operation
message is encrypted with the public key of the actuator.

3 Evaluation

Nodes of a sensor network need to access, store, manipulate and communicate
information. In AmI, nodes make decisions based on received data. Therefore,
the system must guarantee data reliability. Some applications will require the
use of sensitive information. In that case, measures to ensure data confidentiality
should be taken into account. In this section, we will analyze the different kinds
of attack that a sensor network is exposed to.

Confidentiality attacks attempt to access to the information stored in the sen-
sor network. The network can use well-suited cipher algorithms [13] to provide se-
curity against attacks to communications. Due to resource constraints, nodes are
more vulnerable to the attacks than communications. Some approaches suggest
ciphering stored data [14]. Nevertheless, a combination of logical (cryptography
weakness and Trojan horses), and physical (DPA, SPA, micro-probing, reverse
engineering) attacks could break the ciphering and access the information.

Due to the characteristics of the sensor nodes, it is not possible to secure its
data against attacks. Even if we cipher the information in the devices, an attacker
could use an approach based on logical and physical attacks that could break
the ciphering. Since attackers have physical access to the nodes and nodes have
limited resources, vconfidentiality should be based in the main characteristics of
sensor networks: distribution and redundancy.

Attacks against the confidentiality of node information attempt to access to
the information stored in a sensor. If the attack successes, the attacker will
obtain the information stored in it, but it is only raw data, not significant by
itself. In addition, mapping that information with a concrete user is impossible
because mapping information is stored in servers or distributed among a very
large number of nodes. While the number of nodes holding some particular
information remains much higher than the number of attacked nodes, attackers
will not be able to obtain meaningful information.
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When attacking to the confidentiality of communications, an intruder listens
to the channel trying to obtain some information. Due to sensor redundancy and
information distribution, the attacker should break all communications between
sensors and routers to obtain some significant information. The use of some cipher-
ing algorithms will help protecting the system. Since the network is big enough, an
attacker that listens to the channel will obtain only a set of dvi(t). By definition,
that set will not represent any meaningful information, so the attack will fail.

Whether it is jamming, collision or flooding, the effects of a denial-of-service
attack in the network are similar: loss of messages and node disappearance. The
seriousness and extension of the attack depends on the number of nodes, the
stack layer where it takes place and several other parameters. Nevertheless, it
leads some nodes to disappear. As no new value from these nodes arrives to the
routers, as trust tables are sent to the servers, the global trust service will soon
discover that the latest values coming from these nodes are obsolete and it will
mark them as lost.

Local attacks can get worse if the compromised node stops routing properly,
changes the values notified by some sensors, or teleports messages to other area
of the network. A combined use of localization information (object tracking sys-
tem), and route analysis for messages coming from the same area (redundancy
in routing elements will ensure that not every message will go through the worm-
hole), allows to discover easily the bad routers. There are some proposals similar
to this one, like in [15] where authors propose a method based on location infor-
mation of each node and identity information in messages, or like in [16] where a
statistical process of network data is used to detect wormholes. AMISEC man-
ages the required data so both are feasible solutions for our system.

Integrity attacks are very difficult to avoid due to the weakness of wireless nodes.
But these are clear cases of local attacks. Local or node attacks are not relevant for
the AMISEC model, since redundancy allows losing nodes without any impact in
the behavior. Negative reputation can be used from the servers in order to confine
these attacks. Even if integrity of individual nodes is difficult to achieve, the use of
redundancy can reduce or eliminate the impact on the global system.

Most identity attacks can be considered special cases of the Sybil attack [12].
This attack can be dangerous because it reduces the effect of the system re-
dundancy. Our architecture avoids the Sybil attack by reducing its attack rate.
When an aggregation agent receives information from an unknown node, the
trust level default value is zero. This is enough to send data from this node to
the servers to collect behavior history, but not enough to be taken into account
in any decision or aggregation. If the node behaves correctly, its reputation will
grow eventually, but always at a controlled rate. If many sensors are appearing
in a short time in the same area, the required time to have positive reputation
will increase.

4 Conclusion

Wireless Personal Area Networks are based on many wireless, low cost, low
power, and low resources nodes. These characteristics and the possibility to
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access physically to the node make the nodes highly vulnerable to attacks. Cryp-
tography appears as clearly insufficient to maintain data confidentiality and in-
tegrity in the network.

We have proposed a holistic solution that assumes this node vulnerability to
address security issues in an intelligent ambient based on massive wireless sensor
networks.

Redundancy and fast continuous adaptation have been identified as the key
weapons to defend the system against attacks, and they are used consistently to
cope with security issues at different levels.

The AMISEC architecture is based on an agent system with supporting ser-
vices. Data flows from the sensors to the servers, where it is processed returning
relevant semantic enhancements back to the environment. Agents running in in-
secure wireless nodes never hold a significant information unit, what preserves
global confidentiality, and decisions are made in servers, what preserves integrity
if redundancy is used adequately.

Most attacks are detected by the analysis of the redundant data available in
the network and collected in the servers.

Decisions at different levels are supported by a trust-based framework where
trust data only flows from the sensors to the servers and reputation only from
the servers to the sensors.

The resulting approach takes into account practical issues, such as resource
limitation, bandwidth optimization, and scalability.

Based on these results we claim that our approach provides a practical solution
for developing secure AmI applications.

Acknowledgments. This work was funded partly by the Spanish Ministry of
Industry, Tourism and Trade, under the CENIT Project Segur@, and partly by
DGUI de la Comunidad Autónoma de Madrid and Universidad Politécnica de
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underlying mobility model.

Keywords: wireless Ad Hoc networks security, mobility models, node capture
attack detection, distributed protocol, resilience.

1 Introduction

The capacity of Ad Hoc networks to operate without requiring an existing infrastruc-
ture, makes Ad Hoc networks an ideal candidate for the deployment in harsh environ-
ments to fulfill law enforcement, search-and-rescue, disaster recovery, and other civil

� This work was partly supported by: The Spanish Ministry of Science and Education
through projects TSI2007-65406-C03-01 “E-AEGIS” and CONSOLIDER CSD2007- 00004
“ARES”, and by the Government of Catalonia under grant 2005 SGR 00446.

�� Corresponding author.
��� Also with Dipartimento di Matematica, Università di Roma Tre, L.go S. Leonardo Murialdo
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applications. In these cases, another appealing operating feature is for Ad Hoc networks
to operate in unattended manner. However, this comes at a cost: Ad Hoc networks can be
prone to different kinds of novel attacks. For instance, an adversary could eavesdrop all
the network communications, or it might capture (i.e. remove) nodes from the network.
These nodes can then be re-programmed and deployed within the network area, with
the goal of subverting the data aggregation or the decision making process. Another
range of possible attacks is known as sybil attack [17], where a single node illegiti-
mately claims multiple identities —stolen from previously captured nodes. Finally, the
clone attack occurs when a node is first captured, then tampered with, re-programmed,
and finally replicated in the network. A few techniques exist to delve with the former
attack: based on RSSI [7]; leveraging key-based authentication; and, probabilistic solu-
tions based on node cooperation [4].

An application for node capture detection could be the LANdroids [13] research pro-
gram by the U.S. Defense Advanced Research Projects Agency (DARPA). This research
program has the aim to develop a so-called: Smart robotic radio relay nodes for battle-
field deployment. LANdroid mobile nodes are supposed to be deployed in hostile en-
vironment, establish an ad-hoc network, and provide connectivity as well as valuable
information for soldiers that would later approach the deployment area. An adversary
might attempt to capture one of these nodes. We are not interested in the goals of the
capture (that could be, for instance, to re-program the node to infiltrate the network, or
simply extracting the information stored in it); but on the open problem of how to de-
tect the node capture that represents, as shown by the above cited examples, a possible
first step to jeopardize an Ad Hoc network. Indeed, an adversary has often to capture a
node before being able to launch other more vicious, and may be still unknown, attacks.
Node capture is one of the most vexing problems in Ad Hoc network security [18]. In
fact, it is a very powerful and hard to detect attack. We believe that any solution to this
problem has to meet the following requirements: (i) to detect the node capture as early
as possible; (ii) to have a low rate of false positives—nodes that are believed to be cap-
tured and thus subject to a revocation process, but that were not actually taken by the
adversary; (iii) to introduce a small overhead. The solutions proposed so far are not effi-
cient [18]. Moreover, due to the distributed nature of Ad Hoc networks, naı̈ve centralized
solutions, although it can be in principle applied, present drawbacks like single point of
failure and non uniform energy consumption. The unique requirements of the Ad Hoc
network context call for efficient and distributed solutions to the node capture attack.

The contribution of this work is to investigate the influence of a realistic mobility
scenario over our proposed framework. In particular, we consider the traces in [20]: The
traces were collected distributing iMotes to students attending the 3-days INFOCOM
2005 student workshop. The number of devices is 41, and they were programmed to
log contacts of the meeting with other devices. We study the characterization of these
real traces against the Random Waypoint Mobility Model. Extensive simulations results
show the quality of the underlying protocol for the node capture detection as well as the
fact that mobility models have a relevant impact on the performance of the underlying
algorithm. This provides an insight on the fact that protocols design cannot be separated
from the underlying mobility models they are supposed to operate upon.
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The paper is organized as follows. Section 2 presents the related work in the area.
Section 3 describes our approach for the node capture detection in Mobile Ad Hoc
networks. In Section 4 we report the results of an extensive set of simulations of our
proposed approach considering both the RWMM and a real mobility trace. Finally,
Section 5 introduces some concluding remarks.

2 Related Work and Background

Mobility as a means to enforce security in mobile networks has been considered in [3].
Further, mobility has been considered in the context of routing [10] and of network
property optimization [15]. In particular, [10] leverages node mobility in order to dis-
seminate information about destination location without incurring any communication
overhead. In [15] the sink mobility is leveraged to optimize the energy consumption of
the whole network. A mobility-based solution for detecting the sybil attack has been
recently presented in [19]. Finally, note that a few solutions exist for node failure de-
tection in Ad Hoc networks [11]. However, such solutions assume a static network,
missing a fundamental component of our scenario, as shown in the following.

We recently proposed a solution that uses node mobility to cope with the node cap-
ture attack [5]. The solution relies on the meeting frequencies between honest nodes
to gather information about the absence of captured nodes. A property similar to that
of node ”re-meeting” has been already considered in [6]. However, in [6], the authors
investigate the time needed for a node to meet (for the first time) a fixed number of other
nodes. While the results given in [5] are encouraging, the specific solution proposed re-
quires a high overhead to bound the number of false positive (wrongly revoked nodes).
Note that, without this bounding mechanism the number of false positive would be un-
acceptable. In this work we consider a slightly improved version than the one in [5]. In
particular, the improvement is a a presence-proving mechanism used by allegedly cap-
tured nodes to show their actual presence in the network (that is, bounding the number
of false positive).

Our previous solution [5] is based on the simple observation that if node a will not
re-meet node b within a period λ, than it is possible that node b has been captured. The
solution is build upon this intuition to provide a protocol that makes use of local cooper-
ation and mobility to locally decide, with a certain probability, whether a node has been
captured or not. The solution does not rely on any specific routing protocol: We resort
to one-hop communications and to a sparing use of a message broadcasting primitive.
This distinguished feature helps keep our protocol simple, efficient, and practically de-
ployable, avoiding the use of sophisticated routing that can introduce complexity and
overhead in the mobile setting. Furthermore, our experimental results demonstrated the
effectiveness and the efficiency of our proposal. For instance, for a given energy budget,
while the benchmark requires about 4,000 seconds to detect node capture, our proposal
requires less than 2,000 seconds.

The previous work [5] studied the proposed capture detection solution considering
the Random Waypoint Mobility Model (RWMM). While the RWMM has been widely
used in literature [23,2] different drawbacks of this model has been raised [12,24], and
it might not be the best model to capture a ”realistic” mobility scenario, as highlighted
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in [21]. In the last two years, different interesting mobility model has been proposed,
particularly for human mobility [16]. However, while a mobility model is useful to
fast and easily analyse new protocol ideas, the best way to understand how a protocol
performs on real scenario is to use real mobility traces.

3 Leveraging Node Mobility and Node Cooperation for the
Capture Detection

The aim of a capture detection protocol is early detection of a node removal. In the
following we also refer to this event as a node capture. The capture detection protocol
should be able to identify which is the captured node, so that its ID can be revoked
from the network. Revocation is a fundamental feature—if the adversary reintroduces
the captured (and possibly reprogrammed) node in the network, the node should not be
able to take part to the network operations.

Our node capture detection approach [5] is based on the intuition that leveraging
node mobility and cooperation helps node capture detection. In this section we present
an improved version of the protocol in [5]. In particular, Section 3.1 presents the as-
sumptions and notations, Section 3.2 presents an overview the protocol while we use
the improved version for studying the performances in real mobility traces in Section 4.

3.1 Assumptions and Notation

The assumption at the base of our protocol is that if a node has been absent from the
network for a given interval time (that is no one can prove its presence in that interval)
the node has been captured. Indeed, we could incur in wrong revocation if the node
is actually not captured but, for example, only disconnected for that considered time
interval.

In the following we define a false positive alarm as an alarm raised for a node that
is actually present. Another issue is Denial of Service (DoS). Indeed, since alarms are
flooded in the network (as it will be clear in the following), it could be possible for a
corrupted node to trigger false alarms so as to generate a DoS. This issue is out of the
scope of this paper, however, for the sake of completeness, we sketch in the following
a possible solution. The impact of false positives can be mitigated noting that it could
be possible, once the recovery mechanism detects a false alarm, to associate a failure
tally to the node that raised the false alarm. If the tally exceeds a certain threshold, the
appropriate action to isolate the misbehaving node could be take.

Further, we assume the existence of a failure-free node broadcasting mechanism
[14]; and, finally, we point out that addressing node-to-node secure communications,

Table 1. Time-related notation

Symbol Meaning

σ Message propagation delay.
λ Alarm time used in the cooperative protocol.
δ Time available to the allegedly captured node to prove its presence.
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addressing confidentiality, integrity, privacy, and authentication are out of the scope of
this paper. However, note that a few solutions explicitly addressing these points can be
found in literature [22, 8].

Table 1 resumes the intervals time notation used in this paper.

3.2 The Protocol

In this section we describe an improved version of our previously proposed detec-
tion protocol [5]: The node Capture detection protocol that leverages Mobility and
Cooperation (in the following also called CMC Protocol). We start from the follow-
ing observation: If node a has listened to a transmission originated by node b, at time t,
we will say that a meeting occurred. Now, nodes a and b are mobile, so they will leave
the communication range of each other after some time. However, we expect these two
nodes to re-meet again within a certain interval of time, or at least within a certain time
interval with a certain probability. Basically, each node a is given the task of witnessing
for the presence of a specific set Ta of other nodes (we will say that a is tracking nodes
in Ta). For each node b ∈ Ta that a gets into the communication range of, a sets the cor-
responding meeting time to the value of its internal clock and starts the corresponding
time-out, that would expire after λ seconds. The meeting nodes can also cooperate, ex-
changing information on the meeting time of nodes of interests —that is, nodes that are
tracked by both a and b. Note that node cooperation is an option that can be enabled or
disabled in our protocol. If the time-out expires (that is, a and b did not re-meet within
λ seconds), the network is flooded with an alarm triggered by node a. If node b does not
prove its presence within δ seconds after the broadcasted alarm is flooded, every node
in the network will revoke node b.

The CMC protocol is event based. In particular, every node a has to manage the
following events:

– Meeting with node b (Procedure CMC Meeting);
– A alarm time-out (λ) expires (Procedure CMC TimeOut(IDx));
– Receiving a message m; (Procedure CMC Receive(m))

In the following, we briefly describe the CMC protocol operations for each of the
previous three steps. We refer to [5] for a deeper description of the protocol.

3.3 Meeting

When node a meets node b, node a checks if it is supposed to trace node b (that is if
b ∈ Ta). Assume that b ∈ Ta, then a further check if b is already revoked: To do so,
each node stores a Revocation Table (RTa) that lists the revoked nodes. If both previous
tests succeed, then a updates the information about the last meeting with node b. Node
a stores in a Time-out Table T Ta the ALARM and REVOKE time-outs (the use is
explained in Section 3.4).

In the cooperative version of the protocol the following scenario is also considered.
Assume nodes a and b are both tracing a third node c. Assume the last meeting between
a and c happened at time t1 and the last meeting between b and c happened at time
t2. If t1 > t2 (t2 > t1), i.e. a met c more recently than b, the cooperative algorithm also
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executes the CMC Meeting procedure on node a (b), considering a meeting with node
c. We refer to this non-physical meeting as virtual meeting.

When two node meets they send each other a CLAIM message (something similar is
simulated for virtual meetings). The use of ALARM and CLAIM messages is explaned
in Section 3.5.

3.4 Time-Out Expires

If an ALARM time-out Expires—node a did not meet node IDb for a time λ—a floods
the network with an ALARM message and set a new REVOKE time-out for node b.

If a REVOKE alarm expires—δ seconds elapsed from the alarm triggering with-
out suspected captured node presence evidence—a node revocation procedure for the
suspected node is executed.

3.5 Receiving a Message

Assume the message is of type ALARM. The executing node checks that the alarm is
not related to itself and the suspected node, IDx, is not already revoked. In this case,
the REVOKE time-out is set for node b. If the ALARM is related to the executing
node itself, node a floods the network with a presence CLAIM message. This measure
prevents false positive detection—that is, the revocation of nodes that are active in the
network.

On the other hand, assume the received message is of type CLAIM (this means that
a node that was the target of an ALARM message is proving its presence). A virtual
meeting between a and the wrongly accused nodes is triggered. The overall result is
that node a disables the REVOKE time-out for that node while restarting the ALARM
time-out for the same node.

4 Simulations and Discussion

In this section, we present the results of an extensive set of simulations of our capture
detection protocol. In particular, we show simulations results analyzing the characteri-
zation of real mobility and the main difference with the RWMM.

While mobility models based on randomly moving nodes may, for example, provide
useful analytical approximations to the motion of vehicles that operate in dispatch mode
or delivery mode [1], it is not directly applicable to others scenario-inspired mobility
models [21]. In this section, we present the results of the simulations that we run in order
to understand the characterization of a real mobility pattern. We run these simulations
for both the INFOCOM mobility trace and the RWMM in order to also get the difference
between a synthetic model compared to a realistic one.

We implemented a simulator of our protocol that takes as input a trace of nodes
mobility—every nodes meeting is described by the couple of participating nodes id and
the time of the meeting. We ran multiple simulations of the CMC protocol (with and
without cooperation) on both the INFOCOM trace and the RWMM synthetic trace. We
generate the synthetic trace for the RWMM using the previous implementation of the
RWMM [5], considering 41 nodes deployed in a 1,000x1,000m2 area and a transmission



The Quest for Mobility Models to Analyse Security in Mobile Ad Hoc Networks 91

 0

 500

 1000

 1500

 2000

 2500

Base
INF.

Coop
INF.

Base
RWMM

Coop
RWMM

Base
INF.

Coop
INF.

Base
RWMM

Coop
RWMM

T
im

e(
s)

Base INFOCOM mean
Base INFOCOM standard deviation

Cooperative INFOCOM mean
Cooperative INFOCOM standard deviation

Base RWMM mean
Base RWMM standard deviation

Cooperative RWMM mean
Cooperative RWMM standard deviation

Fig. 1. Mean and Standard Deviation of the Detection Time: n=41, |T |=41, λ=5,400s, δ=30s

range of 15 meters. Note that, for generating the RWMM synthetic trace, we set the
parameters values similar to the ones used for the INFOCOM trace [20] ( [20] considers
41 Bluetooth devices, where radius nodes range from 10 to 20 meters).

We considered the events of the first day split in 8 intervals of 3 hours each. For
each of the 41 nodes, we simulated its capture at the end of every given intervals;
these resulting in a total of 328 simulations for every combination of protocol ver-
sion (base and cooperative) and trace (RWMM and INFOCOM). For every point we
run the protocol and measured the detection time. For every combination setting (ver-
sion and trace), Figures 1 reports the mean and the standard deviation of the detection
time for all of the 41*8=328 points. We observe that for both the RWMM and the IN-
FOCOM trace, the means in the base version of the protocols are lower than in the
cooperative protocol. However, we cannot conclude that the base version is better than
the cooperative because of energy consumption aspects later described. If we compare
the means on the INFOCOM trace with the means on the RWMM trace, we observe
that the means of the base and cooperative protocols on INFOCOM have a mean de-
tection time lower than the cooperative in the RWMM, but higher than the base in the
RWMM.

To better explain the increase of the detection times in the cooperative version, we
plot the number of false alarms sent by the nodes when the simulations are run without
capturing any node—this is a protocol overhead cost. In particular, Figure 2 shows for
every node in the network (x-axis), the number of false alarms (z-axis) it sends claiming
the capture of another node (y-axis).

From Figure 2, we observe that the base protocol in the RWMM (Figure 2(a)) has a
high number of alarms, while the cooperative protocol on the same trace (Figure 2(b))
has a low number of alarms. The same pattern is present in the Figure 2(c), where the
number of false alarms in the base is higher then in the cooperative (Figure 2(d)). Note
that, the base protocol relies only on its own information over the monitored nodes. On
the other hand, the cooperative version uses also evidences collected by other nodes.
This difference makes the cooperative version more accurate than the base version on
the raise of alarms. In fact, the number of false alarms sent by each node is higher in
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Fig. 2. Number of false alarms: n=41, |T |=41, λ=5,400s, δ=30s

the base version rather that in the cooperative one. As a consequence, the detection
time in the base protocol is lower than in the cooperative one because of the higher rate
of alarm raised (this motivates the shape of Figures 1). Note that, the false alarms of
the RWMM graphs are grouped together; on the top of the graph for the base protocol
and on the bottom for the cooperative. Another observation that can be expressed, is
that the false alarms for the INFOCOM trace are more distributed, and they present
some isolated points, as node 31. This is explained because of the peculiarity of the real
mobility patterns versus the synthesized one. In fact, the synthesized mobility patterns
tends to uniform the nodes’ behavior.

We plot Figure 3 to better compare the difference on the number of false alarms
raised in the RWMM trace and in the INFOCOM trace. Figure 3 summarized the results
of Figure 2. In particular, Figure 3 shows for each node in the network (x-axis) the
number of alarm its sends (y-axis).

Figure 4 shows for every node in the network (x-axis), the number of meetings (y-
axis). We observe that the synthesized trace (Figure 4(a)) makes the number of meetings
uniform. In particular, all the nodes have a number of meeting close to 580. On the other
hand, in the real mobility trace, we have both nodes with a high number of meetings,
i.e. node 40 has about 1,400 meeting, and nodes with a low number of meeting, i.e.
nodes 12 and 31 have less than 200 meetings.
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Fig. 3. Sums of false alarms: n=41, |T |=41, λ=5,400s, δ=30s
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Fig. 4. Total Number of Meetings

In Figures 5, we plot the sums of the number of messages sent by all the nodes for
everyone of the 328 previous simulations. In particular, for each node (x-axis) and for
each of the 8 capture intervals (y-axis) we plot the sums of the number of messages sent
(z-axis) by all the nodes in the network. Each simulation ends when the capture of the
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Fig. 5. Total Number of Floodings: n=41, |T |=41, λ=5,400s, δ=30s

node is detected. If a node is captured in the first intervals (i.e. after 3 hours from the
first event in the trace) the detection will occur in a shorter time than if it is captured
towards the final intervals (i.e. after 24 hours from the first event in the trace). Thus, in
the simulations where the capture occurs in the first intervals, the nodes run the CMC
protocol for a shorter period than in the simulations where the capture occurs in the last
intervals. As a consequence, the sum of the number of messages (z-axis) sent by the
nodes increases together with the capture intervals (y-axis).

From Figures 5, we observe that, given a fixed value on the y-axis, we have a uniform
value on the z-axis for each value on the x-axis. That is, given a capture time-interval,
the sum of the number of messages is uniform for each captured node. This is explained
because, given a capture interval, the detection time is uniform for each node captured.
Thus, the node runs the CMC protocol for a uniform time for each node captured. Note
that, the INFOCOM graphs (Figures 5.(c) and 5.(d)) show some isolated points. For
example, in the simulations where nodes 6 or 15 are captured in the first interval (i.e.
after 3 hours from the first event in the trace), the number of messages is higher than the
number of messages generated when the nodes are captured at the end of the simulation
periods (i.e. after 24 hours from the first event in the trace). This is because the first
meetings of nodes 6 or 15, with any other node of the network, occurs after the first 3
hours. If we simulate the capture of node 6 or 15 before they meet any other nodes, then
the nodes 6 and 15 are not monitored by any node of the network. As a consequence,
the capture of node 6 or 15 is not detected, and the simulation does not stop until the
end of the INFOCOM trace. This explains why nodes 6 and 15 are quite apart from the
remaining nodes in the graphs.
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5 Conclusions

In the first part of the paper, we reviewed and improved our previous solution for the
node capture detection that leverages node mobility and node cooperation. Later, we
investigated the influence of a realistic mobility scenario over a benchmark mobility
model (Random Waypoint Mobility Model), using as underlying protocol the above
proposal. We showed via extensive simulations the relevance of the mobility model over
the achieved performances, measured in terms of: detection time; number of messages
and network flooding; and, number of meetings between the nodes. Results indicate
that in mobile ad-hoc networks the quality of the solution provided is satisfactory only
when it can be adapted to the nodes underlying mobility model.

Our future work aims at investigating detection protocols leveraging: i) the specific
mobility pattern the detection protocol is applied to; and, ii) topology maintenance
protocol— [9].
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Abstract. This paper describes a new approach to developing and evaluating
protocols and applications for Delay-Tolerant-Networking based on RDTN, a
DTN bundle protocol agent (BPA) implementation written in Ruby. RDTN is
light-weight and flexible so that it can be used in DTN application and protocol
development as well as in research of DTN-related topics such as routing or con-
vergence layers. RDTN provides a programming language-independent interface
for client applications, an interactive environment for tests and a simulation mode
for running multiple instances of the RDTN code in a simulated network environ-
ment. This paper describes the design of RDTN and its application to agile DTN
protocol development.

Keywords: DTN, Implementation, Simulation.

1 Introduction

Delay-Tolerant Networking [1] has evolved from a pioneering research platform to-
wards a well-defined, experimental protocol suite with complete specifications of the
overall architecture [2], of the bundle protocol [3], and of different convergence layer
protocols. These specifications have been proven to be implementable by the DTN Ref-
erence Implementation [4] and other implementations. The main DTN characteristics
are: asynchronous, message-oriented store-carry-and-forward-based communications,
often leveraging opportunistic networking, with a late-binding-based addressing
framework.

The focus of the current research and development work has broadened from inves-
tigating the general properties of message-oriented store-carry-and-forward communi-
cations towards other topics, including but not limited to: DTN routing [5], [6], [7],
applying DTN to various scenarios [8], [9], [10], convergence layers [11], [12], DTN-
based overlay protocols [13], [14] and various DTN-based applications [15].
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Research and development work in these areas often requires development of new
complementary protocols and applications that need to be validated in different scenar-
ios. In the early stages of the development of new protocols, it is particularly important
to be able to quickly assess the performance and to check the correctness of the imple-
mentation. Based on these test, the protocol can be iteratively improved, before much
effort is wasted on sub-optimal first attempts. In allusion to software engineering ter-
minology, we call this approach agile protocol development. The quick feedback loop
required for this approach is based simulations, as they allow for analyzing the be-
haviour of networks in larger scenarios than what is achievable with experimentation
alone. Simulations can also provide deterministic and reproducible conditions.

RDTN was designed as a platform for DTN research and agile DTN protocol devel-
opment. It is a simple implementation of the bundle protocol [3] and can be easily and
quickly extended for DTN-related research experiments, e.g., for developing conver-
gence layers, routing protocols, and applications. RDTN is usable, robust, and portable,
so that it can be used in field tests of delay-tolerant networks. It also includes a simu-
lator, which enables developers to evaluate their DTN development code without any
modification in a controllable simulator environment – providing typical advantages
of simulated execution: automated simulations, reproducable conditions, independence
from real-time clocks etc. RDTN is implemented in Ruby1 – a dynamic programming
language enabling simple and concise solutions to a wide range of programming prob-
lems. E.g., as a dynamic programming language, Ruby enables us to dynamically extend
the DTN router by adding new protocol functions without requiring explicit compiling
and linking steps, which also fits well to the late-binding addressing concepts of the
DTN architecture, because code can be loaded into a running process when incoming
data requires special handling not included in the basic functionality.

This paper is structured as follows: Section 2 compares RDTN with other Bundle
Protocol implementations. Section 3 presents RDTN’s main architectural characteristics
and describes its components. Section 4 explains the discrete event simulator integrated
in RDTN. Section 5 concludes this paper and highlights directions for future work.

2 Related Work

The architecture [2] developed by the DTNRG2 introduces a bundle layer as an overlay
for interconnecting different challenged networks. Nodes using this overlay communi-
cate by sending asynchronous messages called bundles. The overlay can be attached
anywhere in the stack, with convergence layer adapters providing an interface to the
lower layers. The DTN architecture does not assume the existence of an end-to-end
path between senders and receivers, so that bundles are delivered using the store-carry-
and-forward paradigm. Moreover, the architecture does not require a single addressing
structure to be used throughout the network. Instead, late-binding is performed on the
endpoint identifiers (EID) which means that nodes only bind the EID to the parameters
of a convergence layer when it becomes necessary.

1 http://www.ruby-lang.org
2 http://www.dtnrg.org
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Currently, there are several implementations of the DTN architecture and the bundle
protocol. DTN2 [4] is the reference implementation by the DTN Research Group and is
considered the most complete implementation of the DTN specifications including pro-
posed extensions. DTN2 can be extended using IPC-protocols for external routing, stor-
age, and convergence layer modules. However, these mechanisms are restricted in their
flexibility as they need to adhere to a strict protocol definition. There is also a mechanism
to compile DTN2 into a discrete event simulator. RDTN is interoperable with DTN2 in
bundle processing functionality and the UDP and TCP convergence layers.

Interplanetary Overlay Network (ION)3 is an imlementation of the DTN bundle pro-
tocol focused on networks between spacecraft and other systems involved in space flight
missions. ION is interoperable the with reference implementation, and it includes a
simulator for links affected by delays imposed by signal propagation between nodes.
However, ION does not allow for simulations of terrestrial mobile networks.

IBR-DTN [16] and DTNlite [17] are implementations optimized for small devices.
DASM4 is an implementation for the Symbian mobile phone operating system. While
these implementations are well-suited to real-world testbeds, they are not intended to
be used for rapid development and testing of new approaches.

PyDTN5 is another implementation of the bundle protocol in a dynamic language –
Python6 in this case. It is interoperable with the DTN2 reference implementation, but
currently still at a very early development stage. While PyDTN and RDTN have the
dynamic implementation language in common, RDTN has a greater focus on being a
research platform by including a simulator.

The Opportunistic Network Environment (ONE) simulator [18] is a modular tool that
includes a mobility generator, a DTN simulator, and a visualization front-end. ONE im-
plements a variety of DTN routing protocols that can be simulated in scenarios either
imported from external traces or synthetically generated. While simulations in ONE al-
low for conclusions about the simulated algorithms, implementations for actual deploy-
ments need to be evaluated separately, as the implementation needs to be specifically
tailored to ONE’s API. RDTN, on the other hand, can be used both for simulations and
deployments, thus allowing for conclusions to be drawn about algorithms and imple-
mentations at the same time.

3 Architecture

A key concept of the RDTN bundle protocol agent is the notion of a flexible, modular
and extensible set of building blocks that are connected through an event-based coor-
dination mechanisms. This sections describes the motivation and the novel features of
this approach with respect to DTN development.

An instance of RDTN together with the applications using it, constitutes a node. A
node is structured into conceptual components: convergence layers, bundle handling,
contact management, routing, and persistent storage. Although the components need

3 https://ion.ocp.ohiou.edu/
4 http://www.netlab.tkk.fi/˜jo/dtn/index.html#dasm-code
5 http://dtn.sourceforge.net/hg/pydtn
6 http://www.python.org/
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Fig. 1. RDTN Architecture

to communicate with each other and share state, they are loosely coupled. When the
state of a component changes in a way that is relevant to other components (e.g., a
convergence layer detects that the connection to another node is broken), it creates an
event that is broadcast to all components interested in this incident (e.g., a lost link is
relevant for the contact management and routing components).

Figure 1 shows two perspectives on the RDTN architecture based on the most im-
portant processes. Figure 1(a) illustrates the first top-level process for RDTN: bundle
handling. Incoming data from the network is received by a convergence layer com-
ponent extracting the bundle data and passing it on over the event dispatcher. RDTN
includes convergence layers for TCP [19], UDP, and FLUTE [20]. Next, the bundle
workflow component runs the data through a parser, lets the persistent storage save a
copy of the bundle and handles administrative records and custody transfer. After that,
the routing component gets the bundle so that it can decide whether to pass the bundle to
an application or if it should be forwarded to another node. In the latter case, the bundle
is passed to a convergence layer (not necessarily the one over which is was received)
for transmitting it over the network.

When a local application is registered to receive a bundle, the routing component
forwards it over a special convergence layer that serves as application interface. The
application interface uses a language-independent protocol based on TCP, so that it
can be used over a local network (e.g. in vehicles). In addition to sending and receiving
bundles, the interface allows applications to manage registrations and to create acknowl-
edgements.

Figure 1(b) shows how RDTN manages contacts to neighboring DTN nodes. New
contacts can be detected either directly by the convergence layers or be the neighbor
discovery component. A convergence layer detects a contact when another node initiates
the communication by sending data or by establishing a connection. Neighbor discovery
actively searches the current network environment for other nodes using IP multicast
beacons or mDNS messages.
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When a convergence layer or the discovery component detect a new node, they gen-
erate an event handled by the contact manager. The contact manager maintains a list
of all available contacts. The information about the new contact is passed to the routing
component so that it can consider the new node as receiver of bundles.

To facilitate the loose coupling in RDTN, events are distributed between the compo-
nents by an event dispatcher. An RDTN node has one instance of this class and all com-
ponents have a reference to it. The event dispatcher implements a simple mechanism for
sending named events and subscribing to them. This event mechanism also allows ex-
tensions to be notified of the state of any component without the component being aware
of the extension. An event is identified by a symbolic name. The event dispatcher uses
this identifier to map an event to all subscribing components. Events can have arbitrary
arguments, which the dispatcher passes indiscriminately from source to sink.

When a component subscribes to an event, it passes the event identifier and a Ruby
block – i.e. a closure – to the event dispatcher. Each time the event is triggered, the
event dispatcher, executes the block, passing all the event’s parameters.

When we look at a simple example with a sender and a receiver class, which pass
an event with a string parameter between them, the receiver subscribes to the event like
this:

class Receiver
def initialize(evDis)

evDis.subscribe(:testEvent) do |str|
puts "TestEvent received: #{str}"

end
end

end

Receiver objects get the event dispatcher in the constructor as is the case for most
RDTN classes. It subscribes :testEvent and prints a message including the event’s
parameter on receiving an event of that type.

To dispatch the event, a sender that dispatches the test event when a new instance is
created can be implemented as follows:

class Sender
def initialize(evDis)

evDis.dispatch(:testEvent, "An event occured")
end

end

RDTN uses multi-threading for managing parallel IO- and timer-related tasks with
blocking potential. Although multi-threading comes with the risk of concurrency prob-
lems, we decided against using the select-call for IO multiplexing for portability
reasons. Neither did we want to use a higher level multiplexing mechanism to avoid
having any dependencies besides the Ruby standard library. The threaded approach
allows implementers of extensions to use any scheme for multiplexing they deem ap-
propriate as long as it is thread-safe. A new thread is started for each task that may
incur long waiting periods. These tasks include waiting for incoming connections and
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data in convergence layers, sending data, and time-triggered functions, such as deleting
expired bundles.

RDTN facilitates the development and evaluation of experimental routing algorithms
by providing a basic forwarding logic which can be extended by routing implementa-
tions. The basic forwarder provides a simple duplicate detection, interacts with conver-
gence layers, and handles errors. For duplicate detection, the forwarder does not send
a bundle over a given link, if the neighbor node that is the remote end of that link has
already seen the bundle. Whether a neighbor has seen a bundle is determined by in-
specting the log associated with the bundle to see if the bundle was received from or
forwarded to the neighbor before. As this mechanism takes only local state into ac-
count, it cannot detect routing loops involving more than two peers. More general loop
detection must be provided by the concrete routing schemes, if it is required.

The current version of RDTN includes three concrete routing schemes: a static table-
based router, epidemic routing [21] and an implementation of the DTN Publish/
Subscribe protocol (DPSP) [13].

4 Simulations

For agile protocol development for DTN, we want to be able to quickly implement
and test new ideas – and then refine the ideas and the implementation and reiterate. As
physical deployments incur to much overhead for this iterative development process,
we would rather resort to simulations – that can run faster than real-time and allow for
an immediate reaction to observations. Furthermore, we want to be able to specify net-
working scenarios and the interactions between nodes in a simple manner, also allowing
for automatic execution with varying parameters.

RDTN includes a module for discrete event simulation that allows us to evaluate the
performance of distributed algorithms (e.g., routing schemes or DTN custody transfer)
and to test their implementation. It also contains an extension to Ruby’s unit test frame-
work that allows researchers to write test cases that are validated against simulation
results. Furthermore, RDTN includes helper applications for running sets of simula-
tions with varying parameters.

The RDTN simulator runs multiple nodes, each of which is an instance of the RDTN
code. All nodes in a simulation run in one Ruby interpreter, but they are still indepen-
dent, because each uses its own configuration and event dispatcher. All communication
between the simulated nodes is handled by convergence layers as if they were “real”
nodes connected over a network. The implementation of simulated nodes is directly de-
rived from the actual daemon and shares its code. Because of this derivation, the node
automatically provides the main components of an RDTN instance: persistent storage,
routing algorithms, and contact management. The simulation convergence layer passes
bundles from one node to another by copying them in memory. This allows us to control
the transmission behaviour (e.g., applying rate limits).

Although the simulation could use a convergence layer that also works over a net-
work such as the TCP or UDP convergence layers, we implemented a simulation-
specific convergence layer that passes bundles from one node to another by copying
them in memory. This allows us to control the transmission behaviour (e.g. applying
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rate limits) and we can avoid having to find available ports on the simulation host ma-
chine. Synchronization between the nodes also becomes easier to implement.

The simulator uses a simplified model of the links it uses: Links are either connected
or disconnected, have a fixed transmission rate, and no packet losses. We do not try to
simulate the behaviour of concrete convergence layers, as we are mostly interested in
the effects of routing decisions on the network. The limited model of the links reflects
the limited data available from traces of mobile networks, where only connections and
disconnections are logged.

Nodes and the links between them are managed by the simulation core. The core
together with the nodes and the simulation convergence layer provides the infrastructure
for simulating delay-tolerant networks; in order to run a simulation, a network model
and a workload are needed.

A network model is a sequence of connection and disconnection events. These events
can originate from different sources such as parsers for mobility traces or from graph
objects defining networks. The RDTN simulation module contains parsers for mobility
traces in the format used as input for the ns2 network simulator7, for connectivity re-
ports generated by the dtnsim2 simulator, and for traces from the DieselNet testbed8. It
is also possible to use mobility patters processed by the Opportunistic Network Envi-
ronment (ONE) [18] which includes the Working Day Movement Model (WDM) [22].

A workload is a model for the data to be sent between the nodes so that simulations
generate relevant results about the behaviour of a bundle protocol agent or applications
using it. Workloads for the RDTN simulator are implemented in Ruby using the sim-
ulator core to access the nodes and the event queue. The workload can either schedule
actions such as sending bundles by adding events or it can connect to events that are
triggered inside a node. E.g., a workload could be implemented to send a response
whenever a certain node receives a bundle.

When the simulation is finished, statistics need to be gathered, so that the results can
be analyzed. RDTN encodes the statistic data in two structures: the network model that
stores the time-dependent connectivity graph, and the traffic model where the data that
was transmitted between the nodes saved.

The network model can be queried for the properties of the simulated network such
as the number of contacts, the duration of contacts, or the degree of nodes.

The traffic model gives access to delivery statistics, such as the number of sent and
received bundles the delivery ratio, failed transmissions, bundles sizes, etc.

In the following sections, we present two ways in which RDTN simulations can be
used to facilitate research: (1) to define test cases for newly developed protocols, and
(2) to run sets of simulations with varying parameters for exploring the effect of the
parameters and the performance of different proposals.

4.1 Simulation-Based Test Cases

The following example is a unit test that uses a simulated network with two nodes.
One node sends a bundle to the other – which then sends a bundle in return. With the

7 http://www.isi.edu/nsnam/ns/
8 http://traces.cs.umass.edu/index.php/Network/Network
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test framework, we verify that the return bundle was actually received. The following
exemplary test case asserts that all bundles are delivered in a simulation with a simple
two-node network, where one node sends bundles to the other.

01 class TestStress < Test::Unit::TestCase
02 simulation_context ’Under stress the simulator’ do
03 network :two_connected_nodes
04 workload :sending_many_bundles
05 should ’deliver all bundles’ do
06 assert_equal 1, traffic_model.deliveryRatio
07 end
08 should ’have two nodes’ do
09 assert_equal 2, network_model.numberOfNodes
10 end
11 end
12 end

RDTN’s test framework is based on Shoulda9, an extension to Ruby’s built-in unit
test framework. Tests are structured into simulation contexts (line 2), that specify the
parameters of a run of the simulator and tests validating the results. The input parame-
ters consist of a network model (line 3) and a workload (line 4) which are defined in an
external file.

The assertions (lines 5 - 10) can access the results through a network model that en-
capsulates the connectivity graph and a traffic model that contains information about
the bundles sent over the network. Like the simulation context, the assertions are iden-
tified by brief descriptions (lines 6 and 9). The assertions themselves (lines 6 and 9) are
implemented in a standard unit test fashion.

4.2 Simulation Specs

While the test cases are ideal for validating basic protocol functionality in deterministic
settings, we also need to run exploratory simulations using larger scenarios and sets of
simulation parameters, e.g., different routing algorithms or different buffer sizes. The
individual simulation runs can take some time, so starting them manually one after
another should be automated. Our RDTN-based approach is to create specifications for
the simulations – written in a Ruby-based Domain Specific Language (DSL); one for a
set of experiments. The variations are listed in the specification, but a run script takes
care of computing all combinations for the subsequent runs.

As an example, we test the behavior of a network when sending bundles of different
sizes at different rates. More specifically, let us say we want to vary payload size from
1K to 1000K and the sending rate from 1 bundle to 10 bundles per hour in order to
analyze the effect on the overall network behavior – simulating all 4 possible combina-
tions. Our simulation spec looks like this:

9 http://dev.thoughtbot.com/shoulda/
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01 class Example < Sim::Specification
02 def execute(sim)
03 g = Sim::Graph.new
04 g.edge 1 => 2
05 sim.events = g.events
06 sim.nodes.router :epidemic
07 data = ’a’ * variants(:size, 1024, 1024000)
08 sim.at(variants(:sendRate, 3600, 360)) do |time|
09 sim.node(1).sendDataTo(data, ’dtn://kasuari2/’)
10 time < 3600*24
11 end
12 end
13 end

For the sake of this illustration we use a simple network with two permanently con-
nected nodes (lines 3 - 5) using epidemic routing (line 6). In line 7 we declare the first
variable parameter: the payload size. By calling Specification#variants, we
define a list of variants with the identifier :size. When we run the simulations, this
function will either return the first or the second value varying between the runs. We
use this size value to create a string of that length to define the actual payload data. We
define a time-dependent action that is executed either after one hour (3600 seconds) or
six minutes (360 seconds) depending on which variant is currently being executed (line
8). We let node 1 send a bundle with the payload data we assigned in line 7 to node 2
(line 9). When the block executed by the at method returns true, it will be called again
after the same amount of time. In line 10, we define that we want the simulator to stop
after one day.

To compute the combinations of variants, RDTN needs to go through the spec be-
fore starting the actual simulations in a dry run. The dry run calls the execute method,
passing in an empty Sim::Core object. The difference between a dry run and the actual
execution, is the behavior of the variants method. In dry run mode, variants takes the
parameter list which contains all the variants and stores it in a hash that serves as a tem-
plate for generating the combinations. The variants are indexed by the id that is passed
as the first parameter to variants (:size and :sendRate in our example).

The template hash of our example looks like this:

{:size => [1024, 1024000], :sendRate => [3600, 360]}

After the dry run, we compute a list of hashes in which each variant id is mapped to
exactly one variant from the template hash that we populated in the dry run. Together,
all the hashes in the list cover all combinations of variants. In our example this list
contains the following entries:

{:size => 1024, :sendRate => 3600}
{:size => 1024, :sendRate => 360}
{:size => 1024000, :sendRate => 3600}
{:size => 1024000, :sendRate => 360}
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For each combination, the run script creates one instance of the simulator core that is
passed to the execute method call for the spec. When those executions call the variants
method, the value from the current hash is returned. So, when running the first variant,
the variant method for :sendRate returns 3600, in the second run, we get 360 and
so on.

These simulation runs can be executed completely independent from each other, so
that they can run in parallel. This allows us to save time making use of multi-core
CPUs even if the individual simulation processes are single-threaded. Furthermore, it is
possible to run the different variants on different machines. RDTN provides scripts that
allow simulations to be executed on Amazon’s EC210 service that allows developers to
dynamically rent computing resources. The variants of the simulation are distributed
between the EC2 instances with the help of the Simple Queue Service (SQS)11. Each
instance automatically gets the next variant from the queue, runs the corresponding
simulation and uploads the results. This process continues until the queue is empty and
all variants have been simulated.

5 Conclusions

In this paper, we have presented RDTN describing its design and how it can be used as
an (agile) research platform. The flexible, light-weight architecture and the use of a dy-
namic programming language allow for rapid development for extensions implementing
proposed research protocols. The integrated simulator allows researchers to test ideas
quickly and adapt them accordingly. It is even possible to use a testing framework based
on Ruby’s unit tests, to continually verify the functionality of the extensions.

As a research platform, RDTN’s extensibility is at least as important as the function-
ality currently integrated. The loosely coupled design and the dynamic implementation
language facilitate fast development of additional functionality. Extensions do not have
to be specially compiled and loaded into RDTN as would be the case with many other
languages. Instead, they simply get loaded like any other code file.

Useful though simulations are, they are not a panacea for determining the viability of
network protocols. As we mentioned in section 4, RDTN uses an extremely simplified
model of links, so that it’s simulation mode is not suitable for work on Convergence
Layers. Where the exact properties of the communication media is essential, RDTN
needs to be deployed on real nodes.

As future work, we are planning to work on running RDTN on mobile devices such
as mobile phones and embedded routers. Porting RDTN to these devices requires a
suitable Ruby interpreter. As many mobile phone operating systems provide a Java
Virtual Machine, JRuby12 an implementation of the Ruby lagnuage in Java is a likely
candidate for this project.

RDTN is under active development and has been used for evaluations in research
papers. In [11] we evaluated the effectiveness of a unidirectional convergence layer
implemented for RDTN, and in [13] we used RDTN to implement and simulate our

10 http://aws.amazon.com/ec2/
11 http://aws.amazon.com/sqs/
12 http://www.jruby.org/
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DTN Publish/Subscribe routing scheme. RDTN is released under the GNU General
Public License (GPL) and is available at https://github.com/jgre/rdtn/.
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