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Abstract. We develop a novel approach to view-invariant recognition
and apply it to the task of recognizing face images under widely sepa-
rated viewing directions. Our main contribution is a novel object repre-
sentation scheme using ‘extended fragments’ that enables us to achieve
a high level of recognition performance and generalization across a wide
range of viewing conditions. Extended fragments are equivalence classes
of image fragments that represent informative object parts under dif-
ferent viewing conditions. They are extracted automatically from short
video sequences during learning. Using this representation, the scheme is
unique in its ability to generalize from a single view of a novel object and
compensate for a significant change in viewing direction without using
3D information. As a result, novel objects can be recognized from vie-
wing directions from which they were not seen in the past. Experiments
demonstrate that the scheme achieves significantly better generalization
and recognition performance than previously used methods.

1 Introduction

View-invariance refers to the ability of a recognition system to identify an object,
such as a face, from any viewing direction, including directions from which the
object was not seen in the past. View-invariant recognition is difficult because
images of the same object viewed from different directions can be highly dissi-
milar. The challenge of view-invariant recognition is to correctly identify a novel
object based on a limited number of views, from different viewing directions. For
example, after seeing a single frontal image of a novel face, the same face has to
be recognized when seen in profile.

In the current study we develop a scheme for view-invariant recognition ba-
sed on the automatic extraction and use of corresponding views of informative
object parts. The approach has two main components. First, objects within a
class, such as face images, are represented in terms of common ‘building blocks’,
or parts. The parts we use are sub-images, or object fragments, selected automa-
tically from a training set during a learning phase. Second, images of the same
part under different viewing directions are grouped together to form a generali-
zed fragment that extends across changes in the viewing direction. (We therefore
refer to a set of equivalent fragments as an ‘extended’ fragment.) The general
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View-Invariant Recognition 153

idea is that the equivalence between different object views will be induced by the
learned equivalence of the extended fragments. To achieve view invariance, the
view of a novel object within a class will be represented in terms of the constitu-
ent parts. The appearances of the parts themselves under different conditions are
extracted during learning, and this will be used for recognizing the novel object
under new viewing conditions. We describe below how such extended fragments
are extracted from training images, and how they are used for identifying no-
vel objects seen in one viewing direction, from a different and widely separated
direction.

The remainder of the paper is organized as follows. In section 2lwe review past
approaches to view-invariant recognition. In section [3 our extended fragments
representation is introduced, and in section[d we describe how this representation
is incorporated in a recognition scheme. In section Bl we present results obtained
by our algorithm and compare them to a popular PCA-based approach. We
make additional comparisons and discuss future extensions in section

2 A Review of Past Approaches

In this section, we give a brief review of some general approaches to view-
invariant recognition.

One possible approach to achieve view invariance is to use features that are
by themselves invariant to pose transformations. The basic idea is to identify
image-based measures that remain constant as a function of viewing direction,
and use them as a signature that identifies an object. One well-known measure
is the four-point cross-ratio, but other, more complicated algebraic invariants,
have been proposed [I]. Several types of features invariant under arbitrary affine
transformations were derived and used for object recognition [2I3], and features
that are nearly invariant were derived for more general transformations [4]. One
shortcoming of this approach is that it is difficult to find a sufficient number
of invariant features for reliable recognition, especially when objects that are
similar in overall shape (such as faces) have to be discriminated. Second, many
useful features are not by themselves invariant, and consequently their use is
excluded in the invariant features framework, in contrast with the extended
features approach described below . (See also comparisons in section B])

Another general approach is to store multiple views of each object to be
recognized, and possibly apply some form of view-interpolation for intermediate
views (e.g. [5]). This approach requires multiple views of each novel object, and
the interpolation usually requires correspondence between the novel object and a
stored view. Such correspondence turned out in practice to be a difficult problem.

Having a full 3D model of an object alleviates the need to store multiple
views, since novel views may be generated from such a model. However, ob-
taining precise 3D models in practice is difficult, and usually requires special
measuring equipment (e.g. [6]). Due to this requirement, recognition using 3D
data is frequently considered separately from image-based methods. For exam-
ples of 3D approaches, see [7)8].

Several methods (elastic graph matching [9], Active Appearance Models [10])
use flexible matching to deal with the deformation caused by changes in pose.
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Since small pose changes tend to leave all features visible and only change the
distances between them, this approach is able to compensate for small (10 —
15°) head rotations. A feature common to such approaches is that they easily
compensate for small pose changes, but the performance drops significantly when
larger pose changes (e.g. above 45°) are present.

A popular approach to object recognition in general is based on principal
components analysis (PCA). When applied to face recognition, this approach is
known as eigen-faces [11]. Several researchers have used PCA to achieve pose
invariance. Murase and Nayar [12] acquired images of several objects every four
degrees. From these images, they constructed an eigenspace representation for
a given object, and used it for recognizing the object in different poses. A li-
mitation of this approach is the need to acquire and store a large number of
views for each object. Pentland et al. [13] developed a similar scheme, applied
to face images, and using only five views between frontal and profile (inclusive).
Performance was good when the view to be recognized was at the same orienta-
tion as the previously seen pictures, but dropped quickly when interpolation or
extrapolation between views was required.

3 The Extended Fragments Approach

Our approach is an extension of object recognition methods in which objects are
represented using a set of informative sub-images, called fragments or patches
[T4[T5T6]. These methods are general and can be applied to a wide variety of
natural object classes (for example, faces, cars, and animals). In this section we
describe briefly the relevant aspects of the fragment-based approaches, discuss
their limitations for view-invariance, and outline our extension based on extended
fragments. We illustrate the approach using the task of face recognition, but the
method is general and can be applied to different object classes.

In fragment-based recognition, informative object fragments are extracted
during a learning stage. The extraction is based on the measure of mutual in-
formation between the fragments and the class they represent. A large set of
candidate fragments is evaluated, and a subset of informative fragments is then
selected for the recognition process. Informative fragments for face images typi-
cally include different types of eyes, mouths, hairlines, etc.

During recognition, this set of fragments is searched for in the target images
using the absolute value of normalized cross-correlation, given by

Op0f

Here f is the fragment and p is an image patch of the same size as the fragment.
Image patches at all locations are evaluated and the one with the highest corre-
lation is selected. When the correlation exceeds a pre-determined threshold, the
fragment is considered present, or active, in the image. A schematic illustration
of this scheme is presented in Figure

Informative fragments have a number of desirable properties [14]. They pro-
vide a compact representation of objects or object classes and can be used for
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Fig. 1. Extended object fragments. (a) Schematic illustration of previous fragments-
based approaches. Bottom: faces represented in the system. Top: informative fragments
used for the representation. Lines connect each face to fragments that are present in
the face, as computed by normalized cross-correlation. Novel faces can be detected
reliably using a limited set of fragments. (b) Informative fragments are not viewpoint-
invariant, for instance, a frontal eye fragment (left) is different from the corresponding
side fragment (right). If the detection threshold is set low enough so that the fragment
will be active in both images, many spurious detections will occur, and the overall
recognition performance will deteriorate. (c) View invariance is obtained by introducing
equivalence sets of fragments. Fragments depicting the same face part viewed from
different angles are grouped to form an extended fragment. The eye is detected in an
image if either the frontal or the profile eye templates are found. This is indicated by
the OR attached to the pair of fragments.

efficient and accurate recognition. However, fragments used in previous schemes
are not view-invariant. The reason is that objects and object parts look very dif-
ferent under different orientations. As a result, fragments that were active e.g.
in a frontal view of a certain face will not be active in side views of the same
face. Therefore, the representation by active fragments is not view-invariant.
This problem is illustrated in Figure [L(b)]

To overcome this problem, we use the fact that the only source of difference
between the left and right images in Figure is different viewpoint. The face
itself consists of the same sub-parts in both images, and we therefore wish to
represent the objects in terms of sub-parts and not in terms of view-specific
sub-images. The representation using sub-parts will then be view-invariant and
will allow invariant recognition.

To represent sub-parts in an invariant manner, one approach has been to
use affine-invariant patches [3|2]. This approach works well in some applications
(such as wide-baseline matching) that use nearly planar surfaces. However, for
non-planar objects, including faces, affine transformations provide a poor appro-



156 E. Bart, E. Byvatov, and S. Ullman

ximation. In our experiments, methods based on affine invariant matching failed
entirely at 45° rotation.

In our scheme, invariance of sub-parts was achieved using multiple templates,
by grouping together the images of the same object part under different viewing
conditions. For example, to represent the ‘eye’ part in Figure the two sub-
images of the eye region shown in the figure are grouped together to form an
‘extended eye fragment’. Using this extended fragment, the eye is detected in an
image if either the frontal or the side eye template are detected. Typically, the
frontal template would be found in frontal images and the profile template would
be found in profile images. Consequently, at the level of extended fragments, the
representation becomes invariant, as illustrated schematically in Figure

Note that the scheme uses only multiple-template representation for object
parts, not for entire objects as was used by previous multiple template algo-
rithms [BIT2/T3]. This has a number of significant advantages over previous sche-
mes. First, multiple examples of each object are needed only in the training
phase, when extended fragments are created. Since extended fragments are both
view-invariant and capable of representing novel objects of the same class, view-
invariant representation of novel objects is obtained from a single image. This is
a significant advantage over previous multiple-views schemes, where many views
for each novel objects were required. Second, the extended fragments represen-
tation is more efficient in terms of memory than previous multiple-template
schemes, because the templates required for fragment representation are much
smaller that the entire object images. The reduction in space requirements also
reduces matching time, as there is no need to perform matching of a large collec-
tion of full-size images. Finally, object parts generalize better to novel viewing
conditions than entire objects (see section [B). Therefore, fewer templates per
extended fragment will be required to cover a given range of viewing directions
compared with matching images of entire objects.

We have implemented the scheme outlined above and applied it to recognize
face images from two widely separated viewing directions: frontal and 60° profile,
called below a ‘side view’. Note that this range is wide enough to undermine
schemes that were not specifically designed for view-invaraince, such as [9/I0].
As discussed in section [6] generalization of our algorithm to handle any viewing
direction is straightforward. The following sections describe in more detail the
different stages in the algorithm.

3.1 The Extraction of Extended Fragments

In our training, extended fragments were extracted from images of 100 subjects
from the FERET database [17]. The images were low-pass filtered and down-
sampled to size 60 x 40 pixels.

To form extended fragments, the multiple template representation of object
parts must be obtained. To deal with two separate views, a set of sub-image pairs
must be provided, where in each pair one sub-image will be a view of some face
part in frontal orientation and the other sub-image will be a view of the same
face part in the side view. For this, correspondence must be established between
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(b) Example fragments

Fig. 2. Illustration of extended fragments selection. (a) A sample training sequence.
(b) Some extended fragments that were selected automatically from this and similar
training sequences. Each pair constitutes an extended fragment; the left part is the
fragment in frontal images, the right part is the same fragment in side images. Top
part: sub-images with fragment shapes delineated. Bottom part: the same fragments
are shown outside the corresponding sub-images.

face areas in frontal and side images. This is a standard task in computer vision
that is similar to optical flow computation.

We used the KLT (Kanade-Lucas-Tomasi) algorithm [18] to automatically
establish correspondences between frontal and side views. The KLT algorithm
selects points in the initial image that can be tracked reliably, and uses a simple
gradient search to follow the selected points in subsequent images. The tracking
improves when the differences between successive images are small. Therefore,
using short video segments of rotating faces produces more reliable results. We
have used in the training stage the images from the FERET database [I7]. A
training sequence contained three intermediate views in addition to the frontal
and size views; an example of such a sequence is shown in Figure

After tracking was completed, the intermediate views were discarded. The
correspondences obtained by KLT can then be used to associate together the
views of the same face part under different poses. This is obtained by selecting
a sub-image in one view (e.g. frontal), and using the tracked points to identify
the corresponding sub-image from the other (side) view. The sub-images are
polygons defined by a subset of matching points. In particular, we have used tri-
angular sub-images defined by corresponding triplets of points. Matching pairs
of triangles (one from frontal, another from side view) were grouped together
and formed the pool of candidate extended fragments. We have also tried to in-
terpolate between the points tracked by KLT to obtain dense correspondences,
and use matching regions of arbitrary shape (Figure ) However, the diffe-
rence in performance was only marginal. Therefore, triangular fragments were
used throughout most of our tests.

3.2 Selection Using Mutual Information and Max-Min Algorithm

During learning, extended fragments were extracted from the 100 training se-
quences. The number of all possible fragments was about 100000 per sequence;
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as a result, learning becomes time-consuming. However, most of these candi-
date fragments are not informative, and it is possible to reduce the size of the
pool based on the fragments size. It was shown in [15] that most informative
fragments have intermediate size. In our experiments (see section [), fragments
that were smaller than 6% of the object area or larger than 20% were uninfor-
mative. By excluding from consideration candidate fragments outside these size
constraints, the number of candidate extended fragments was reduced to about
1000 per training sequence. Since calculating the fragment’s size is much simpler
than evaluating its mutual information, significant savings in computation were
obtained.

Extracting extended fragments from all 100 sequences results in a pool of can-
didate fragments of size around 100000. This set still contains many redundant
or uninformative extended fragments. Therefore, the next stage in the feature
extraction process is to select a smaller subset of fragments that are most useful
for the task of recognition.

This selection was obtained based on maximizing the information supplied
by the extended fragments for view-invariant recognition. The use of mutual in-
formation for feature selection is motivated by both theoretical and experimental
results. Successful classification reduces the initial uncertainty (entropy) about
the class. The classification error is bounded by the residual entropy (Fano’s
inequality [19]), and this entropy is minimized when I(C; F'), the mutual infor-
mation between the class and the set F' of fragments, is maximal. In practice,
selecting features based on maximizing mutual information leads to improved
classification compared with less informative features [14]. We explain below the
procedure for selecting the most informative extended fragments.

This first step of the selection procedure derives for each extended fragment
a measure of mutual information. Mutual information between the class C' and
fragment F' is given by

IO F) =Y p(C = F = f)log ZE=0F =)
e f

p(C=c)p(F =f)

By measuring the frequencies of detecting F' inside different classes ¢, we can
evaluate the mutual information of a fragment from the training data.

The next step is to select a bank of n fragments B = {F},..., F,} with the
highest mutual information about the class C; B = argmax I(C; B). Evaluating
the mutual information with respect to the joint distribution of many variables
is impractical, therefore some approximation must be used. A natural approach
is to use greedy iterative optimization. The selection process is initialized by
selecting the extended fragment F; with the highest mutual information. Frag-
ments are then added one by one, until the gain in mutual information is small,
or until a limit on the bank size n is reached. To expand a size-k fragment bank
B ={Fy,...,F} tosize k+ 1, a new fragment Fj 1 must be selected that will
add the maximal amount of new information to the bank. The conditional mutual
information between Fj; and the class given the current fragment bank must
therefore be maximized: Fy41 = argmax I(C; F,4+1|B). Estimating I(C; Fj11|B)
still depends on multiple fragments. The term I(C'; Fj4+1|B) can be approxima-
ted by ming,ep I(C; Fx+1|F;). This term contains just two fragments and can

(2)
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be computed efficiently from the training data. The approximation essentially
takes into account correlations between pairs of fragments, but not higher order
interactions. It makes sure that the new fragment Fj, 1 is informative, and that
the information it contributes is not contained in any of the previously selected
fragments. The overall algorithm for selection can be summarized as:

F, = arg max I(C; F); (3)
Fri1 = afngaXminI(aﬂFi)‘ @

The second stage determines the contribution of a fragment F' by finding the
most similar fragment already selected (this is the min stage) and then selects
the new fragment with the largest contribution (the max stage). The full com-
putation is therefore called the max-min selection.

..8.5.1.6.4...

AN SIS

..15.1.2.3.10...

Fig. 3. An example of recognition by extended fragments. (a) Top row: a novel frontal
face (left image), together with the same face, but at 60° orientation, among distractor
faces. Only a few examples are shown, the actual testing set always contained 99
distractors. The side view images are arranged according to their similarity to the
target image computed by the extended fragments algorithm. The image selected as
the most similar is the correct answer. Below each distractor, one of the extended
fragments that helped in the identification task is shown. Each of these fragments was
detected either only in the frontal face, or only in the distractor side view above the
fragment, providing evidence that the two faces are different. The numbers next to each
face show its rank as given by the view-based PCA scheme. (b) Same as (a), without
the fragments shown. The test faces were frontal in this case and the target face was
at 60°.

During recognition, fragment detection is performed by computing the ab-
solute value of the normalized cross-correlation at every image location, and
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selecting the location with the highest correlation. The maximal correlation,
which is a continuous value in the range [0, 1], can be used in the recognition
process. We used, however, a simplified scheme in which the feature value was
binarized. A fragment was considered to be present, and have the value of 1 in a
given image, if its maximal correlation in the image was above a pre-determined
threshold. If the maximal correlation was below the threshold, the fragment was
assigned value of 0. (Fragments whose activation is above the threshold are also
called ‘active’ below, and those with activation below the threshold are called
‘inactive’.) An optimal threshold was selected automatically for each fragment
in such a way as to maximize the fragment’s mutual information with the class:
0 = argmax I(C; Fy). Here Fy is the fragment F' detected with threshold 6.
Since extended fragments consist of several individual fragments (two in our
case), each has a separate threshold. These thresholds can be determined by a
straightforward search procedure.

Examples of extended fragments selected automatically by the algorithm are

shown in Figure .

4 Recognition Using Extended Fragments

In performing recognition, the system is given a single image of a novel face,
for example, in frontal view. It is also presented with a gallery of side views of
different faces. The task is to identify the side view image from the gallery that
corresponds to the frontal view.

Given the extended fragments representation, the recognition procedure is
straightforward. The novel image is represented by the activation pattern of
the fragment bank. This is a binary vector that specifies which of the extended
fragments were active in the image. Similarly, activation patterns of the gallery
images are known. SVM classifier was used to identify the side activation pattern
that corresponds to the given frontal activation pattern. An example of the
scheme applied to target and test images is shown in Figure Bl

5 Results

In this section we summarize the results obtained by the method presented above
and compare them with other methods. The results were obtained as follows. The
database images were divided into a training and a testing set (several random
partitions were tried in every experiment). In the training phase, images of 100
individuals were used. For each individual the data set contained 5 images in
the orientations shown in Figure This set of images was used to select 1000
extended fragments and their optimal thresholds as described in section B:2]and
train the SVM classifier.

In the testing phase, the algorithm was given a novel frontal view, called the
target view. (All individuals in the testing and training phases were different.)
The task was then to identify the side view of the individual shown in the novel
frontal view. The algorithm was presented with a set (called the ‘test set’) of 100
side views of different people, one of which was of the same individual shown in
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Fig. 4. Recognition results and some comparisons. The graph value at X = k shows
the percentage of trials for which the correct classification was among the top k choices.
Bars show standard deviation. (a) Comparison of extended fragments with PCA. (b)
Initial portion of the plot in (a), magnified.

the frontal view. The algorithm ranked these pictures by their similarity to the
frontal view using the extended features as described above. When the top ranked
picture corresponded to the target view, the algorithm correctly recognized the
individual.

We present our results using CMC (cumulative match characteristics) curves.
A CMC curve value at point X = k shows the percentage of trials for which
the correct match was among the top k& matches produced by the algorithm.
Typically, the interesting region of the curve comprises the several initial points;
in particular, the point x = 1 on the curve corresponds to the frequency at
which the correct view was ranked first among the 100 views, i.e. was correctly
recognized.

The results of our scheme are shown in Figure dl As can be seen, side views of
a novel person were identified correctly in about 85% of the cases following the
presentation of a single frontal image. In order to compare this performance to
previous schemes, we implemented the view-invariant PCA scheme of Pentland
et al. [13], which is one of the most successful and widely used face recognition
approaches. Our implementation was identical to the scheme as described in
[13]. PCA performance was calculated under exactly the same conditions as used
for our algorithm, i.e. we trained PCA on the same training images and tested
recognition on the same images. Figure[4(a)|shows the results of the comparison.
As can be seen from the figure, this method identifies the person correctly in 60%
of the cases. The plots in Figure Bl show the marked advantage of the present
algorithm over PCA (the differences are significant at p < 0.01, x? test).

A recognized weakness of the PCA method is that it requires precise alig-
nment of the images. In contrast, our algorithm can tolerate significant errors
in alignment. We have tested the sensitivity of both algorithms to alignment
precision. To test the sensitivity of the extended fragments scheme, we fixed one
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Fig. 5. The effect of misalignment on recognition performance. Percent correct reco-
gnition as a function of misalignment magnitude in pixels for extended fragments and
view-invariant PCA.

(frontal) part of each fragment, and shifted the other (side) part in a random
direction by progressively larger amounts from its correct position. This created
a controlled error in the location of corresponding fragments. We tested the reco-
gnition performance as a function of the correspondence error. The results were
compared with a similar test applied to the PCA method, where the images were
not precisely aligned, but had a systematic misalignment error. Figure Bl shows
the performance of the schemes as a function of the amount of misalignment.
(These tests were performed on a new database and with a smaller test set, the-
refore the results are not on the same scale as in previous figures.) The task was
to recognize one out of five faces. Note that for four-pixel shifts, corresponding
on average to 12% of the face size, PCA performance reduces to chance level.
In many schemes, image misalignment during learning is a significant potential
source of errors. As seen in the figure, extended fragments are significantly more
robust than PCA to misalignments in the learning stage.

6 Discussion

We described in this work a general approach to view-invariant object recogni-
tion. The approach is based on a novel type of features, which are equivalence
sets of corresponding sub-images, called extended fragments. The features are
class-based and are applicable to many natural object classes. In particular, we
have applied the approach to cars and animals with similar results.

Despite the large number of extended fragments used, time requirements of
the recognition stage are quite reasonable. In our tests, 1500 recognition at-
tempts using 1000 fragments took 2-3 seconds (without optimizing the code for
efficiency). Time requirements of the learning stage are more significant, but
learning is performed off-line.

One potential limitation of the extended fragments representation is that due
to the local nature of the fragments, they might be detected in face images un-
der inconsistent orientations (e.g. frontal fragment would be detected in profile
view), which might lead to a decrease in performance. However, in experiments
where fragments were restricted to be detected only in the relevant orientati-
ons, no performance improvement was observed. The implication is that reliable
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recognition can be based on the activation of the features themselves, without
explicitly testing for view consistency between different features.

In the feature selection process, the size of preferred features was not fixed,
but free to change within a general range (set in the simulations between 6-20%
of object size). In other schemes, features are often required to be of a fixed size,
with some schemes using small local features, and others using global object
features. It therefore became of interest to test the size of the most informative
features, and to compare the results with alternative approaches.

Previous studies [15] have shown that useful fragments are typically of in-
termediate size. To investigate this further, we tested the effect of feature size
on view-invariant recognition, using a new database of size 50; 40 images for
training and 10 for testing. This size of the database allowed selecting exten-
ded fragments of various sizes and comparing their performance. We found that
when the extended fragments were of size between 6% and 20% of the object
area, the test faces were correctly recognized in 89 + 10% of the cases. When
the selected fragments were constrained to be smaller (below 3% of the object
size), the performance dropped to 67 £ 12%, and when the fragments were con-
strained to be large (above 20%), the performance dropped to 75 + 10%. Both
results were highly significant (¢ test, p < 0.01). This can be contrasted with
approaches such as [20[21], that use small local features, or [11[13], where the
features are global. The optimal features extracted were also found to vary in
size, to represent object features of different dimensions. This can be contrasted
with approaches such as [22], where the features are constrained to have a fixed
size. This flexibility in feature size is important for maximizing the fragments
mutual information and classification performance.

In our testing, features were extracted for two orientations — frontal and 60°
side view. A complete recognition model should be able, however, to handle a
full range of orientations (from left to right profile and at different elevations).
As mentioned above, the scheme can be extended to handle a full range of
orientations by including views from a set of representative viewing directions
in each extended fragment. Results of a preliminary experiment suggest that 15
views are sufficient to cover the entire range of views, or nine views if the bilateral
symmetry of the face is used. These requirements can be compared with typical
view interpolation schemes such as [3]. This scheme requires the use of 15 views
to achieve recognition within a restricted range of —30° to 30° horizontally and
—20° to 20° vertically. More importantly, it requires all 15 views for each novel
face. In contrast, the extended fragments scheme requires 15 views for training
only; in testing, recognition of novel faces is performed from a single view.

The proposed approach can be extended to handle sources of variability such
as illumination and facial expression. This can be performed within the general
framework by adding the necessary templates to each extended fragment. There
are indications [23| that compensating for illumination changes will be possible
using a reasonable number of templates. Facial expressions often involve a limited
area of the face, and therefore affect only a small number of fragments. The full
size of equivalence sets of extended fragments required to perform unconstrained
recognition is a subject for future work.
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