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Abstract. We propose a new real-world pointing interface, called Arm-Pointer, 
for user interaction with real objects. Pointing at objects for which a computer 
is to perform some operation is a fundamental, yet important, process in 
human-computer interaction (HCI). Arm-Pointer enables a user to point the 
computer to a real object directly by extending his arm towards the object. In 
conventional pointing methods, HCI studies have concentrated on pointing at 
virtual objects existing in computers. However, there are the vast number of 
real objects that requires user operation. Arm-Pointer enables users to point at 
objects in the real world to inform a computer to operate them without the user 
having to wear any special devices or making direct contacts with the objects. 
In order to identify the object the user specifies, the position and direction of 
the arm pointing are recognized by extracting the user's shoulders and arms. 
Therefore, an easy-to-use real-world oriented interaction system is realized 
using the proposed method. We developed an algorithm which uses weighted 
voting for robust recognition. A prototype system using a stereo vision camera 
was developed and the real-time recognition was confirmed by experiment.  

1 Introduction 

This paper presents a new method for a real-world pointing system, called Arm-
Pointer. Among computer-human interaction techniques, identifying a target object 
by pointing to the object is one of the most fundamental, yet critical, processes. A 
typical example of such a pointing process is when we use a computer mouse to point 
at icons and menus on a computer display.  

In a real world environment, there are many objects, such as electronic devices, 
that are operated by human users. Each real-world object has its own user interface, 
such as a mouse, keyboard, or remote controller; however, because of the number of 
such objects, those operations become more complicated. To make the usage of these 
real-world objects easier, a more intuitively learnable and unified interface is 
required. From the viewpoint of usability, nothing should be attached to the user's 
body, the pointing should be detected in real time, and the recognition accuracy 
should be reliable enough.  

Some research have been devoted to achieving object pointing at some distance 
from the computer display using sensors [1-4]. Put-That-There [1] uses magnetic 
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sensors and can extract the position of the cursor on the screen. Ubi-Finger [2] is a 
gesture-input device that uses bending, touch, IR, and acceleration sensors to detect 
finger gestures for interaction with real objects. These methods can point to a real or 
virtual object with high accuracy and high speed, but they require the attachment of 
some equipment to the user [2, 3] or the construction of an environment with sensors 
[1, 4], which constraints user's position and motion during use.  

Other pointing methods based on image processing have been proposed [5-13]. 
HyperMirror [9] and the Mirror Metaphor Interaction System [10] detect pointing 
position on a two-dimensional (2D) screen overlapped by self-image. Finger-Pointer 
[11] and GWINDOWS [12] uses two cameras and extract the three-dimensional (3D) 
position of the finger to control a cursor on the 2D screen. With these methods, the 
user does not have to wear any equipment, so they reduce operation-related stress, but 
they need a display to show the objects to be pointed.  

Our proposed method, Arm-Pointer, is a method based on image processing. It can 
perform 3D recognition of arm pointing direction, which is advantageous for usability 
and applicability. With Arm-Pointer, the user does not have to wear any equipment 
and can point to a target real object directly just by stretching out his arm without 
using a display. Arm-Pointer restricts user position and motion much less than sensor-
based methods, and also restricts the shape of user's body much less than other image 
processing methods that need difficult and robust recognition of the position of small 
parts or shapes like the finger. Therefore, Arm-Pointer has various applications, such 
as the control of electric appliances. This paper describes the prototype and discusses 
its operation and performance based on experimental results. 

2 Arm-Pointer 

Our goal is to build a real-world pointing system that a user can operate without 
having to wear equipment and that allows the user to point at object directly in the 
real world. It is also important for the system to be robust to background images and 
the user's dress. In what follows, the Arm-Pointer algorithm is explained.  

2.1 System Configuration 

The configuration of Arm-Pointer is shown in Fig. 1. The system consists of a stereo 
vision camera, an infrared (IR) remote controller, and a PC. A user stands in front of 
the stereo vision camera facing it. The user points to a target object by extending his 
arm, and the system detects that object using the position pointed to. And if the object 
has a function for interactive operation, the function will be activated. For example, 
when the user just points at the TV, the TV will turn on.  

2.2 Processing Flow 

Figure 2 shows the processing/data flow of the whole system. A depth image and a 
color input image are generated from an output image of a stereo vision camera. A 
mirror image is also generated and displayed, but this is an additional function for the 
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3.1 Voxel Subdivision 

Real space is divided into voxel space (discrete space) as shown in Fig. 3. The 
resolution of voxel space changes with application or the number of objects. Our 
system can be used in rooms of various sizes by changing the size of voxel space.  

3.2 Target Object Registration 

 We create a look-up table (LUT) corresponding to all voxels. Every record of the 
LUT contains information about a voxel, such as 3D coordinates, name, and 
functions. Using this LUT, the system can retrieve the information about a target 
object, such as televisions, air-conditioners, or walls, by using the 3D coordinates as a 
search key.  

4 3D Recognition and Object Search 

The 3D coordinates of the position of the user's shoulders and arms, that is, the 3D 
pointing direction, are computed by using a depth image and color input image 
obtained from the stereo vision camera. The object pointed to is detected by 
determining the pointing direction in the 3D voxel space. First, in this section, the 
image processing for 3D recognition of 3D pointing direction and the simple object 
search are described for easy explanation. Next, the improved method is described.  

4.1 3D Recognition Flow 

The 3D pointing direction is obtained by extracting the 3D position of shoulders and 
arms, and the 3D position of shoulders are calculated from the 3D position of the 
face. Fig. 4 shows the coordinate corresponding to each position to be extracted. The 
steps in the 3D recognition process are outlined as follows:  

STEP 1 3D recognition 
STEP 1-1 Extract skin color from input image 

h1<h<h2, s1<s<s2, v1<v<v2
STEP 1-2 Recognize face and arms 

Reduce image noise by 2D image processing 
Exclude background noise by depth image 
Exclude error extraction by 2D position restriction of face and arms 
Calculate 2D coordinates of center of  gravity of face and arms;  

(xf, yf), (xar, yar), (xal, yal) 
STEP1-3 Extract shoulders 

Calculate 2D coordinates of shoulders from face position;(xsr, ysr), (xsl, ysl) 
STEP1-4 Extract distance 

Calculate 3D coordinates of shoulders and arms from depth image;  
(xsr, ysr, zsr), (xsl, ysl, zsl), (xar, yar, zar), (xal, yal, zal) 

In STEP 1-1, the skin color region in the color input image is extracted. The range 
on the HSV color space of the input image is specified for skin color extraction. The 
calibration for skin color restrictions is performed beforehand. Each range (h1<h<h2, 
s1<s<s2, v1<v<v2) is decided by the calibration for the current light condition.  
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Fig. 4. Calculation for 3D recognition of arms 

In STEP 1-2, face and arms recognition is performed. A pre-process reduces noise 
by avoiding holes and too small areas. The face and arm regions are detected within 
the given permissible range of user's position, as far as the user faces the camera. 
With these restrictions, incorrect recognition because of background colors is 
reduced. Here, (xf, yf) are the center-of-gravity coordinates of the face, (xar, yar) are 
the center-of-gravity coordinates of the right arm, and (xal, yal) those of the left arm.  

In STEP 1-3, the positions of both shoulders are calculated from (xf, yf). Here, for 
ease of computation, we assume that the user is looking to the front (in the direction 
of the camera), and that the shoulder is fixed at a certain distance and direction. The 
coordinates of shoulders, (xsr, ysr) and (xsl, ysl), are determined as those separated 
certain amount of length from (xf, yf). 

xsr = xf � dx,   ysr = yf + dy,   xsl = xf + dx,   ysl = yf + dy, 
  (1) dx, dy: difference lengths of between face and shoulders. 

Thus, 2D coordinates of the shoulders and arms in a pointing direction can be 
acquired from a color input image.  

In STEP 1-4, the z coordinates of shoulders, zsr, zsl, and arms, zar, zal, are obtained 
as depths at their x and y coordinates in the depth image.  

The user's 3D pointing direction is indicated by a 3D pointing line that extends 
from the shoulder along the arm. With this method, the arm has to be fully extended 
for pointing, but shape recognition of a finger or hand is not necessary. Therefore, 
there are no constraints imposed by the user's clothes or finger shape.  

4.2 Object Search 

The target object is searched for in the pointing direction obtained by 3D recognition 
of the shoulders and arms. The steps in object search are outlined as follows.  

STEP 2 Object search 
STEP 2-1 Calculate 3D pointing line 
STEP 2-2 Vote 

Calculate crossing voxel of the line 
If an object is registered in a voxel, increase voting value for the voxel 
If a voting value is over the threshold, go to STEP 2-3, else go to STEP 2-4 

STEP 2-3 Activate command 
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If the registered object has an interactive function, a command is activated. 
STEP 2-4 Decrease voting value after the certain number of frames 

In STEP 2-1, the equation of the 3D pointing line is as follows:  
x    - xsr
x    - xar sr

y    - ysr
y    - yar sr

= z    - zsr
z    - zar sr

= = tr,
x    - xsr
x    - xar sr

y    - ysr
y    - yar sr

= z    - zsr
z    - zar sr

= = tr,
x    - xsl
x    - xal sl

y    - ysl
y    - yal sl

= z    - zsl
z    - zal sl

= = tl.
x    - xsl
x    - xal sl

y    - ysl
y    - yal sl

= z    - zsl
z    - zal sl

= = tl.

(2) 

(3) 

In STEP 2-2, voting is performed for detection of the voxel with the target object. 
First, each voxel crossing the pointing line is detected from the nearest to the farthest 
in order. If the registered object exists in the voxel, voting value is incremented. If the 
voting value reaches the threshold after several repetitions for frames, the system 
goes to STEP 2-3. STEP 2 is repeated until the object is found or room wall is 
reached. In STEP 2-3, if the detected object is registered as an object with an 
interactive function, the command of the function is activated. For example, a TV can 
be turned on or off. In STEP 2-4, the voting value is decreased after a certain time 
(number of frames).  

4.3 Improvements 

The method explained in the previous section, referred to as the simple method here, 
often can not detect a target object quickly. In this section, we propose some 
improvements using a weighted voting algorithm for better extraction performance. 
In the improved method, the system votes not only for the crossing voxel through 
which the pointing line passes, but also voxels neighboring the crossing voxel with a 
weighted voting value. The area for voting comprises 26 neighboring voxels as 
shown in Fig. 5. Voting values are decreasing with the distance from the arm to 
crossing voxel. Using this improved method, it is possible to detect the target object 
faster, even if the detected position of face and arms are unstable. In this work, we 
tested Arm-Pointer using only one set of voting weights, which we decided 
voluntarily. In future work, we will test and evaluate the system using other sets of 
voting weights to further improve the performance of the voting method. The 
processing flow in the new voting step (STEP2-2') is as follows. This step replaces 
STEP2-2 in the simple method.  

STEP2-2' Vote 
Calculate the crossing voxel Vc (Xc, Yc, Zc) that includes an object.  
Vote Vc and its 26 neighboring voxels according to the weight,  
if they include any object. 

5 Application Prototype 

We developed a prototype system using our proposed method. The system consists of 
a PC (Pentium IV, 2 GHz), stereo vision camera (Digiclops), infrared multi-remote 
controller (CROSSAM2+USB), and image processing software. In this system,  
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a display can be used additionally for confirming operations by overlaying CG 
information, although our method can be implemented without a display.  

The user has to face the camera and extend his arm to the target. If the object 
included in the voxel is interactive, its function will be activated. This system makes 
it possible to operate many apparatuses in the room with only one remote controller. 
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6 Evaluation 

We tested the system for evaluation. In this section, examples of user operation and 
results of a comparison evaluation are shown.  

6.1 Experiment 

An experiment using the prototype system confirmed basic operations. The 
processing speed of this system reached about 150 msec/frame, including indication 
on the display.  

An example of the extraction results for the shoulders and centers of the arms are 
shown in Fig. 6. Figure 6(a) and (b) are an input color image and a depth image, 
respectively. Figure 6(c) shows the result of skin color extraction, and the 2D position 
of the center of a face, shoulders, and arms. Although many candidates are extracted 
at first, finally only the face and arms are detected. Figure 7 shows an example of the 
extraction results when the user is wearing a short-sleeved shirt. In the case of either a 
long-sleeved shirt (Fig. 6) or short-sleeved shirt, the 3D direction of the arm can be 
extracted similarly, without changing any system parameters.  

Figure 8 shows an example of the results of the 3D pointing experiment. The red 
line segment that shows the pointing direction and the voxel frame of the 3D pointing 
position is displayed and changes. Figure 9 shows an example where interaction with 
an object was performed. In the case of this figure, since a TV is selected by pointing, 
the frame of the voxel with the TV is emphasized on the screen. The TV is thus 
turned on and the message indicated on the screen. 

 

Fig. 8. Examples of 3D pointing 
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6.2 Comparison Evaluation 

For the evaluation, the simple method Arm-Pointer, improved method Arm-Pointer, 
and an ideal case were compared. The working time for detecting an object pointed at 
is one of the most important indices for user interface evaluation. In the experiment, 
users pointed at objects indicated randomly and the detecting time was measured. We 
prepared a laser pointer as the ideal device for pointing, because user can point at 
precise positions in real time perfectly with a laser pointer, though he can't interact 
with objects. So we used the measured working time of the laser pointer as the ideal 
working time value. Working time was evaluated for three types of method: the laser 
pointer, the simple method, and the improved method.  

The number of showing objects for the user was 18 (6 objects x 3 times). Each 3D 
position of the 6 numbered objects was random on a wall. The sequence of showing 
objects was random. Four subjects were participated. The object sequence was the 
same for each. Voxel space resolution was 5 x 5 x 5 for size 2.5 x 2.5 x 2.5 m3. 
Voting weights in the improved method are (a, b, c, d) = (10, 5, 2, 1). The object 
number was indicated automatically on the display in front of the user. The working 
time from object number indication until pointing finished was measured.  

Table 1 shows the results of experiment. Averages of working time were 1.44 [s] 
for the laser pointer, 3.66 [s] for the simple method, 2.74 [s] for the improved 
method, respectively. The improved method is faster than the simple method, and the 
speed is not so slow compared with the laser pointer as an ideal device for pointing. A 
laser pointer can point at precise positions, but no interactions are available with it 
and the user needs to keep holding. However, our method has advantages in that it 
allows interaction with real objects and the user does not have to hold anything. In 
this experiment, laser pointer has a feedback effect because of projected laser beam. 
We plan to perform an experiment with feedback for our simple and improved 
methods and evaluate the methods under more similar conditions in future.  

Table 1.  Experiment results 

1.342.74Improved method

2.063.66Simple method

0.331.44Laser pointer

SDAve.[s]Method

1.342.74Improved method

2.063.66Simple method

0.331.44Laser pointer

SDAve.[s]Method

SD: Standard Deviation  

7 Conclusion 

We proposed a 3D pointing interface called Arm-Pointer that can perform 3D 
recognition of arm pointing direction. The user does not have to wear any equipment 
and can point to a target object directly by extending his arm. Since Arm-Pointer can 
point to real objects in a real space, it realizes an intuitive interface. In the case of 
either a long-sleeved or short-sleeved shirt, Arm-Pointer can extract the arm pointing 
direction correctly. Thus, Arm-Pointer will have various applications in the real 
world. Future work includes considering more efficient voting algorithms especially 
for the case of a large number of objects, and further improvements on the accuracy 
of the system. 
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