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Introduction to the 2010 Edition

Stuart Dreyfus

In this classic book Richard Bellman introduces the reader to the mathe-
matical theory of his subject, dynamic programming. His goal is (o show
how multistage decision processes, occurring in various kinds of situations
of concern to military, business, and industrial planners and to economists,
are amenable to mathematical analysis. Written during the infancy of high-
speed, large-capacity digital computers, it is understandable that he takes as
his goal the mathematical deduction of the structure of optimal decision
policies for such problems.

He brilliantly accomplishes this for a surprising variety of situations in-
volving both deterministic and stochastic processes, continuous as well as
discrete-stage evolution, and finite as well as infinite problem duration.

Even while demonstrating his impressive mathematical ingenuity, Bell-
man informs the reader in his preface that research is already underway on
the computational solution of problems for which general solution structures
are unattainable. He clearly believes that dynamic-programming problems
can be mathematically intractable yet, when approached with formulational
ingenuity, yield results of practical value. I was privileged to join him in this
effort.

We illustrated and attempted to popularize this computational application
of dynamic programming using largely military and industrial planning
problems of the kind faced by members of our operations-research commu-
nity. Despite our best efforts, however, surveys of applied practitioners in
our area regularly, and painfully for us, showed dynamic programming to be
used much less than our planning competitor, linear programming. In the
real world of operational planning, the number of state-variable values
needed to describe any particular situation that might be encountered during
a sequential planning process had frequently turned out to be too large for
computational treatment. Dynamic programming seemed to have fallen vic-
tim to what Bellman has called the “curse of dimensionality.”

One might well wonder, why reprint this introductory volume if dynamic

XV



INTRODUCTION

programming has been shown to be of limited value in the field of its birth?
I discovered a very good reason when I began my research leading to this
introduction. Computational dynamic programming, I learned, had found its
rightful home away from home in the subfield of bioinformatics called com-
putational genomics and in many areas of computer science. There, the num-
ber of state variables is small, usually one or two, and the payoffs are large
when measured by usefulness. Since linear programming can claim only a
few applications to engineering design beyond its (raditional operations-
research problem domain, my veil of inferiority has lifted.

Two classes of situations account for a significant number of important
dynamic-programming applications. The first is termed “sequence align-
ment.” A prototypical alignment problem is: given sequences A of n data ele-
ments and B of m data elements (m>>n), find the possibly perturbed subse-
quence of B that best matches A. Depending on the application, allowable
perturbations are d in number and include such modifications of B as insert-
ing duplicates of elements, deleting elements, sometimes even changing ele-
ments. For each particular application a cost structure must be created
whereby the cost of the mismatch of A and a candidate perturbed subse-
quence of B is defined, and a cost of the perturbations required to produce
the subsequence must be found so that the algorithm does not play too fast
and loose with its perturbations. Then the perturbed subsequence of B with
minimum total cost is sought. This problem, when solved by dynamic pro-
gramming, can be viewed as an m-stage problem with its single state vari-
able assuming 7 values at each stage and with d decisions per state and stage,
so computation of the solution is of order mnd. Algorithms of this sort con-
stitute the most valuable optimization-guaranteed mathematical tools of
computational genomics, wherein the genome is searched for genes or for
other significant sequences.

This area of application, since it often has medical significance, would
have greatly pleased Richard Bellman. During his post-RAND career as a
professor at the University of Southern California he was, among his three
departments, a professor in the medical school, due to his passion for finding
medical applications for mathematics.

Sequence alignment has also proved useful in automatic speech recogni-
tion. Here, dynamic-programming time-warping algorithms seek, among the
sequences of elements representing a dictionary, the one best matching the
representation of a spoken word. Perturbations of the spoken word are al-
lowed by duplication or deletion of elements to account for the fact that a
user’s speech speed may shorten or lengthen all or part of a word compared
to the dictionary’s version. These are just two examples of the large class of
sequence-alignment dynamic-programming applications. Several of the ad-
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INTRODUCTION

ditional areas of applications of dynamic programming to be noted below
are alignment situations.

A second large class of dynamic-programming algorithms frequently fall-
ing outside the usual purview of operations research involves hidden Mar-
kov model problems. This is a statistical application of dynamic program-
ming where one member of a set of Markov process models, each with its
known state transition probabilities, is assumed best o explain a particular
observed sequence of states. What is observed, however, is not the true se-
quence, but an error-corrupted representation; hence the term “hidden” in
the topic name. This type of problem arises in a popular approach to auto-
matic speech recognition where each word in the dictionary is represented,
not by a given sequence, but by a Markov model. Other recognition prob-
lems involving handwriting, musical scores, and topics in bioinformatics
have been treated by applying dynamic programming (0 hidden Markov
models.

A partial list of other areas employing computational dynamic program-
ming includes the determination of optimal play in chess endgames, the op-
timal order for performing chain matrix multiplication, relational database
query optimization, edge-following methods used in Photoshop and in arti-
ficial vision schemes, and finding the most pleasing justification and hy-
phenation of text in programs such as TeX. I was recently intrigued by an
announcement that a cipher presented to President Jefferson by a mathema-
tician friend who believed it to be undecipherable had been decoded after
two hundred years by a method computationally feasible in Jefferson’s day
although vastly accelerated by computer. The culminating step in the de-
cryption process, unavailable until recently, turned out to be a dynamic-pro-
eramming sequence-alignment algorithm. Can linear programming top that?

Quite different from the above ingenious ways of using computational
dynamic programming is a current approach to machine learning that is
called “temporal difference reinforcement learning,” or TDRL. A computer
is required to learn an optimal, or at least a very good, decision policy con-
trolling either a deterministic or a stochastic sequential decision process by
means of process observations. Reward, which is to be maximized, is ob-
tained either at the end of the process, or during the evolution of the process,
or both. The algorithm to be used to solve the problem is not told the rules
for the decision-dependent evolution of the state or for the determination of
reward. All that the training algorithm allows is the exploration of various
decisions in various states and the observation of the results. These results
that inform the computer may be produced by actually observing real-world
situations or they may be computer-produced using rules that are inaccessi-
ble to the algorithm being trained.
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INTRODUCTION

The conventional approach of physical scientists or engineers would be (o
observe a great many realizations of the sequential decision process using
various decision policies and to thereby gather information that might in-
clude probability data. This information would then be used to create and
refine a model of the situation that would be used to determine a good or
optimal decision policy, perhaps using conventional dynamic programming.
(In fact, on page xxii of the preface to this book, observation-based model
building is described as a necessary step in learning to predict and thereby
control.)

What is intriguing about temporal difference learning is that model build-
ing is shown to be unnecessary for learning to predict and control. What can
be learned directly from experience is a successive approximation of the
optimal-value function and the optimal-policy function of dynamic pro-
eramming. The term “temporal difference” in the name of this machine-
learning procedure refers, during learning of these functions by observation
of each step in a process realization, to the difference between the left-hand
side of the mathematical equation expressing Bellman’s principle of opti-
mality involving a reward-to-go function at time ¢ and the right-hand side
during the realization of a step of the sequential decision process that in-
volves that function at time ¢ + 1. This difference, for a deterministic pro-
cess, is zero when the optimal reward-to-go values on both sides are correct
and when the decision is optimal. During learning, if it is not zero, this tem-
poral difference becomes the basis of improving the estimates of both opti-
mal reward-to-go value and decision. (For a stochastic process, the differ-
ence between the left-hand side and the expected value of the right-hand side
is zero and the same procedure is applied at each step of a realization of the
process.)

This model-free learning of optimal reward-to-go values and optimal
decisions, based on observations of realizations of the sequential process
as various decisions are explored, was, as far as I know, never contemplated
by Bellman. It is now an active area of research in the machine-learning
community.

Remarkably, a school of behavioral neuroscientists studying how real
brains learn skilled behavior based on experiences has speculated, supported
by a growing body of evidence, that both human and lower-animal brains
use this model-free TDRL dynamic-programming approach. I have no doubt
that Richard Bellman would have felt both pleased and honored to learn that
evolution may, before him, have discovered and exploited his beloved prin-
ciple of optimality.
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Preface

The purpose of this work is to provide an introduction to the mathe-
matical theory of multi-stage decision processes. Since these constitute
a somewhat formidable set of terms we have coined the term “‘dynamic
programming”’ to describe the subject matter. Actually, as we shall see,
the distinction involves more than nomenclature. Rather, it involves a
certain conceptual framework which furnishes us a new and versatile
mathematical tool for the treatment of many novel and interesting
problems both in this new discipline and in various parts of classical
analysis. Before expanding upon this theme, let us present a brief
discussion of what is meant by a multi-stage decision process.

Let us suppose that we have a physical system S whose state at any
time ¢ is specified by a vector p. If we are in an optimistic frame of mind
we can visualize the components of p to be quite definite quantities such
as Cartesian coordinates, or position and momentum coordinates, or
perhaps volume and temperature, or if we are considering an economic
system, supply and demand, or stockpiles and production capacities. If
our mood is pessimistic, the components of p may be supposed to be
probability distributions for such quantities as position and momentum,
or perhaps moments of a distribution.

In the course of time, this system is subject to changes of either
deterministic or stochastic origin which, mathematically speaking, means
that the variables describing the system undergo transformations.
Assume now that in distinction to the above we have a process in which
we have a choice of the transformations which may be applied to the
system at any time. A process of this type we call a decision process,
with a decision equivalent to a transformation. If we have to make a
single decision, we call the process a single-stage process; if a sequence
of decisions, than we use the term multi-stage decision process.

The distinction, of course, is not hard and fast. The choice of a point
in three-dimensional space may be considered to be a single-stage process
wherein we choose (x, y, 2), or a multi-stage process where we choose
first », then y, and then z.

There are a number of multi-stage processes which are quite familiar
to us. Perhaps the most common are those occurring in card games, such
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PREFACE

as the bidding system in contract bridge, or the raise-counter-raise
system of poker with its delicate overtones of bluffing. On a larger scale,
we continually in our economic life engage in multi-stage decision
processes in connection with investment programs and insurance policies.
In the scientific world, control processes and the design of experiments
furnish other examples.

The point we wish to make 1s that in modern life, in economic, in-
dustrial, scientific and even political spheres, we are continually sur-
rounded by multi-stage decision processes. Some of these we treat on
the basis of experience, some we resolve by rule-of-thumb, and some are
too complex for anything but an educated guess and a prayer.

Unfortunately for the peace of mind of the economist, industrialist,
and engineer, the problems that have arisen in recent years in the eco-
nomic, industrial, and engineering fields are too vast in portent and
extent to be treated in the haphazard fashion that was permissible in a
more leisurely bygone era. The price of tremendous expansion has become
extreme precision.

These problems, although arising in a multitude of diverse fields, share
a common property—they are exceedingly difficult. Whether they arise
in the study of optimal inventory or stock control, or in an input-output
analysis of a complex of interdependent industries, in the scheduling of
patients through a medical clinic or the servicing of aircraft at an
airfield, the study of logistics or investment policies, in the control of
servo-mechanisms, or in sequential testing, they possess certain common
thorny features which stretch the confines of conventional mathematical
theory.

It follows that new methods must be devised to meet the challenge of
these new problems, and to a mathematician nothing could be more
pleasant. It is a characteristic of this species that its members are
never so happy as when confronted by problems which cannot be
solved—immediately. Although the day is long past when anyone
seriously worried about the well of mathematical invention running dry,
it is still nonetheless a source ot great delight to see a vast untamed
jungle of difficult and significant problems, such as those furnished by
the theory of multi-stage decision processes, suddenly appear before us.

Having conjured up this preserve of problems, let us see what compass
we shall use to chart our path into this new domain. The conventional
approach we may label “enumerative.” Each decision may be thought
of as a choice of a certain number of variables which determine the
transformation to be employed; each sequence of choices, or policy as we
shall say, is a choice of a larger set of variables. By lumping all these
choices together, we “reduce” the problem to a classical problem of

XX



PREFACE

determining the maximum of a given function. This function, which
arises in the course of measuring some quantitative property of the
system, serves the purpose of evaluating policies.

At this point it i1s very easy for the mathematician to lose interest
and let the computing machine take over. To maximize a reasonably
well-behaved function seems a simple enough task; we take partial
derivatives and solve the resulting system of equations for the maxi-
mizing point.

There are, however, some details to consider. In the first place, the
effective analytic solution of a large number of even simple equations
as, for example, linear equations, is a difficult affair. Lowering our sights,
even a computational solution usually has a number of difficulties of
both gross and subtle nature. Consequently, the determination of this
maximum is quite definitely not routine when the number of variables
is large.

All this may be subsumed under the heading ‘‘the curse of dimensional-
ity.” Since this is a curse which has hung over the head of the physicist
and astronomer for many a year, there is no need to feel discouraged
about the possibility of obtaining significant results despite 1t.

However, this is not the sole difficulty. A further characteristic of
these problems, as we shall see in the ensuing pages, is that calculus is
not always sufficient for our purposes, as a consequence of the perverse
fact that quite frequently the solution is a boundary point of the region
of variation. This is a manifestation of the fact that many decision
processes embody certain all-or-nothing characteristics. Very often then,
we are reduced to determining the maximum of a function by a combi-
nation of analytic and “hunt and search” techniques.

Whatever the difficulties arising in the deterministic case which we
have tacitly been assuming above, these difficuities are compounded in
the stochastic case, where the outcome of a decision, or tranformation,
is a random variable. Here any crude lumping or enumerative technique
is surely doomed by the extraordinary manner in which the number of
combinations of cases increases with the number of cases.

Assume, however, that we have circumvented all these difficulties and
have attained a certain computational nirvana. Withal, the mathe-
matician has not discharged his responsibilities. The problem is not to
be considered solved in the mathematical sense until the structure of the
optimal policy is understood.

Interestingly enough, this concept of the mathematical solution is
identical with the proper concept of a solution in the physical, economic,
or engineering sense. In order to make this point clear—and it is a most
important point since in many ways it is the raison d’étre for mathe-
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matical physics, mathematical economics, and many similar hybrid
fields—let us make a brief excursion into the philosophy of mathematical
models.

The goal of the scientist is to comprehend the phenomena of the
universe he observes around him. To prove that he understands, he must
be able to predict, and to predict, one requires quantitative measure-
ments. A qualitative prediction such as the occurrence of an eclipse
or an earthquake or a depression sometime in the near future does not
have the same satisfying features as a similar prediction associated with
a date and time, and perhaps backed up by the offer of a side wager.

To predict quantitatively one must have a mechanism for producing
numbers, and this necessarily entails a mathematical model. It seems
reasonable to suppose that the more realistic this mathematical model,
the more accurate the prediction.

There is, however, a point of diminishing returns. The actual world is
extremely complicated, and as a matter of fact the more that one studies
it the more one is filled with wonder that we have even “‘order of magni-
tude” explanations of the complicated phenomena that occur, much
less fairly consistent “laws of nature.” If we attempt to include too many
features of reality in our mathematical model, we find ourselves engulfed
by complicated equations containing unknown parameters and unknown
functions. The determination of these functions leads to even more
complicated equations with even more unknown parametersand functions,
and so on. Truly a tale that knows no end.

If, on the other hand, made timid by these prospects, we construct
our model in too simple a fashion, we soon find that it does not predict
to suit our tastes.

It follows that the Scientist, like the Pilgrim, must wend a straight
and narrow path between the Pitfalls of Oversimplification and the
Morass of Overcomplication.

Knowing that no mathematical model can yield a complete description
of reality, we must resign ourselves to the task of using a succession of
models of greater and greater complexity in our efforts to understand.
If we observe similar structural features possessed by the solutions of a
sequence of models, then we may feel that we have an approximation
to what is called a “law of nature.”

It follows that from a teleological point of view the particular numerical
solution of any particular set of equations is of far less importance than
the understanding of the nature of the solution, which is to say the
influence of the physical properties of the system upon the form of the
solution.

Now let us see how this idea guides us to a new formulation of these
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decision processes, and indeed of some other processes of analysis which
are not usually conceived of as decision processes. In the conventional
formulation, we consider the entire multi-stage decision process as
essentially one stage, at the expense of vastly increasing the dimension
of the problem. Thus, if we have an N-stage process where M decisions
are to be made at each stage, the classical approach envisages an MN-
dimensional single-stage process. The fundamental problem that con-
fronts us is: How can we avoid this multiplication of dimension which
stifles analysis and greatly impedes computation ?

In order to answer this, let us turn to the previously enunciated
principle that it is the structure of the policy which is essential. What
does this mean precisely? It means that we wish to know the charac-
teristics of the system which determine the decision to be made at any
particular stage of the process. Put another way, in place of determining
the optimal sequernice of decisions from some fixed state of the system,
we wish to determine the optimal decision to be made at any state of
the system. Only if we know the latter, do we understand the intrinsic
structure of the solution.

The mathematical advantage of this formulation lies first of all in
the fact that it reduces the dimension of the process to its proper level,
namely the dimension of the decision which confronts one at any particular
stage. This makes the problem analytically more tractable 'and ¢compu-
tationally vastly simpler. Secondly, as we shall see, it furnishes us with
a type of approximation which has a unique mathematical property,
that of monotonicity of convergence, and is well suited to applications,
namely, “approximation in policy space’.

The conceptual advantage of thinking in terms of policies is very
great. It affords us a means of thinking about and treating problems
which cannot be profitably discussed in any other terms. If we were to
hazard a guess as to which direction of research would achieve the greatest
success in the future of multi-dimensional processes, we would un-
hesitatingly choose this one.

The theme of this volume will be the application of this concept of
a solution to a number of processes of varied type which we shall
discuss below.

The title is also derived in this way. The problems we treat are pro-
gramming problems, to use a terminology now popular. The adjective
“dynamic,” however, indicates that we are interested in processes in
which time plays a significant role, and in which the order of operations
may be crucial. However, an essential feature of our approach will be
the reinterpretation of many static processes as dynamic processes in
which time can be artificially introduced.
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Let us now turn to a discussion of the contents.

In the first chapter we consider a multi-stage allocation process of
deterministic type which is a prototype of a general class of problems
encountered in various phases of logistics, in multi-stage investment
processes, in the study of optimal purchasing policies, and in the treat-
ment of many other economic processes. From the mathematical point
of view, the problem is related to multi-dimensional maximization
problems, and ultimately, as will be indicated below, to the calculus
of variations.

We shall first discuss the process in the conventional manner and
observe the dimensional difficulties which arise from the discussion of
even very simple processes. Then we shall introduce the fundamental
technique of the theory, the conversion of the original maximization
problem into the problem of determining the solution of a functional
equation.

The functional equations which arise in this way are of a novel type,
completely different from any of the functional equations encountered
in classical analysis. The particular one we shall employ for purposes
of discussion in this chapter is

1) flx)= Max [g(y)+h(x—y) +flay+dx—)].
0<y=<zx

where g and % are known functions and @ and & are known constants,

satisfying the condition 0 <C a, b < 1.

After establishing an existence and uniqueness theorem, we shall
derive some simple properties of the optimal policy which can be deduced
from simple functional properties of g and 4. In particular, we shall
present the explicit solution of some equations where g and % have
various special forms.

The advantage of obtaining these solutions lies in the fact that they
can be utilized to obtain approximations to the solutions of more compli-
cated equations, and, what is more important, approximations to the
associated optimal policies. The subject of approximation leads us to
the concept of approximation in policy space, of importance and utility
in both theoretical and practical discussion, and to the discussion of
the question of the stability of f under changes in g and 4.

In the second chapter we consider a multi-stage decision process of
stochastic type in the guise of a gold-mining venture with a delicate
gold-mining machine. Here we encounter the equation

A: j)l[rlx +f((1—71) x, y)]
2 b y) = Max [B: palrey + /(& (1—ry) yn]
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In addition to pursuing an investigation similar to that given in
Chapter I, we actually obtain a solution to this equation, and some of
its generalizations. The solution has a particularly simple and intuitive
form, and introduces the useful idea of ““decision regions.”

We show, however, that some other generalizations do not have as
simple a structure, and, indeed, pose as yet unresolved problems. An
attempt to obtain approximate solutions to these problems for a parti-
cular region of parameter space will lead us to the continuous versions
treated in Chapter VIIL

Chapter III is devoted to a synthesis of these processes which seem so
different at first glance. In this chapter we analyze the common features
of the two processes treated in the preceding chapters, and then proceed
to formulate general versions of these processes. In this way we obtain
the functional equation

(3) S () =Max[g(p,q) + h(p. 9 S(T (9]
q

which includes both of the preceding, and a number of equations of
still more general type.

Also in this chapter we explicitly state the “principle of optimality”
whose mathematical transliteration in the case of any specific process
yields the functional equation governing the process. The concept of
“approximation in policy space” is also discussed in more detail.

In the following chapter, Chapter IV, a number of existence and
uniqueness theorems are established for several frequently occurring
classes of equations having the above form. Our proofs hinge upon a
simple lemma which enables us to compare two solutions of the equation
in (3). Although these equations are highly non-linear, in many ways
they constitute a natural generalization of linear equations. For this
reason alone, aside from their applications, they merit study.

In Chapter V, we discuss a functional equation derived from a problem
of much economic interest at the current time, the “optimal inventory”
problem. Here we show that the various techniques we have discussed
in the preceding chapters yield the solutions of some interesting particular
cases. In particular, we show that the method of successive approxima-
tions is an efficient analytic tool for the discovery of properties of the
solution and the policy, rather than merely a humdrum means of obtaining
existence and uniqueness theorems. There are many different versions
of the optimal inventory problem and we restrict ourselves to a discussion
of the mathematical model first proposed by Arrow, Harris,and Marschak,
and treated also by Dvoretzky, Kiefer, and Wolfowitz.

XXV



PREFACE

A particular equation of the type we shall consider is

(4) f(#) = Min[g(y — %) +a {L‘”p(s —~9) dG (s) + £(0) ffdG (s)

+ ["ry—9 a6

We then turn to a study of what we call “‘bottleneck processes.” These
we define as processes where a number of interdependent activities are
to be combined for one common purpose, with the level of this principal
activity dependent upon the mintmum level of activity of the components.

Two chapters are devoted to these problems, the first, Chapter VI,
of theoretical nature, and the second, Chapter VII, given over to the
actual details of the complete solution of one particular process.

The problems that we encounter are particular cases of the general
problem, apparently not treated before in any mathematical detail, of
deterniining the maximum over z of the inner product (x (T), a), where
x and z are connected by means of the vector-matrix equation

(5) dxdt = Ax 4+ Bz, x (0} = ¢,

and where there is a constraint of the form Cz 4 Dx < f. Here x, z, ¢
and f are vectors and A4, B, C and D are matrices. The linearity of the
operators and functionals constitutes the principal difficulty.

We might observe parenthetically that it is often thought that line-
arizing a problem facilitates its solution. On occasion, however, partic-
ularly in variational problems, it frequently complicates affairs to an
enormous degree, since this linearization renders classical variational
techniques largely inapplicable. In return, however, the computational
solution of particular cases may often be obtained by routine procedures.

In Chapter VIII, we return to the gold-mining process, and consider
a continuous version. There are many problems, some of a quite recondite
nature, associated with the formulation of continuous stochastic decision
processes. In the processes at hand, we are fortunate in being able to
sidestep these difficulties. In the continuous version, combining the
classical variational approach with the techniques employed in previous
chapters, we are able to solve completely the continuous versions of a
number of problems that were resolutely intractable in the discrete case.

We now turn to the calculus of variations in Chapter IX, and show
that various characteristic problems may be viewed as dynamic
programming processes of continuous and deterministic type.

In geometric terms, the classical formulation is equivalent to con-
sidering an extremal curve as a locus of points, while the dynamic
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programming formulation conceives of the extremal as the envelope
of tangents.

Taking this latter point of view, we are able to obtain a new formu-
lation of some parts of the classical theory. In particular, we show how
to obtain partial differential equations, in terms of suitably introduced
state variables, for the principal eigen-value of the differential equation

(6) w22 () u==0,u(0) =u(l) = 0.

Furthermore, we provide a new computational approach to variational
problems with constraints.

In Chapter X, we consider dynamic programming processes involving
two decision-makers, essentially opposed to each other in their interests.
This leads to the discussion of multi-stage games, and, in particular, to
the very interesting class of games called “games of survival.” With the
aid of some heuristic reasoning, we are able to obtain a new rationale
for non-zero sum games, as a by-product.

The functional equations encountered in this domain have the general
form

(7) F(p, #') = Max Min | f j (b 7.0 ) +
G 24

hp, .0 9) T2, 2. 0. 4), T2, 2", ¢, 41146 (9) 4G (¢)].

They may be treated by means of the same general methods used in
Chapter IV to discuss the equation in (3) above.

In the final chapter, we consider a class of continuous decision processes

which lead to non-linear differential equations of the form

dxi y ,
(8) v Mz;tx [jZlaﬁ &gy x + b ()], %6 (0) =¢;,2=1,2,..., N,
together with the corresponding equations derived from the discrete
process.

These equations possess amusing connections with some classical
non-linear equations, as we indicate.

In addition to a number of exercises inserted for pedagogical purposes,
we have included a cross-section of problems designed to indicate the
scope of the application of the methods of dynamic programming.

There may be some who will frown upon some of the less than profound
subjects which are occasionally discussed in the exercises, and used to
illustrate various types of processes. We are prepared to defend ourselves
against the charges of lése majesté in a number of ways, but we prefer
the two following. In the first place, interesting mathematics is where
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you find it, sometimes in a puzzle concerning the bridges of Koenigsberg,
sometimes in a problem concerning the coloring of maps, or perhaps the
seating of schoolgirls, perhaps in the determining of winning play in
games of chance, perhaps in an unexpected regularity in the distribution
of primes. In the second place, all thought is abstract, and mathematical
thought especially so. Consequently, whether we introduce our mathe-
matical entities under the respectable sobriquets of A and B, or by the
more charming Alice and Betty, or whether we speak of stochastic
processes, or the art of gaming, it is the mathematical analysis that
counts. Any mathematical study, such as this, must be judged, ultimately
upon its intrinsic content, and not by the density of high-sounding
pseudo-abstractions with which a text may so easily be salted.

This completes our synopsis of the volume. Since the processes we
consider, the functional equations which arise, and the techniques we
employ are in the main novel and therefore unfamiliar, we have restricted
ourselves to a moderate mathematical level in order to emphasize the
principles involved, untrammeled by purely analytic details. Consistent
with this purpose we have not penetrated too deeply into any one domain
of application of the theory from either the mathematical, economic, or
physical side.

In every chapter we have attempted to avoid any discussion of deeper
results requiring either more advanced training on the part of the reader
or more high-powered analytic argumentation. Occasionally, as in
Chapter VI and Chapter IX, we have not hesitated to waive rigorous
discussion and proceed in a frankly heuristic manner.

In a contemplated second volume on a higher mathematical level, we
propose to rectify some of these omissions, and present a number of
topics of a more advanced character which we have either not mentioned
at all here, mentioned in passing, or sketched in bold outline. It will
be apparent from the text how much remains to be done.

In this connection it is worth indicating a huge, important, and
relatively undeveloped area into which this entire volume represents
merely a small excursion. This is the general study of the computational
solution of multi-dimensional variational problems. Specifically we may
pose the general problem as follows: Given a process with an associated
variational problem, how do we utilize the special features of the process
to construct a computational algorithm for sclving the variational
problem?

Dynamic programming is designed to treat multi-stage processes
possessing certain invariant aspects. The theory of linear programming
is designed to treat processes possessing certain features of linearity, and
the elegant “‘simplex method” of G. Dantzig to a large extent solves
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the problem for these processes. For certain classes of scheduling pro-
cesses, there are a variety of iterative and relaxation methods. In particu-
lar, let us note the methods of Hitchcock, Koopmans, and Flood for
the Hitchcock-Koopmans transportation problem, and the “flooding
technique” of A. Boldyreff for railway nets. Furthermore, there is the
recent theory of non-linear programming of H. Kuhn and A, W. Tucker
and E. Beale. The study of computational techniques is, however, in
its infancy.

Let us now discuss briefly some pedagogical aspects of the book. We
have taken as our audience all those interested in variational problems,
including mathematicians, statisticians, economists, engineers, operations
analysts, systems engineers, and so forth. Since the interests of various
members of this audience overlap to only a slight degree, some parts of
the book will be of greater interest to one group than another.

As a mathematics text the volume is suitable for a course on the
advanced calculus level, either within the mathematics department
proper, or in conjunction with engineering or economics departments,
in connection with courses in applied mathematics or operations research.

For first courses, or first readings, we suggest the following programs:

Mathematician: Chapters I, II, IIT, IV, IX, X
Economist ; Chapters I, 11, II1, V, IX
Statistician: Chapters I, II, III, IX, X, XI
Engineer: Chapters I, II, 111, IX

Operations Analyst: Chapters I, II, III, V, IX, X

Finally, before ending this prologue, it is a pleasure to acknowledge
my indebtedness to a number of sources: First, to the von Neumann
theory of games as developed by J. von Neumann, O. Morgenstern, and
others, a theory which shows how to treat by mathematical analysis
vast classes of problems formerly far out of the reach of the mathe-
matician—and relegated, therefore, to the limbo of imponderables—and,
simultaneously, to the Wald theory of sequential analysis, as developed
by A. Wald, D. Blackwell, A. Girshick, J. Wolfowitz, and others, a
theory which shows the vast economy of effort that may be effected by
the proper consideration of multi-stage testing processes; second, to a
number of colleagues and friends who have discussed various aspects of
the theory with me and contributed to its clarification and growth.

Many of the results in this volume were obtained in cotlaboration
with fellow mathematicians. The formulation of games of survival was
obtained in conjunction with J. P. LaSalle; the results on the optimal
inventory equation were obtained together with I. Glicksberg and O.
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Gross; the results on the continuous gold-mining process in Chapter VIII
and the results in Chapter VII concerning specific bottleneck processes
were obtained together with S. Lehman; a number of results obtained
with H. Osborn on the connection between characteristics and Euler
equations, and on the convergence of discrete gold-mining processes to
the continuous versions will not appear in this volume. Nor shall we
include a study of the actual computational solution of many of the
processes discussed below, in which we have been engaging in conjunction
with S. Dreyfus.

I should particularly like to thank I. Glicksberg, O. Gross and A.
Boldyreff who read the final manuscript through with great care and
made a number of useful suggestions and corrections, and S. Karlin
and H. N. Shapiro who have done much valuable work in this field and
from whose many stimulating conversations I have greatly benefited.

Finally, I should like to record a special debt of gratitude to O. Helmer
and E. W. Paxson who early appreciated the importance of multi-stage
processes and who, in addition to furnishing a number of fascinating
problems arising naturally in various important applications, constantly
encouraged me in my researches.

A special note should be made here of the fact that most of the mathe-
maticians cited above are either colleagues at The RAND Corporation,
or are consultants. Our work has been conducted under a broad research
program for the United States Air Force.

Santa Monica, California RicHARD BELLMAN
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CHAPTER 1

A Multi-Stage Allocation Process

§ 1. Introduction

In this chapter we wish to introduce the reader to a representative
class of problems lying within the domain of dynamic programming and
to the basic approach we shall employ throughout the subsequent pages.

To begin the discussion we shall consider a multi-stage allocation
process of rather simple structure which possesses many of the elements
common to a variety of processes that occur in mathematical analysis,
in such fields as ordinary calculus and the calculus of variations, and
in such applied fields as mathematical economics, and in the study of
the control of engineering systems.

We shall first formulate the problem in classical terms in order to
illustrate some of the difficulties of this straightforward approach. To
circumvent these difficulties, we shall then introduce the fundamental
approach used throughout the remainder of the book, an approach based
upon the idea of imbedding any particular problem within a family of
simnilar problems. This will permit us to replace the original multi-
dimensional maximization problem by the problem of solving a system
of recurrence relations involving functions of much smaller dimension.

As an approximation to the solution of this system of functional
equations we are lead to a single functional equation, the equation

1) S = Max [g{y)+h(x—y)+[lay +bx—y)].
0<ysz

This equation will be discussed in some detail as far as existence and

uniqueness of the solution, properties of the solution, and particular

solutions are concerned.

Turning to processes of more complicated type, encompassing a greater
range of applications, we shall first discuss time-dependent processes
and then derive some multi-dimensional analogues of (1), arising from
multi-stage processes requiring a number of decisions at each stage.
These multi-dimensional equations give rise to some difficult, and as
yet unresolved, questions in computational analysis.

In the concluding portion of the chapter we consider some stochastic
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versions of these allocation processes. As we shall see, the same analytic
methods suffice for the treatment of both stochastic and deterministic
processes.

§ 2. A multi-stage allocation process

Let us now proceed to describe a multi-stage allocation process of
simple but important type.

Assume that we have a quantity x which we divide into two non-
negative parts, ¥ and ¥ — y, obtaining from the first quantity y a
return of g (y) and from the second a return of % (x — y).* If we wish
to perform this division in such a way as to maximize the total return
we are led to the analytic problem of determining the maximum of
the function

(1) Rix,y) =g +hx—y)

for all y in the interval [0, x]. Let us assume that g and % are continuous
functions of x for all finite x > 0 so that this maximum will always exist.

Consider now a two-stage process. Suppose that as a price for obtaining
the return g (y), the original quantity ¥ is reduced to ay, where a is a
constant between 0 and 1, 0<Ca < 1, and similarly x — y is reduced
to b(x —y), 0<<b <1, as the cost of obtaining % (v — y). With the
remaining total, ay + b (x — ), the process is now repeated. We set

(2) ay +bx—y) =2 =y 4+ (X1 —1),

for 0 << y, << x,, and obtain as a result of this new allocation the return
g (v1) + & (x; —y,) at the second stage. The total return for the two-
stage process is then

(3) Ro(%,9, %) =g +hx—y) +gW) + h{xs—y)

and the maximum return is obtained by maximizing this function of
y and y, over the two-dimensional region determined by the inequalities

(4) a. 0<<y<x
b. 0<<y<x

Let us turn our attention now to the N-stage process where we repeat

1 The units of the return are, in this case, different from the units of ». Thus,
for example, x may be in dollars, and g (y) may be man-hours of service from machines
purchased with the y dollars. In other cases, occurring in multi-stage investment
problems, or multi-stage production problems, this will not be so, in that the units
of the return will be the same as that of the resources, or a mixture of both situations
will occur. We are considering the simplest case here.
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the above operation of allocation N times in succession. The total return
from the N-stage process will then be

(5) Ry(%,9, 1. -, y8-1) =g W) +h{(x—y)+gH)
+h—y) +...+glv-1) Fhlav-1—yn 1),

where the quantities available for subsequent allocation at the end of

the first, second, ..., (N — 1)st stage are given by
6) x, =ay+b(x—y),0<y<z,
X2 =ay; +b(x—y), 0y < 7,

IN-1= ﬂyN_z + b(xN—Z—yN—Z);
O0<ynv-2<<Tan-2, O0<yw-1<<2an-1

The maximum return will be obtained by maximizing the function Ry
over the N-dimensional region in the space of the variables vy, y,,...,
ywn -1, described by the relations in (6).

§ 3. Discussion

In setting out to solve this problem, the temptation is, quite naturally,
to use calculus. If the absolute maximum occurs inside the region, which
is to say if all the y; satisfy the strict inequalities 0 << y; <C x;, and if
the functions g (x) and % (x) possess derivatives, we obtain for the
determination of the maximizing y; the system of equations,

(1) g&v-1)— 4 (anv-1—yn-1) =0
glynv-2)—h (an-2—yn-2)+ (@a—b I (xnv-1—y~v-1) =0

gW+rEx—y)+@—bH(x—y)+...=0,

upon taking partial derivatives. However, in the absence of this know-
ledge, since we are interested not in local maxima, but in the absolute
maximum, we must also test the boundary values y; = 0 and x;, and
all combinations of boundary values and internal maxima. Furthermore,
if the solution of the equations in (1) is not.unique, we must run through
a set of conditions sufficient to ensure our having a maximum and not
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a minimum or a mere local maximum. It is evident that for problems
of large dimension, which is to say for processes involving a large number
of stages, a systematic procedure for carrying out this program is urgently
required to keep the problem from getting out of hand.

Suppose that we abdicate as an analyst in the face of this apparently
formidable task and adopt a defeatist attitude. Turning to the succor
of modern computing machines, let us renounce all analytic tools.
Consider, as a specific example, the problem posed by a 10-stage process.
Then, if we wish to go about the determination of the maximum
in a rudimentary fashion by computing the value of the function
Ryy = Ry (¥, ¥1, - .., vs) at suitably chosen lattice points, we may pro-
ceed to divide all the intervais of interest, 0 <Cy <<%, 0Ty, < %y, ...,
0 << yy < x,, into, say, ten parts, and compute the value of R,, at each
of the 10'° points obtained in this manner. 10'® is, however, a number
that commands respect. Even the fastest machine available today or in
the near future, will still require an appreciable time to determine the
solution in this manner.

To give some idea of the magnitude of 10'°, note that if the machine
took one second for the calculation of R,, at a lattice point, storageand
comparison with other values, the computation of 10'¢ values would require
2.77 million hours; if one millisecond, then 2.77 thousand hours; if one
micro-second, then 2.77 hours. This last seems fairly reasonable. Observe,
however, that if we consider a 20-stage process, we must multiply any
such value by 10, i.e., 1020 = 10 - 101,

Needless to say, there are various ingenious techniques that can be
employed to cut this time down. Nonetheless, the method sketched
above is still an unwieldy and inelegant method of attack.

Furthermore, it should be realized that if we are sufficiently interested
in the solution of the above decision process to engage in computations,
we will, in general, wish to compute the answer not only for one particular
value of x, but for a range of values, not only for one set of values of
a and b but for a set of values, and not only for one set of functions
g and A, but for a class of functions. In other words, we will perform a
sensitivity analysis or stability analysis of the solution. Any such sensi-
tivity analysis attempted by the above methods will run into fairly
large computing times.

One of the aspects of the situation viewed in these terms which is
really disheartening is that this problem 1is, after all, only the conse-
quence of a very, almost absurdly, simple version of an applied problem.
It is clear that any modification of the problem in the direction of
realism, say subdivision of x into more than two parts, which is to say
an increase in the number of activities we can engage in, or an increase
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in the types of resources, will increase the computing time at an expo-
nential rate.

Furthermore, as we have pointed out in the Preface, we must realize
that the essential purpose in formulating many of these mathematical
models of the universe, economic, physical, biologic, or otherwise, is not
so much to calculate numbers, which are in many cases of dubious value
because of the lack of knowledge of some of the basic constants and
functions involved, but rather to determine the structure of the solution.
Concepts are, in many processes, more important than constants.

The two, however, in general go hand-in-hand. If we have a thorough
understanding of the process, we have means, through approximation
techniques of various sorts, of determining the constants we require.
Furthermore, in the processes occurring in applications, of such enormous
complexity that trial and error computation is fruitless, it is only by
having an initial toe-hold on the solution that we can hope to use com-
puting machines effectively.

Going back to the idea of the intrinsic structure of a solution, we may
ask what it is that we really wish to know if we are studying a process
of this type. Naturally, we would like to obtain the point (y, ¥4, ..., ¥n)
at which the maximum occurs, and any solution must furnish this. But
from the point of view of a person carrying out the process, all that is
really required at any particular stage of the process is the value of y
in terms of x, the resources available, and N, the number of stages
ahead; that is to say, the allocation to be made when the quantity
available is ¥ and the number of stages of the process remaining is N.
Viewed as a multi-stage process, at each stage a one-dimensional choice
is made, a choice of ¥ in the interval [0, x]. It follows 2 that there should
be a formulation of the problem which preserves this dimensionality
and saves us from becoming bogged down in the complexities of multi-
dimensional analysis.

§ 4. Functional equation approach

Taking this as our goal, namely the preservation of one-dimensionality,
let us proceed as follows. We first observe that the maximum total return
over an N-stage process depends only upon IV and the initial quantity x.
Let us then define the function,

(1) fwv (x) = the maximum return obtained from an N-stage process
starting with an initial quantity x, for N=1,2, ...,
and x > 0.

2 As an application of the useful principle of wishful thinking.
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We have

(2 fv(x) = Max Ry (x,y, ...,y ~n-1), N=2,8, ..
{v.v:}

with

3) filx) = Max [g(y) + & (x —y)].

0<y=<ua

Our first objective is to obtain an equation for f, (x) in terms of f, ().
Considering the two-stage process, we see that the total return will be
the return from the first stage plus the return from the second stage,
at which stage we have an amount ay - & (x — y) left to allocate. It is
clear that whatever the value of y chosen initially, this remaining amount,
ay -+ b (x —y), must be used in the best possible manner for the re-
maining stage, if we wish to obtain a two-stage allocation which
maximizes.

This observation, simple as it is, is the key to all of our subsequent
mathematical analysis. It is worthwhile for the reader to pause here a
moment and make sure that he really agrees with this observation,
which has the deceptive simplicity of a half-truth.

It follows that as a result of an initial allocation of ¥ we will obtain
a total return of f, (ay + b (x —y)) from the second stage of our two
stage process, if y, is chosen optimally. Consequently, for the total
return from the two stage process resulting from the initial allocation
of v, we have the expression

(4) Ri(x,y,v) =g +hlx—y)+ filay + b(x—y).

Since y is to be chosen to yield the maximum of this expression, we
derive the recurrence relation

5) f2 (%) =0£/Ia><(z[g W) +hx—y) + filay + 0 (x—9)],

connecting the functions f, (x) and f,(x). Using precisely the same

argumentation for the N-stage process, we obtain the basic functional

equation

(6) Jfv@) = Max [g(¥) +h(x—y) + frv-1(ay + b(x—y))]
0<y=<=z

for N > 2, with f, () defined as in (3) above.

Starting with f, (x), as determined by (3), we use (6) to compute f, (x),
which, in turn, repeating the process, yields f; (), and so on. At each
step of the computation, we obtain, not only fi (x), but also yi (x), the
optimal allocation to be made at the beginning of a A-stage process,
starting with an amount x.

8
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The solution, then, consists of a tabulation of the sequence of functions
{yve(x)}and {fr(x)} forx >0,k =1,2,....

Given the sequence of functions {yx (x)}, the solution of a specific
problem, involving a given N and a given x has the form

) y =y~ (),
yr=yv-1{ay + b(x—y)),
Y2 =y~ -2 (ay, + b (x, —¥1)),

yv-1="(@yn-2+ b (an-2—Y n-2)),

where (¥, ¥y, - .., ¥x-1) is a set of allocations which maximizes the total
N-stage return.

A digital computer may be programmed to print out the sequence of
values ¥, ¥, ..., ¥~ -1, in addition to tabulating the sequences { fx (x)}

and {yx (x)}.

§ 5. Discussion

The important fact to observe is that we have attempted to solve a
maximization problem involving a particular value of x¥ and a particular
value of N by first solving the general problem involving an arbitrary
value of x and an arbitrary value of N. In other words, as we promised
in the first section, we have imbedded the original problem within a
family of similar problems. We shall exploit this basic method of mathe-
matical analysis throughout the book.

What are the advantages of this approach? In the first place, we have
reduced a single N-dimensional problem to a sequence of N one-
dimensional problems. The computational advantages of this formulation
are obvious, and we shall proceed in the next sections to show that there
are analytic advantages as well, as might be suspected. As we shall see,
we will be able to obtain explicit solutions for large classes of functions
g and A, which can be used for approximation purposes. This point will
be discussed again below. Furthermore, we will be able to determine
many important structural features of the solution even in those cases
where we cannot solve completely. The utilization of structural properties
of the solution and the reduction in dimension combine to furnish
computing techniques which greatly reduce the time required to solve
the original problem. We shall return to this point in connection with
some multi-dimensional versions.
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§ 6. A multi-dimensional maximization problem

Before proceeding to a more detailed theory of the processes described
above, let us digress for a moment and briefly present two further
applications of the general method.

For the first application, consider the problem of determining the
maximum of the function

N
(1) F (%), %9, oo, xn) == X g (%),
i=1
over the region defined by
(2) (@) 214+ x+ ... Fav=0c,

(b) x; > 0.

Each function g; (x) is assumed to be continuous for all x > 0.
Since the maximum of F depends only upon ¢ and N, let us define
the sequence of functions

(3) fale) = N{Ia;; F (%, %5, ..., xn),

forc>0and N=1,2,....
Then, arguing as above, we have the recurrence relation

(4) fv(e) = Max [gn(x) +/v-1(c —3)],

0<x<e

for N=2,3, ..., with
(5) file) =g ().

§ 7. A “smoothing” problem
As the second application, let us consider the problem of determining
the sequence {xx} which minimizes the function

N

(1) Fxy, 2, .oo,28) = 2 gelxeg—re) +
=1 k

hi (Xp — Xk -1).
1

(™

Here {r:} is a given sequence, x, = ¢ a given constant, and we assume
that the functions g (¥) and %« (x) are continuous for all finite x, and
that gx (%), Ax (x) > o0 as | ¥ | — oo

The genesis of this problem, explaining its name, will be discussed
in the exercises.

10
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Let us define the sequence {fr(c)}, R =1, 2, ..., N, by the property

that fz (c) is the minimum over all xg, ¥xr+1, ..., xx of the function
N N
(2) Fr= 2 grlxx—re) + 2 hi(xe—xe-1),
k=R ¥=R
where xg_1 =c.
We have
(3) Jw (€)= Min [gn (x — ) + b (x — 0)],
x
and

4) fr(c) = Min [gr(x —7R) + hr(x —¢) + fr+1(x)],
forR=12 ..., N—1.

§ 8. Infinite stage approximation

Let us now return to the allocation process. The treatment we present
here serves as a prototype for the discussion of a number of multi-stage
processes, of diverse origin, but similar analytic structure.

If N is large, it is reasonable to consider as an approximation to the
N-stage process, the infinite stage process defined by the requirement
that the process continue indefinitely. Although an unbounded process
is always a physical fiction,® as a mathematical process it has many
attractive features. One immediate advantage of this approximation
lies in the fact that in place of the sequence of equations given by (4.6),
we now have the single equation
(1) f0) = Max [g(y) +h(x—y) + flay + b(x—))]

0<y=<=z
satisfied by f(x), the total return of the process, with a single allocation
function y = vy (x), determined by the equation.

To balance this, we encounter many of the usual difficulties associated
with infinite processes. It is, first of all, no longer clear that a maximum
exists rather than a supremum. This is to say, there may be no allocation
policy which actually yields the total return f(x). Furthermore, if we
wish to employ (1) in an unrestricted fashion to determine properties
of the infinite process, we must show that it possesses no extraneous
solutions. In other words, we must establish existence and uniqueness
theorems if this equation is to serve a useful purpose.

3 We shall occasionally use the word “physical” to describe the ‘‘real” world.
It should be interpreted to mean economic, biological, engineering, etc., depending
upon the background and interests of the reader.

11
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§ 9. Existence and uniqueness theorems

The result we obtain in this section is actually a special case of a
more general result we shall derive in a later chapter. Repetition, however,
no matter how dismaying as a social or literary attribute, is no great
mathematical sin, and it is important to present the simpler case first,
enabling the basic ideas to appear unimpeded by technicalities of lesser
import.

Let us now demonstrate

THEOREM 1. Let us assume that

1) a. g(x) and h(x) are continuous functions of x for
x>0,g(0) =h(0) =0.

b If m() = Max Max(|gG) 1 |h0)]), and

O<y<z

¢ = Max (a, b), then X m (c® x) << oo for all x > 0.

n=0

c. 0<<a<1l,0<b <,

Under these assumptions, there is a unique solution to (8.1) which is con-
tinuous at x = 0, and has the value O at this point,; moreover, this function
1S continuous.

Before proceeding to the proof, let us digress for a moment and
consider the important special case where g and %4 are both non-negative.
The sequence { f~ (x)} as given by (4.6) is a monotone increasing sequence,
with boundedness a consequence of condition (1b), as we shall show
below in a moment. Consequently, for all x > 0, fv () converges to a
function f(x) as N — oo.

Let us show that this function satisfies the equation

(2 fx) = Sup [gO) +hlx—y) + flay + b(x —))].

0<y=<~zx

To simplify our notation, let us set
(3) T(fy) =g +hix—y) +flay+bx—y).
The basic recurrence relation is then

(4) fyvs1(d) = Max T (fn,v).

0<y<z

12
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From (4) we obtain as a consequence of the monotonicity in N,

(6) f) = Max T(fv,y).

0<y=<=z

For any y in the interval [0, x], this means that the inequality

(6) f) =T (fnv,y)

holds. Letting N — oo, this yields

(M) f@)=T(fy)

for all ¥ in [0, x], which, in turn, leads to the result

(8) fx) = Sup T(f ).
0<y=<=z

We cannot write Max since we have no guarantee that the
0<y<w
limit function f (x) is actually continuous as a function of x.

On the other hand, from (4) we also obtain

(9) fN+1(x)£ Sup T(f:y)r

0<y=<z

for all N, and thus

(10) f) < Sup T (/).
0<y<z
Comparing (8) and (10), we obtain (2).

One of the defects of this proof based solely upon monotonicity is
that it does not yield the continuity of the limit function, a result which
implies the existence of an optimal policy. This optimal policy is a
function y (x) which yields the maximum in

(11) fx) = Max T(fy),
0<y<z
when the maximum exists.

The existence of an optimal policy for the infinite process is directly
of no particular importance computationally, or as far as applications
are concerned. It is, however, of great importance in connection with
the determination of the structure of optimal policies for the infinite
process. Thus, indirectly, the question of the existence of continuous
solutions is significant as far as numerical results are concerned, since
the solution of the infinite process can be used as an approximation to
the solution of the finite.

In order to establish the existence and uniqueness of a ‘continuous

13
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solution of (11), we shall employ a technique that is applicable to a large
class of equations of this type, the method of successive approximations.
We shall, however, encounter monotonicity arguments again in later
chapters.

Turning to the recurrence relations in (4), let us begin with the obser-
vation that f, (x) is continuous for all x > 0 by virtue of the assumptions
made concerning g (x) and % (x). It follows, inductively, that each
element of the sequence { fv (x)} is continuous. It is worth pointing
out, however, that the location of the maximizing y need not depend
continuously upon x. In other words, the policy is not necessarily a
continuous function of x. An example of this is given in § 15.

Let yn (x) be a value of y which yields the maximum in (4). It is a
matter of indifference as to which value of y we choose, if there is more
than one value producing the maximum. Then we have

(12) o1 =T (f, yn),
fvva(@®) =T (fv+1, yn+1),

and, as a consequence of the maximum property of the y~, the further
inequalities

(13) Iner(®) =T (fx,y8) 2T (fa, yn+1)
fvre @) =T (fv+, yv+1) =T (fx+1,¥Yn).
These, in turn, yield
(14) Sve1 (@) —fyee(®) =T (fyv,ynv+1) — T (fv+1, yn +1)
<T(fy,y5) —T (fw+1,¥5)
The two inequalities combined yield the important estimate

(15) |fy+1(x) —fy+e(®) [<Max[|T (fv, yv+1) — T (fv+1, y5+1) |,
[T (fy,y8) —T (fv+1,98) |].

Turning to the definition of T ( f, ¥) given in (3), we see that
(16) | T (fw, y8) — T (fv+ 1, 98) |
= |fw(ayn + b (x —yw)) —fx s 1 (ayn + b (¥ — ) |
Let us now define

(17) un(x) = Max |[fv(@)—fv+1() |, N=12,...

0<z<z

14
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Since ay 4 b (x — y) << cx for all y in [0, «], the relation in (16) yields
(18) un +1 (%) < un (cx).

It remains to estimate u, (x). We have, referring to the equations
for f, () and f, (x), the relation

(19) |f1(®) —fo (%) | < Max [ [ fy(ay: + b (x —y) |,
| fr(ays + b (x —y3) |1 < m (cx),
using the definition of m (x) given in (1b).

Hence we see that u, (x) << m (cx), and thus, using (18), that uy (x)
< m (¢¥ *+1 x). By virtue of our assumption concerning m (x) it follows

that 2 un (x) converges for all x, and what is important, uniformly in
Ne=1
any finite interval. The limit function f (x) = lim fx (x),in consequence,

N-—» o0
exists and is continuous for all x. Furthermore, the uniformity of con-
vergence ensures that f(x) is a solution of (8.1).

It remains to establish the uniqueness of the solution. Let F (x) be
any other solution which exists for all x and is continuous at x =0,
with F (0) = 0.

In the equation

(20) flx) = Max T(fy),

0<y<z

let y = y (x) be a value of y which yields the maximum, and let w = w ()
play the similar role in

(21) F(x) = Max T(F,v).

0<y<=z
Then, as above, we obtain the two inequalities,
(22) fE=T(fy) 2T (f»
F(x)=T(F, w>T(F,vy)),

and, as before, this leads to

(23) [f(¥) —F (x) [ <Max[|T(f,9) —T(F,9) .| T(f,w)—T(F,w)|].
<Max[|flay+b(x—y))—F(ay+b(x—y)) |
[flaw+b(x—w))—F(aw +b(x—w))|].
Let us now define

(24) u(x) = Sup [f(2)—F (2]

0<z<z2
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Since f (x) is continuous for all ¥ > 0 and F (x) is, by assumption, con-
tinuous at x = 0, we see that « (x) is continuous at x = 0 and has the
value O there.

From (23) we obtain

(25) u (x) < u(cx),
whence, by iteration,
(26) u(x) << u (N %),

for all N > 1. Since « (x) is continuous at ¥ == 0 and # (0) = 0, upon
letting N — oo we obtain # (x) << 0, and thus that f(x) = F (). This
completes the proof of the existence and uniqueness of a solution of the
functional equation associated with the infinite process.

§ 10. Successive approximations

In considering the equation

(1) f(x): Max T(f’ y)»

0<y<az
we have shown that a particular sequence of successive approximations
converged to the unique solution which is continuous at x = 0 and
zero there. It is important for both analytic and computational purposes
to know that actually any sequence whose initial function satisfies
certain simple requirements converges.
The methods we have used above may also be employed to prove the
following

THEOREM 2. Let f, (x) satisfy the following conditions:

(1) a. fo (x) s continuous for x > 0.
b. f, (0) = 0.
Then, if the conditions of Theorem 1 are fulfilled, the sequence defined by
(2) fN+1(x)= Max T(fN,y),N=0,1,...,
0<y=<=

converges to the solution f (x) obtained above, uniformiy in any finite interval.

§ 11. Approximation in policy space
We have employed above the classical technique of successive ap-

proximations in order to obtain a solution to the nonlinear functional
equation

ey fx) = Max T (fy).

0<y=<z

16
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We now wish to exploit a certain duality which is present in these
decision processes to show that we can choose the initial approximation
in such a way that we can always ensure this approximation being
monotone. This means that we have uniformly better convergence with
each iteration.

Let us begin by introducing some terminology. We shall call a sequence
of allocations; i.e., a sequence of admissible choices of y, a policy, and
a policy which yields f (x) an optimal policy.

The duality that exists in the theory of dynamic programming arises
from the interconnection between the functions f (x) which measure the
maximum return and the policies which yield these maximum returns.
Actually a policy is a function, since a policy is a determination of y as
a function of x. It is worthwhile nonetheless to preserve this terminology
since it possesses certain advantages derived from intuition. If the policy
is not unique, ¥ will not be a single-valued function of x.

It follows from the functional equation that a knowledge of f(x)
yields y (x), and conversely any y (x) determines f(x), iteratively by
means of the functional equation

(2 F@ =T (fyx).

Thus, for example, if the optimal policy consisted of the choice y = 0
continually, f(x) would satisfy the functional equation

3 f@) =hx) + f(bx),
which would yield the result

(4) flx) = X h(bnx).
n=20

As we have mentioned above, the purpose of our investigation is not
so much to determine f(x), which is really a by-product, but more
importantly, to determine the structure of the optimal policy, which
is fo say to determine y (x).

This leads to an important and useful idea. Just as we can approximate
in the space of the functions f (x), so we can approximate in the space
of policies, ¥ (x). Furthermore, in many ways, this is a more natural and
simpler form of approximation. The advantage of this type of approxi-
mation analytically is that it always leads to monotone approximations.
From the standpoint of applications, it is by far the more natural
approximation since it is usually the one part of the problem about
which a certain amount is known as a result of experience.

Let yo (x) be an initial guess for an optimal policy and let f, (x) be

17
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the return function derived from this policy function, which is to say
that f, (x) satisfies the functional equation

() Jo(®) =T (fo, y0 (%)),

an equation which we solve iteratively. To improve y, (x), we determine
¥1 (%) as a function of x which maximizes T (f,, ¥} for 0 <<y <.
Assume for the moment that y, (x) is itself continuous in #, (which need
not necessarily be the case), and that the return function f, (x) computed
using this policy is also continuous. This will always be the case, as we
point out again below, under the assumptions we have made. We now
continue in this way, generating a sequence of policies, {y~ (x)}, and
a sequence of return function, {f~ (x)}.

It is easy to show, utilizing the methods described in the foregoing
sections, that under the assumptions we have made the sequence {fn (x)}
is monotone increasing. A rigorous proof of the existence and con-
vergence of the sequences {y~ (x)} and {f~ (x)} described above seems
difficult to obtain, Consequently, we compromise for the following.

THEOREM 3. Let f, (x) be the result of an initial approximation in policy
space, that is,

(6) Jo ) =T (fo, ¥o (%)),

where y, (x) is any continuous function of x satisfying the conditions

(M 0Ty, (x) <«x.

Under the assumptions of Theorem 1, the sequence defined by

(8) fvrr{x) = Max T(fy,y),N=0,1,2,...,

0<y<=z
converges uniformly to the solution f(x) obtained, and this convergence is
monotone.

Proor. Let us demonstrate the monotonicity, which is the essential
feature, first. We have

(9) fil®) = Max T (fo, ).
0<y<z
Comparing the definition of f, given in (5) with the definition of f; above,
we see that f, > f, for all values of . From this it follows inductively
that fy+1 > fn for all values of x >0,
It remains to prove the continuity of the function f, (x) for x = 0.

18
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The conditions upon g and % which we have imposed above show that
the formal series for f, (x)

(10) Jox) =g +h(x—y)) + ...,

obtained iteratively, converges uniformly in any finite interval and
represents a continuous function of x for x > 0, if y, (x) is a continuous
function of x.

§ 12. Properties of the solution—I]: Convexity

Let us now show that we can derive certain structural properties of
the optimal policy from various simple structural properties of the
functions g and A. The structure of the optimal policy ¥ (x) and that of
the return function f (x) turn out to be intimately entwined.

Our first result in this direction is

THEOREM 4. If, in addition to the assumptions in Theorem 1, we impose
the conditions that g and h be convex functions of x, then f(x) will be a
convex function, and for each value of x, y will equal O or x.

Proor. The proof will be inductive. Since

(1) filx) = Max (g(y) + & (x—y))

0<y=<z
and g(y) + & (x —y) is convex as a function of y for 0 Ty <, it
follows that

(2) fr{x) = Max (g (x), & (%) ),

since the maximum of a convex function must occur at one of the
end-points. As the maximum of two convex functions, f, (x) is convex.

Since g (y) + A (x —y) + f1(ay + b (x —)) is a convex function of
y for y in [0, x] it follows by repetition of the above argument that

3 fa(x) = Max (g (x) + f1(ax), b (x) + £, (b%)),

is a convex function of x. We see then, inductively that fy (x) is convex,
and thus that the limit function f(x) is convex.
Turning to the equation f(x) = Max T (f,y), the convexity of f

0<y<e
reduces this to the simpler equation
(4) f (%) = Max (g (%) + f(ax), b (x) + f (bx)),

showing that ¥y = 0 or x for each value of x. This equations is, sur-
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prisingly, still a difficult equation to solve in general. We shall consider
a particular case of it below.

§ 13. Properties of the solution—II: Concavity

Let us now demonstrate that an analogous result holds for the case
where g and % are both strictly concave functions of x for ¥ > 0.

THEOREM 5. If, in addition, to the assumptions in Theorem 1, we impose
the conditions that g and h be strictly concave functions of x, then f(x)
will be a strictly concave function of x.

In this case, the optimal policy will be unique.

Proor. Let us consider the one-stage case first, and perform some
simple calculations which will show us why the result should be true,
before proceeding to a rigorous proof using a different and more general
technique.

We have

1) fix) = Max [g(y) + &k (x—y)].

0<y<z
Since g and & are strictly concave functions, the function g (y) + 4 (x — ¥)
is a strictly concave function of y. There is, in consequence, a single
maximum, which may, nonetheless, occur at an end point y = 0 or
y = x. Let us suppose for the moment that it occurs at an interior point,
and that g and % possess second derivatives. Then,

(2) L) =g0) +h(x—y)
where y is determined as a function of x by means of the relation
3 g W) =nx—y).

Differentiation of (2) yields
4 HW=@E0)—rE—y)dydx+ 1 x—y) =k (x—y),
and thus

(5) i () = A" (x — ) (1 — dy[dx).
Differentiating the relation in (3), we obtain

(6) g" ) dyldx = 1" (x —y) (1 — dy[dx),
which yields

(7 dyldx = " (x —)[@" ) + A" (x —)).
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Thisshows that 1 > dy/dx > 0, and thus, returning to (5), that f," (x) < 0.

If the maximum is not actually inside, we can force it to be by various
modifications of the functions g and # which prevent the maximum from
ever being at y = O or y = «; e.g., by addition of a term ¢ log ¥ (x —¥),
where ¢ is a small positive quantity. We can then proceed induc-
tively and establish the same result for all the members of the
sequence fn (x). This is, however, a rather clumsy method which does
not extend without pain to multi-dimensional problems. We shall
therefore use a more elegant and simple method.

Lemuma 1. If G (x, y) is a concave function * of x and y for x, y > 0, then
f(®) as defined by

8 fx) = Max G(x )

0<y<=z

is a concave function of x for x > 0.

ProoF. We have, for 0 << A1<C1,
(9) JAx+ (1 —N2) = Max GAx~+(1—2A)zy).

0<y<iz+(1l—Az
We may replace y by the quantity ¥y = Ay, + (1 — A) ¥, where y, and
y, range independently over the intervals 0 <<y, <Z %, 0 << y, << 2. Then

(10) fAx+(1—A) 2= Max GAx-+(1—Az, iy, + (1—Ay,).
O<y <=
0<y, <z

Since G (, ¥) is concave in x and y, we have

(1) GAx+ (1= z,Ay;+ (1 —24) y2) ZAG (x,31) + (1 —2) G (2, ys)

Hence
(12) fAx+(1—2)2) > . Max [AG(x,vy) + (1 —A)G(z,v,5)]
<y =z
0<y, <z
> A Max G(x,v,) +(1—4) Max G(z,¥,)
0 <y <z 0<y: <z

=Af(x) +(1—A)f(2).

Let us now apply this lemma to prove Theorem 5. It is easily verified
that g (y) + 2 (x — ) is a concave function of x and y if g and % are
concave functions. This shows immediately that f, (x) is concave. Simi-
larly, since f, (ay 4+ b (x—¥)) is a concave function of x and ¥, f, (%)

4 Concavity in both x and y means the G (A x, + (1 —A) 25, Ay, + (1 —A) yy) =4
Gxy,y) + (1 —A) G (xy 9y, for 0 <A <1
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as defined by the basic recurrence relation is a concave function. We
thus proceed inductively and show that each function in the sequence,
{f~ (%)}, Is a strictly concave function, and hence that the limit function
is concave. That it is strictly concave follows from the strict concavity
of g and A, using Lemma 1 upon the functional equation for f(x).

Once we have established the strict concavity of f(x), the uniqueness
of the maximizing ¥ and thus of the optimal policy follows immediately.
This completes the proof of Theorem 5.

§ 14. Properties of the solution—III: Concavity

Let us now show that the assumption of concavity enables us to tell
quite a bit more about the nature of the solution.

THEOREM 6. Let us assume that

(1) a. g(x) and h(x) are both strictly concave for x = 0, monotone in-
creasing with continuous derivatives and that g (0) = h (0) = 0.

b. ¢ (0)/(1 —a) > A" (0)/(1 —b), A" (0) > g’ (e0), b > a.
Then the optimal policy has the following form:

(2) a. y=x for 0<C x<Cx, where x is the root of W' (0) = g’ (x)
+(b—a)g (ax) + (b—a)ag' (a*x) + ...
b. y =y (x) for x > x where v (x) is a function satisfyving the in-
equalities 0 <<y (x) < x, and y (x) is the solution of

3 g —HEx—y)+@—b)f(ay+bx—y)=0.

Remark. We have given the solution for only one of the possible
combinations of inequalities connecting g’ (0), 4’ (0),  and a. It will be
easily seen from the procedure below, that corresponding results hold
for the other cases. Furthermore, the number of cases can be halved
by the observation that the interchange of ¥ and x — y results in an
interchange of 4 and &.

Proor. Let us employ the method of successive approximations, Set

(4) filx) = Max [g(y) + A (x—v)].

0<y<z
Since, by assumption, g’ (0) > 4’ (0), for small x, we have g’ (y) —
k' (x —y) >0, for y in the interval [0, x]. Hence g(y) + A (x — ) is
monotone increasing in 0 << y <C x and the maximum occurs at y = x.
As x increases, the equation g’ (y) — 4 (x —y) = 0 will ultimately
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have a root at y = «x, and then as x increases further a root inside the
interval [0, x]. The critical value of x is given as the solution of g’ () —
k' (0) = 0. This equation has precisely one solution, which we call x,.
For x > x, let y, = y, (x) be the unique solution of g’ (y) = A’ (x — y).
The uniqueness of solution is a consequence of the concavity assumptions
concerning g and 4, and the existence of a solution is a consequence of
the continuity of g’ and A'.
Thus we have

(5) fi (%) =g (), 0<x <y,
=g) +Ahx—y), X=Xy
and
6) fi' (x) =g (x), 0<x <
=g ) —+ x—y)ldyfdx + W (x—y) = W (x — ),
for x > x,.

Since y, (x,) = x,, we see that f,’ (x) is continuous at ¥ = x,, and hence,
for all values of x > 0. Furthermore f; (x) is a concave function of x;
cf. the analysis of § 11.

Now let us turn to the second approximation
(1) folx)= Max [g(y) +h(x—y) + filay +b(x—y))].

0sy<=z
The critical function is now D(y) =g (y) —&' (x —y) + fi’ (ay +
b(x —y)) (@ —b). Since g’ (0) — 4’ (0) + f," (0) (¢ —b) = g’ (0) — A" (0)
+ g0 (a—b) >H(0) [{(1l—a) (1 +a—0)/(L—b} —1] >0, we
see that D (y) is again positive for all ¥ in [0, ] for small x. Hence the
maximum occurs in (7) at y = x for small x. As x increases, there will
be a first value of x where D (x) = 0. This value, x,, is determined by
the equation g’ (x) = 4’ (0) + (b — a) fi" (ax). Comparing the two
equations
(8) g (x) =4 (0)
g () =h"0) + (b—a)fi (ax),

we see that 0 < x, << ;.

Hence the equation for x, has the simple form
Q) g () =#(0) + (b—a) g’ (ax).

Thus y =x for 0 << x < %, in (7) and ¥ = v, (x) for x > x,, where
¥: (x) is the unique solution of

(10) g =hrE—y)+00—af @ +bx—y).
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Furthermore
(1)  f'l)=g&), 0<x<xm,
=N (x — ) + 0fy (ay: + b (x —y,)), x> %,

and f,’ (x) is continuous at x = x,.

Comparing (10) with the equation g’ (y) = 4’ (x — y) defining y,, we
see that v, (x) < v, (). In order to carry out the induction and obtain
the corresponding results for all members of the sequence {f»}, defined
recurrently by the relation

favr= Max [g() +h(x—y) + falay +bx—9))],
0<y<sz
we require the essential inequality f,’ (¥) > fi' (x). There are three
intervals [0, x,], (%, %,], [xi, 00], to examine, each one requiring a
separate argument. Using (10) and (11) we have

_bg' (o) —al’ (x — )

(12 A =

for ¥ > x,. Combining (6) and the equation for y, we have
, by’ —ah' (x —

(13) ﬂwzgm%_; )

The function [bg’ (v) — ah’ (x — y) ]/(b — a) is monotone decreasing
iny for 0 <y << x. Since y, < y, we see that f,’ (x} > f," (x). This com-
pletes the proof for the interval [x,;, o0). The interval [0, x,] yields
equality. The remaining interval is {x,, x,]. In this interval, we have

(14) fH ) =¢®

le (x) — bg, (yﬁ) ;fl‘;l(x - 3’2) .

Hence in this interval, since 0 <<y, << x,

(19 =B gy,

since g’ (x) > &’ (0) is a consequence of g’ (y) =>4 (x —y) for 0 <y <«
and 0 <C x < x,. This completes the proof that /' (x) = fi" (x).
We now have all the ingredients of an inductive proof which shows
that
(16) A X >% > x> ... >0
b.fifx)<fil ()< ... A X<...
C Y1) >92(%) > ...
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Since f» (x) converges to f(x), fn' (%) to f' (x), va (x) to ¥ (x) and x, to 7,
we see that the solution has the indicated form.

§ 15. An “ornery” example

Having imposed successively the conditions that g and % be both
convex or both concave, let us now show by means of an example
that the solution can be exceedingly complicated if we allow more
general functions possessing points of inflection.

Let us consider the equation

(1) flx) = Max [e71 4 e=t¥/l==0) 4 f(. 8y + . 9 (x —y))].
0<y<=z

The function e-¢/# is used since it is one of the simplest possessing a

point of inflection. Determining f(x¥) by means of the method of suc-

cessive approximations, we obtain a well-behaved curve
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Figure 1
Note, however, the strange behavior of y (x)!
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As soon as we allow changes of sign on the part of g” (x) and 4" (x),
we seem to encounter functional equations which defy precise analysis.

§ 16. A particular example—I

Figures 1 and 2 show the difficulties that can be encountered in the
pursuit of general solutions. Let us then consider some simpler equations
which can be used for approximation purposes.

THEOREM 7. The continuous solution of

(1) f (%) = Max [cx4 + f(ax), ex? + f (bx)], £ (0) = O,

subject to

(2 a. 0<a,b<l;cdeg>0,
b. 0 <d <y,
is given by
cx? =
(3) fO) =107, 0<7<%,

fx) =exs 4 f(bx), x > %,

_ ¢/(1 — ad) |V
@ *= [e/(l = bd)]

Stnce 0 < b < 1, f(x) may be found explicitly in the intervals

(%, %/b], ... [x/br, x[bn+1) ..., for n=0,1,2, ...
ProoF. Let us represent by A the operation of choosing c¢x¢ 4 f{ax),
and by B the operation of choosing ex? + f (bx). A solution corresponding

to an optimal sequence of choices, S may then be represented sym-
bolically by

(5) S = A«1 B4 A% B . . .,

where a; and b; are positive integers or zero, and 4% means the choice
A repeated a4 times, with B having a similar meaning.

Let us assume for the moment that the solution does have the indicated
form and show how to calculate x. At the point x either an 4 or B
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decision is optimal, while below x only an 4 decision is optimal, Conse-
quently, symbolically, x is the point where

(8) BA> = A,
To compute A= we write
{7) f(x) = cx? 4 f(ax) = cx? + c (ax)d 4 ¢ (a%x)2 + ..
= cx¢/(1 — a?),
Similarly BA*> yields
8) f(x) = ex? + cbixd/(1 — ad),

Equating the two expressions, we find that x has the stated value.

It remains to prove that the solution has the desired form. Let us
begin by showing that A is always used when x is small. To do this it
is sufficient to show that f(x) = cx4/(1 — a9) is a solution for small x,
and then to invoke the uniqueness theorem. > We must assure ourselves
that

cx? cx® chd xe

(9) i———c;‘—’- = Max ['].—_7; , ex? + T:Td]
for small x, This, however, is clear if g >d >0and 0 <b < 1.
We now proceed inductively. Let z be the smallest value of x for which
a B-choice is optimal. At this point BA® = 4=, This means that z = x.
Let us now consider the interval x > x, and begin by asking for the
point p where 4B and BA are equally effective as a set of first two
choices.

We .have, using an obvious notation,

(10) fan(X) = cx® + easxs + f (abs)
SBa (%) = ext + cbaxd + f(abx).
Hence the required point ¢ is given by
(11) p=[c(1—bo)fe(l — as)]/¢- .
Since g > d, we see that p < 2.
It follows then from the fact that fap (¥) < fsa (#) for x > p that

for x > x, AB plus an optimal continuation is inferior to B4 plus an
optimal continuation. From this we see that 4 cannot be used for x > %

5 Strictly speaking, we haven’t established this uniqueness theorem yet. However,
it is easy to see that the method used to establish Theorem 1 works equally well
in this case.
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unless followed by 4, which we know is also impossible. This completes
the proof.

§ 17. A particular example—II

Another interesting case is that where g and % are quadratic in x.
We leave as an exercise the following result:

THEOREM 8. Let ¢,d >0 and 0 <b<<a < 1. Leat
1 f =034a§ [y —y*+d(x—y) —(x—y)2+ flay+ b (x—y))],
sSv=z

f(0) =0.

Then, in the interval ¢ 0 << x << Min (¢/2, 4/2), f (x) has the following form,
which depends on the sign of c/(1 —a) —dj(1 —b):

Case I: ¢/(1 —a) = d/(1 —b).

(c—dya+4d at + (1 —a)? .

where
1fa2—b? 1 [a® — p2\2)?
@ “={‘+5(1_@)+V1+z(1———ab)}
Case I1: ¢/(1 —a) < dj(1 —b).

@ 10 = () (12 ) =

Jor 0 << x << Min (4, ¢/2, d/2), where

1+ b){d(l —a)—c(1—b)]
2(1— ab) '

When A << Min (¢/2, d/2) use of (1) as a recursion formula enables one to
obtain f (x) over the entive interval of interest.

Case TII: c/(1 — a) > dJ(1 —b).

() 10 =(15) = —(2a) =

for 0 << x << Min (g, /2, d[2) where
) p=Q1+a)fcl—b—d(l—a)/2(l—ab).

8 This is the maximum interval over which the g and % functions are both
increasing.
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§ 18. Approximation and stability

It is, of course, interesting to have the explicit solutions of as many
equations as possible available. However, the true importance of the
explicit solutions of simple equations lies in the use of these solutions
as approximate solutions to more obdurate equations, and in furnishing
clues to the nature of optimal policies for more complicated processes.

In the above sections we have derived explicit solutions for the case
where g and 4 have monomial forms cx4, and for the case where they
are quadratic. Note that approximation to g (x) by means of cx¢ is
equivalent to an approximation to log g(e*) by means of log ¢ + dx,
a straight line, which is readily accomplished.

Observe that as x changes, we may change our approximating curves
so as to obtain better fits if we wish closer approximations. Furthermore,
let us point out that in general the approximation is most useful as an
approximation in policy space rather than in function space.

In order to use approximation techniques, we require an estimate
for the difference between the solutions? of the two equations

(1) f(x)=i\laﬁx[u(x,y)—Ff(ay-l-b(x—y))], f(0) =0,

0
F(x) = Max [v(x,y) +F(y+b(x—y)], F(@©) =0,
0<y=<=z
in terms of the difference between # (%, ¥) and v (x, y). This is a stability
theorem in the classical sense.

Let us prove

THEOREM 9. Let f(x) and F (x) be the continuous solutions of the above
equations under the assumptions that w (x,y) and v (x, y) are continuous

in x and y for all x,y >0, with 0 < a,b <1, and that X' m (c*z) < oo

where m (z) = Max [Max Max {|u(x,y) |,]'u(x,y)7|l}=].0
0<z<z 0<y=<z
If

) Max  {Max |u(x,y)—v (%) |}=D(),

0<z<z 0<y<z

o0

and X D (c*2) < oo, ¢ = Max (a, b), then

n=20

o0
3) |f(x) —F (%) | < Z D (cma).
n=20

? The existence and uniqueness of these solutions is assured by the natural
modification of the proof of Theorem 1. When we speak of the solution, we shall
mean the continuous solution, or, generally, the solution furnished by the existence
theorem.

29



A MULTI-STAGE ALLOCATION PROCESS

ProoF. Define

(4) fi(®) =01<Wa§ u (%, 9)
fve1(x) =, Max [u (x,y) + fv (ay + b (x — )]
<y<ws
F,(x) = Max v(x,¥y)
0<y<=z
Fy+1(x) =, i\’laf [v(x,9) + Fn(ay + b (x —y))].

We know, using the methods given previously that fn (x) converges to
f(x), and Fu (x) converges to F (x) as N — oo.

Let us estimate the difference between f, and F,. Clearly,

(5) |f1(#) —F1(x) | < Max |u(x,y)—v(xy) | < D).

0<y<=z

Proceeding, as in § 7, we have

(6) |fv+1(¥) —Fn+1(%) l£0 Max |fv(ay 4 b(x—y))
<y<=z
—FN(ay+b(x—y))l+Olga>i L (x, y) — v (%, 9) |

It now follows inductively that

N

(7) |fvs1(®) —Fn,1(x) | < X D).

n=0

Letting N — oo, we obtain (3).

§ 19. Time-dependent processes

We have tacitly assumed in the foregoing pages that the processes
under consideration were time-independent in that the total return
depended only upon the initial quantity x and the duration of the
process N, and not upon the time at which the process were initiated.
Let us now see how we can handle situations in which this is not the case.

Let us assume that as a result of the division of x into y and (x — y)
at the £t» stage, we receive a return gz (»,y) and are left with a quantity
ax (%, ). It isrequired to determine the allocation policy which maximizes
the total N-stage return.

We shall assume that gx (x, y) is continuous in x» and y for x >0
and 0 <<y << x and that ax (x, y) is likewise continuous in this region
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and satisfies the inequality 0 << ax (x,y) < ax,a <1, for k=12, ...
Define

(1) fx, ~ (x) = total N-stage return obtained starting with a quantity x
at stage %2 and employing an optimal policy.
We have

@ feo1(®) = Max ge(x,9),

0<y=<z

and for N > 2, arguing as in the preceding pages,
) fun(x) = Max (ge(x,9) + fe+r, v-1{ax (x,9))) .

0<y=<z
Since the double subscript is distressing both analytically, esthetically,
and above all, computationally, let us see whether or not we can restore
the single subscript relation. Having made up our mind that we are
interested in an N-stage process starting at stage 1, let us define

(4) fx(x) = total return obtained starting with a quantity « at stage %
and ending at stage N, employing an optimal policy,

k=12, ...,N.
Then
(5) fv(x) = Max gn(x,9)
0<y<sz
Je(x) = Max [gr(x,y) + fa+1(ax(x,¥)]), k=12 ..., N—1.
0<y<w=

This simplification is essential if we are interested in computational
solutions, since the difference between the effort involved in the tabulation
of functions of one variable and functions of two variables is enormous,
while that between the tabulation of functions of two variables and
functions of three variables may be the difference between a feasible
and unfeasible approach.

The case of unbounded processes, i.e., N = oo, yields the set of
functional equations
(6) fr(x) = Max [gr (%, %) + fe+1(ax(x, ¥)].

0<sy=<z

It is not difficult to obtain the analogues of Theorem 1 for these systems.

§ 20. Multi-activity processes

The process we have been using for expository purposes is the simplest
of its category since we allow only one type of resource, and require only
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one allocation at each stage. Let us now discuss the formulation of more
general and more realistic processes.

Let there be M different kinds of resources, in quantities x,, x,, ...,
xm respectively. At each stage, a quantity x; of the #th resource is
utilized to produce an additional quantity of the jt* resource. Hence
we have the equations, relating the resources at the (& -+ 1)st stage to
the resources at the k%t stage,

1) x(k+1)==x:i(k) —g xi5 (R) + ge(x1¢(R), %25 (R), . .., x4 (R)),

i=1
fort=1,2, ..., M, where
(2) (a) x4 (k) >0,

M
(b) 2 xiy (R) < x4 (),
i=1
and the production functions, g;, are assumed known, together with
the initial quantities, x; (0) = ci.
The xiy (k) are to be chosen so as to maximize some pre-assigned
function

3) Ry =F (x, (N), 2z, (N), ..., 2 (N)),

of the final resources.

In many cases, as we shall see in Chapter 6, there are other constraints
in addition to those of (2).

If we set

4 Svlew, €g ..., cr) = Max Ry,
{zy;}

we obtain, as before, the recurrence relations

M
(5) fN(Cl, Cay oo ey CM) = Mafo_l(cl—— Zyu+g1(yu,y21, cen, Yma),- )
j=1

{05} j=
for N > 2, where the yi; are restricted by the relations
(6) (@) ys >0

M

b) 2 yi<er,1=1,2, ..., M,
ji=1

and
(7) fl(Cl:czv'°-;CM)—_—F(01,CZ,...,CM).
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Existence and uniqueness theorems covering the unbounded versions
of these general processes will be given in Chapter IV, in conjunction
with a better notation. We shall encounter a particular example of this
equation further along in connection with the bottleneck processes of
Chapter VI. In the present chapter we shall discuss briefly some of the
difficult computational problems raised in maximizing over a multi-
dimensional domain.

§ 21. Multi-dimensional structure theorems

It is not difficult to extend the results we obtained in the one-
dimensional case concerning convexity and concavity of the solutions
of the functional equation of (8.1) to the multi-dimensional equations
of § 20.

Let G (x) be a scalar function of a vector variable ». It is said to
be convex if

1) GAr+ (1 —Ay)<AGHx) + 1 —A)G(y)

for all 4 in the range 0 <C 4 <C 1. The function is concave if the inequality
goes the other way.

The multi-dimensional analogue of Lemma 1, proved in § 13, is valid
and the proof is precisely the same. Using the lemma, we can establish
the result below.

Before stating the result, let us introduce a more convenient notation.
Let x denote the vector whose components are x;, and y@ denote the
vector whose components are yij;, for 1 < 7,7 <C M. Then, in terms of
the process described above, we have

(2) (a) x =299,
(b) y® =0,

where the notation y > 0 signifies that all components of y are non-
negative. Let D (x, y) denote the domain defined by (2).

THEOREM 10. If 7 (x,y) and a (x,y) are continuous concave functions of
x and y for all x,y >0, and 7 (x,y), a(x,y) are monotone increasing in
the components of x, then the functions {fx (x)} defined by the equations

2 fi(x) = Maxr (v, ),

D (z, ¥)

fr+1{x) = Max [r (x, ) + fw (@ (x, )]
D (7, 9)

are all concave functions of x for x > 0.
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This implies a unique optimal policy for each N, if v (x,y) is strictly
concave.

The importance of this result resides in the following. If we have
an N-stage process where £ decisions must be made at each stage, the
functional equation approach reduces the Nk-dimensional maximization
problem to a set of N A-dimensional problems. Although this is an
essential reduction, the k-dimensional maximization problems them-
selves possess thorny features.

If, however, the function of % variables we are maximizing is strictly
concave, we know that it possesses a unique relative maximum which
is the absolute maximum. Given this additional information that the
function under investigation has a unigue relative maximum, we should
be able to determine a search procedure for the location of this maximum
which is far more efficient than the search procedure we would employ
for a general function.

§ 22. Locating the unique maximum of a concave function

The determination of optimal search procedures ? for the location of
the maximum of a concave function or, conversely, for the minimum of
aconvex function, is an extremely important and difficult problem which
has not been solved to date. The solution has, however, been obtained
in the one-dimensional case for the more general situation where the
function is unimodal, which is to say possesses a single relative maximum,

Let us pose the problem in the following terms. The function y = f (%)
is a strictly unimodal function defined on the interval [0, L,]. We wish
to determine the maximum L, with the property that we can always
locate the maximum of ¥ = f(x) on a sub-interval of unit length by
calculating at most » values of the function f(x). Since the maximum
may not exist, it is safer to begin by setting

(1) F,= SUP Ly,

We then have the following result
TreoRrREM 11. F, 1s the ntd Fibonacci number; ie., Fo =F, =1 and

(2) Fn=Fn—1+Fn—2

Jor n > 2.
Proor. The definition of F, is a matter of convention, on the other
hand the value of F, is determined by the process.

8 It is actually not easy to specify precisely what we mean by an optimal search
procedure. It clearly depends upon the type of equipment we have, the type of
operations we permit, the “cost” of these operations, and so on. Consequently,

there are a variety of problems of the above type which may be posed. The subject
has not been explored to any extent.
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Let us now proceed inductively. Fix » and calculate the values
y1=f(x)), vs = f(x,) where 0 < x;, <x, <Ly If y; > y,, the maxi-
mum occurs on (0, x,) since f(x) is strictly unimodal. If y, > y,, the
maximum is on (%, La). If y, = ¥,, choose either of the above intervals,
even though we know the maximum occurs on (x,, #,). Thus, at each
stage after the first computation we are left with a subinterval and the
value of f(x) at some interior point x. Since values at the ends of an
interval furnish no information per se, we restrict our attention to the
interior points.

Forn =2,L, = 2—¢,x, = 1 —¢,x, = 1, for arbitrarily small e > 0,
From the preceding argument it follows that F, = 2 = F, 4 F,,.

Consider the case where #n > 2 and assume that Fpy = Fr -1+ Fr-2
for k=2, ...,#— 1. Let us begin by showing that

(3) FnSFn—1+Fn—2.

For if we calculate f(x) at », and x, on (0, L,) we have

Figure 3

If y, > y,, we obtain the new picture

Yi

) X, X
Figure 4
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In this case x, << F - ; since we have only (» — 2) additional choices
with x, a first choice, for the case 2 = # — 1. Moreover, x; <Fn_- 4,
since the maximum could occur on [0, x,], with two choices of x already
used.

Similarly if y, > y,, we have L, — %, <Fn_,

Thus in all cases L, << Fn_, + Fn_ ,, which yields (3). Now chose
Ly, x4, %, arbitrarily close to their respective upper bounds Fp — ; + Fy— 5,
F,_, and F, _ , respectively. Then F, = Fn,_ ; + F, _ ,. This yields
the proof of Theorem 11. Furthermore, it yields the optimal policy,
since each x; is either discarded or is the optimal first choice for the
remaining subinterval.

The sequence {F} has as its first few terms

(4) 1,1,2 3,5, 8,13, 21, 34, 55, ...,

with F,y > 10,000. Hence the maximum of a strictly unimodal function
can always be located within 10-¢ of the original interval length with
at most 20 calculations of the value of the function.

It is easy to obtain an explicit representation for F,, namely

_(72_1) n (1—r) n
(5) F” - (72_71) 7y + (72__1,1) 72 ’
where
1++V5
(6) = + ~ 161
2
1—v5 61
7y = g =

From this we see that Fpy,/Fn = 7,22 1.61 as # — oo. Thus, for
large #, a uniform approximate procedure is to choose the two first
values at distances L/r, from either end, where L is the length of the
interval. This is a useful technique for machine computation.
Consider now the related problem where the ‘unimodal function is
defined only for discrete values of x. Let K, be the maximum number
of points such that the maximum .of the function can always be iden-
tified in # computations. The same type of proof as above establishes.

THEOREM 12. Ko =1, K, =1, K, =2, K, =4, and
(7 Kn=14Fnn>3.
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§ 28. Continuity and memory

Let us suppose that we have a function of two variables, f(x,y),
depending continuously on x and y for x > 0 and 0 <y < x. Define
the function
1) g{x) = Max f(x,9).

0<y<=z
It is clear that g(x) will be continuous, but the. function y = y ()
yielding the maximum need not be continuous. We have already seen
an example of this in connection with the functional equation of § 15,

Suppose, however, that we restrict f(x, y) to be a strictly concave
function of y for all y in [0, x], for x > 0.

f(x,y)

o y X
Figure 5

It is clear that as x varies, the maximizing y will now be a continuous
function of x.
Let us see how we can utilize this information to simplify the memory
problem for computing machines. Consider the equations
2) fy+rlx)= Max [g(y)+h(x—y) + fylay +blx—y))],
0<y<=z

N=12....

If we have no information concerning the location of a maximizing vy,
we must have available all values of fy (z) for 0 < z <C ax in order to
determine fw +1(x). Suppose, however, we take g(x) and % (x) to be
strictly concave as well as continuous. In this case, fx (x) is strictly
concave for each N and the function g () + k(x —y) + fv(ay +
b (x — ¥)) is strictly concave for 0 <{ ¥ <C x, and what is most important
the function y~ (¥) which yields the maximum in (2) is unique and
continuous as a function of x.

It follows than that if we are dsing an x-grid of values 0,4,24, ...,
to compute f (%), the complete set of values of fn (2) for 0 <Cz < ax is
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not required to compute fy+1 (x), but only the values of fy(2) in a
relatively small neighborhood of z = yny (x — 4).

The same idea extended to multi-dimensional equations can result in
a considerable saving of memory space in computing machines. Recipro-
cally, we will be able to solve problems using existing machines which
might otherwise escape them. In any case, a great saving in running
time will result, once again increasing the feasibility of a solution by
these means.

§ 24. Stochastic allocation processes

In the preceding pages of the chapter, we have considered, in greater
and lesser detail, various multi-stage allocation processes characterized
by the property that the outcome of any decision was uniquely determined
by the choice of this decision. Processes of this type we call deterministic.

Not all multi-stage processes, however, possess this property, and, as
a matter of fact, many of the most interesting are quite definitely not
of this type. Let us consider here one important class of non-deterministic
processes in which the effect of a decision is to determine a distribution
of outcomes in the sense of probability theory. Processes of this type
we shall call stochastic.

We shall limit ourselves in this book to processes of these two types.
The discussion of the origin of processes of more complicated nature,
and their treatment, we shall defer to another place.

From the mathematical point of view, stochastic processes furnish
varied classes of fascinating analytic problems, and throw unexpected
light upon many processes of supposedly deterministic nature. Appli-
cations of the theory are furnished by scores of processes drawn. from
biologic, economic, engineering, and physical fields.

Returning to our domain of decision processes, a fundamental problem
confronting us is that of defining what we mean by an optimal policy
in the face of uncertain outcomes. What is crystal clear, but so often
overlooked in a posteriori comment, is the fact that a lack of complete
control over a process effectively prevents a guarantee of a maximum
return.

On the other hand, despite this Damoclean sword of uncertainty,
there must exist some means of comparing policies, taking into account
the possible fluctuation of outcomes.

What causes a major difficulty in applications is not that it is hard
to find such a measure, but rather that is is hard to find a unique measure.
In short, it must be emphasized that there is no one method which can
have any pretensions to the title of “‘best.”” Whatever method is used
depends to a large extent upon various analytic and arithmetic aspects
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of the process, and, it must be confessed, upon the philosophical and
psychological attitudes of the decision-makers.

Having thus dweit upon the dismal side of the matter, to assuage
our consciences, let us now proceed more constructively.

The general idea, and this is fairly unanimously accepted, is to use
some average of the possible outcomes as a measure of the value of a
policy. It is in the choice of this average that the difficulties arise.

Let us point out in passing that there is a definite lack of unanimity
concerning the use of averages in determining policies for stochastic
processes which may be carried through once, or at best, only a few
times. In some cases, “‘distribution-free”” policies can be obtained. In
general, however, there seems to be no other approach to these questions
than the usual one we present here.

The first average, or criterion, we shall employ is the common arithme-
tic weighted average, or expected value. Due to the linearity of this
average, it possesses a most important invariant property which greatly
simplifies the functional equations which describe the process. This
property enables the future decisions to be based solely upon the present
state of the system, independently of the past history of the process.

The second criterion, which is far less frequently used, is the probability
of achieving at least a certain level of return. This also possesses the
proper invariant structure as far as multi-stage processes are concerned.
We will discuss this criterion in greater detail in a subsequent chapter.

§ 25. Functional equations

Let us now consider a simple stochastic version of the deterministic
process considered in § 2, and show that the same functional equation
technique is applicable.

In place of assuming that the outcome of a division of x into ¥ and
x —yisa return of g (y) + & (x —y), leaving a new quantity x, = ay
+ b (x —y), let us assume that with probability p, there is a return
of g, (¥) + A, (x —y) and a remaining quantity 4,y + b, (x —¥), and
with probability p, = 1 — #, a return of g, () + A, (x — ) and a new
quantity a,y + b, (x —y)

Let us define

(1) fw (x) = the expected total return of an N-stage process, obtained
using an optimal policy, starting with an initial quantity x.

Then, as before, we obtain the equations

2 A= Max [p (g () +h(x—) + Pelg(y) + A2 (x — )],

0<y<z
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frvs1(x) = Max [py[a(y) + (v — ) + fv @y + b (x— )] +

0<sy<x

pelge (V) + ha(x— ) + fa(@zy + b (x — )],

for N > 1.

The equations have the same analytic structure as those obtained
from the deterministic process. By agreeing to use the “‘expected value”
as the measure of the value of a policy, we have eliminated the stochastic
aspects of the process, at least as far as the analysis is concerned.

§ 26. Stieltjes integrals

For those who are familiar with the Riemann-Stieltjes integral, there

is a much more compact way of writing the above equations. Let

(1) dG (u,v; x, y) = distribution function of a return of » and a re-
maining quantity of v, starting with an initial
quantity x and making an allocation of y.

Taking fn (x) to be defined as above, we obtain the equations

(2) fi(x) = Max fudG (w,v; %, 9),

0<y<x

fuer@) = Max [ [u+ fv ()] dG (, v; %, 9)

0<y<z

It is much simpler to describe the processes, to establish existence
and uniqueness theorems for the resultant functional equations, and to
derive analytic properties of the solution, using this short-hand notation.
The basic mathematical ideas are, however, the same.

Equations of this type will be discussed again in Chapter III within
a more general framework.

Exercises and Research Problems for Chapter I

1. Let us define the function

Sv(a) = Max [x; %, ... xn]
R

where R is the region determined by the conditions
a. %+ %+ ... Fxv=a,a>0.
b. x> 0.
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Prove that fy (a) satisfies the recurrence relation

fyv{a) = Max xfv-1(a—=x), N >2,

0<z<a

with £, (a) = a.

2. Show inductively that fw (a) = @¥/N¥, and hence establish the
arithmetic-geometric mean inequality,

(x1+xz+...+xN
N

N
= X1 %3 ... XN,

for x; > 0, with equality only if x, =%, = ... = xa.
3. Let us define the function
N
fv(@) = Min X x2,p >0,
R i=1
where R is the region defined by

N
a. 2 x>a a>0.

=1
b. % > 0.

Show that fy (a) satisfies the recurrence relation

fw(@) = Min [x?+fv-1(@a—x)N=>2,

0<<2<a

with f, (a) == a»,

4, Show that fv (a) = a? cx, where cy depends only upon N and p,
and thus that

ex = Min [x7 + (1 — &) Pey_q].
0<z<1 ’

Determine ¢y for the ranges 0 < p << 1, 1 < p, respectively.

5. Consider the problem of minimizing the function
N
F(xy, %3 ..., %n) = X pisif(si + x3),
i=1

where the p; and s; are parameters subject to the conditions p; > 0,
2 pi=1, s; >0, and the x; range over the region defined by x: > 0,
i

N

2 xi=a.
=1
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Obtain the corresponding recurrence relations and show that the
solution is of the form

=0 07K,
x>0, t+1<7<N

under a suitable reordering of the x;’s.

6. Consider the problem of maximizing the function
N

Fx, %y oo on) = 2 @ (1),

i=1
N

subject to the constraints x; > 0, 2 x; = ¢. Show that the maximum
i=1
is @ (¢), under the assumption that ¢ (x) is convex.

7. Consider the case where @ () is a monotonically increasing function
which is strictly concave. Show that the solution of the corresponding
functional equation,

fvle)= Max [ () + fxv-1(c—y)] N=>2,

0<y<e

fl (C) Z‘P(C),
has the form
yv=10,0<c<ew,

= ZN, € > CN,
where zy is the unique solution of

W) =frv-1(c—),

for N > 2, and show how to determine the sequence {cw}.

8. Obtain explicit recurrence relations, and the analytic form of the
sequence for the case where

p) =y—0by’b>0,
and ¢ is restricted to the range 0 <{c<C1/26.

9. What are the analogues of these result for the case where the function

N

F has the form X ¢; {x;), where each function ¢; (x) satisfies the same
i=1

conditions as above?

10. Carry through the corresponding analysis for the problem of mini-
N N
mizing F (%, %,, ..., x8) = 2 ¢ (x:), subject to x; >0, X x; = a in the

i=1 i=1
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case where ¢ (x) is a non-negative monotonically increasing function
which is strictly convex. Consider, in particular, the case where

@x) =%+ bx2 b >0.

11. Consider the problem of maximizing
N

F (%, %y ooy X0} Y1, Voo - -5 YN) =.Z o (i, v3),

i=1
subject to
N N
2,9 =0, X2 xi=1c¢;, T yi=c,,
i=1 t=1
where ¢ (x, ) is a strictly concave function, monotone increasing in x and

y.
Show that the corresponding functional equation

fN (cl’ 02) = Max [‘P (x!y) +fN -1 (Cl_x: CZ_y)} >
0ZvEn

possesses for each N > 2 a solution of the form

Figure 6

and show how to determine the boundary curves.
Consider, in particular, the case where

@ (xy) =ty X + 01 Y + Uy 22+ 205 xy + ug ¥,

12. Under the assumption that ¢ (x) is a monotonically increasing strictly

concave function, determine the maximum of F (¥, %3,..., 4n) =
N
2 @ (%) over the region determined by

i=1
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N
a. 2 x<c,x>0

t=1

N
b. X x®2<<c,,

i=1
for p > 1 and p < 1 respectively.

13. Obtain the recurrence relations arising from the problem of mini-
N

mizing 2 ¢; (x:) subject to the restrictions
i=1

a. 0<CTwi<<rg,

N
b. X pi(xi) > a,

i=1
under the assumptions that each y; (x) is a non-negative monotone in-
N
creasing function of », with 2 ¢ (ri) = a.
i=1

14, Consider the corresponding multi-dimensional problem of mini-
N

mizing X' @i (%, ¥¢) subject to the constraints
i=1

a. 0<Cuwi<<r,0<Cyi< sy,
N

b. X Wi (%, ¥i) > a,

i=1
under appropriate assumptions concerning the sequence {ys}.

15. Determine the maximum of the function x, %, ... xy over the region
defined by

~
a. 2 xi=1, x>0,

i=1
b, bxxr<<xr+1,6>1,k=12 ..., N—1.

N
Consider the same problem for the function X' %7, for different ranges

i=1
of .
16. Consider the recurrence relations

fil®) = Max [g(y) +A(x—)],

0<y<z

fve1(x) = Max [g(y) + h(x—y) + /v(ay + b x—y))],

0<y<z
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where g (y) = c,y9, b (v) = ¢y, with ¢y, ¢,, d > 0. Show that fx (x) =
unx?, where

u, = Max [c,v% + ¢, (1 —v)9],

0<rv<1
un +1 = Max [¢,v¢ + ¢, {1 — 0)¢ + uy (av + b (1 —v))9].
0<r<1
Show that
1' M [ Clvd_l_cz(l—v)d ]
im wy = Max .
N—> o N o<v<t L1—(av 4+ b(1—v))d

17. Consider the process described in § 2 under the assumption that it is
not required to use all the resources available at each stage. Show that the
functional equation obtained in this way has the form

f@) = Max [g(y) +h(ys) + flays + by: + x — 31— y,)].
Dty <7
Does this equation have a solution if g (x) and 4 (x) are both concave
functions of x? Does it have a solution if they are both convex? Under
what conditions upon g (x) and % (x) does it have a solution with a corre-
sponding optimal policy?

18. Show that if there is a solution with y, + v, < %, ¥, ¥, > 0, then
g (v)/(1 —a) = &' (v5)/(1 — b) under suitable assumptions concerning
g and h. What is the interpretation of this solution?

19. Consider the process described in § 2 under the assumption that addi-
tional resources are added at each stage, either externally or from the
conversion of all or part of the return g (y) 4+ 4 (x — y) into resources,
and obtain the corresponding recurrence relations.

20. Consider the process described in § 2. Define g (2) as the minimum
cost required to obtain a total return of z at the end of IV stages. Show that

gi@= Min  [(1—a)y, + (1 —0b)y.l],
gy + h{y) =2
Yo ¥ = 0
gv+1(2) = Mino[(l—d)yH-(1—b)y2+gzv(z——g(y1)~h(yz))l
Y Y2 =

21. There are N different types of items, with the st* item having weight
w; and a value v;. It is desired to load a ship having a total capacity of w
pounds with a cargo of greatest possible value. Show that this problem

leads to the problem of determining the maximum over the »; of the
N

linear form L = X u; v;, subject to the constraints, #; = 0,1,2, ..., N,
i=1
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2 n; wi << w, and thus that this problem leads to the recurrence relations
i=1

f1 (w) = vy [w]w,], ([a] denotes the greatest integer contained in a)

fN +1(w) = Max [xUN+1 +fN (w—wa +1):!,

0<z<[ ]
=T = |
N+1

where x can assume only zero or integral values.

22. Suppose that we have a herd of cattle and the prerogative, at the
end of the year, of sending one part of the herd to market, and retaining
the other part for breeding purposes. Assume that the dollar value of y
cattle sent to market is ¢ (y), and that z retained for breeding purposes
yield az, a > 1, at the beginning of the next year.

Show that the problem of determining a breeding policy which maxi-
mizes the total return over an N-year period leads to the recurrence
relation

fi(¥) = Max ()

0<y<z

fw(x) = Max [p(y) +fy-1(a(x—)].

o<y<z

23. Determine the structure of the optimal policies in the following cases:

a. @)=k, k>0

b. ¢ (y) is quadratic in y
c. @ (y) is strictly convex
d. ¢ (y) is strictly concave

24. Formulate the equations under the additional restriction that cattle
must be 2 years old before they can be sold. Take into account feeding
cost and mortality rates.

25. Consider the case in which there are probability distributions for the
price and demand.

26. In problem 22, let ¢ (x) = cx?, ¢, d > 0. Show that fn (x) = cnx4,

where ¢, =c and ex11= Max [r? 4 cyad(l—r)d, N=1,2,....
0<r<1
Determine the asymptotic behavior of ¢y +1/ex and 7x +1/7a.

27. Suppose that we have a quantity x of money, and that portions of
this money can be used for common goods, invested in bonds, or invested
in stocks. The return from y dollars invested in bonds is ay dollars, a > 1,
over a period of one year; the return from z dollars invested in stocks is
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bz dollars, b > 1, over a period of one year. The utility of » dollars spent
is @ (w). How should the capital be utilized so as to derive a maximum
utility over an N year period?

28. Consider the same problem under the assumption that the return
from stocks is a stochastic quantity.

29. A sophomore has three girl friends, a blonde, a brunette, and a red-
head. If he takes one of the three to the Saturday night dance, the other
two take umbrage, with the result that the probability that they will
refuse an invitation to next week’s dance increases. Furthermore, as a
result of his invitation, there is a certain probability that the young lady
of his choice will be more willing to accept another invitation and a
certain probability that the young lady will be less willing.

Assuming that feminine memories do not extend back beyond one
week, what dating policy maximizes the expected number of dances the
sophomore attends—with a date?

30. Obtain a sequence of recurrence relations equivalent to determining

N

the minimum of the linear form L = X' x;, subject to the constraints
i=1

% >0,%+x+1>a,2=12,..., N—1. Thus, or otherwise, show

that Min L = Max 4, granted that one 4 is positive.
i

31. Solve the corresponding problem for the case where the constraints
are ¥; + xi+1+ X422 >a;,t=1,2, ..., N—2,

32. Determine the recurrence relations for the problem of minimizing L
N

= f.‘ c¢i x4, ¢4 > 0, subject to the constraints
i=1
% >0, bixi +dixis1>a,t=1,2 ..., N—1.

33. Solve the problem formulated above in (32) for the case where the
constraints are

a. xi+xi+1>a,t=1,2, ..., N—1, 2y > an, or

b, xi+x+1>a,1=12,...,N—1,x,>a,xy >an, Or

C. X+ X1t xieezant=12 ..., N—2 xyv_1+2xv>an-1,
AN == an.

plus the usual constraint x; > 0.

34. Show how to approximate to f (x) in the interval [a, b] by means of a

47



A MULTI-STAGE ALLOCATION PROCESS

linear function #x + v according to the following measures of deviation

a. fb(f(x)—ux—v)zdx

a

b. Max |f(x)—ux—o|
a<z<bh
35. Suppose that 1t is necessary to traverse a distance x. If we travel at a
speed v there is a probability p (v) ds of being stopped in the interval
(s, s + ds) and incurring a delay of d time units. At what fixed speed
should we travel in order to minimize the expected time required to cover
a distance x? {Greenspan)

36. Under the same conditions as those of Problem 35, at what speed
should we travel in order to minimize the probability of requiring more
than a time T to cover the distance x?

37. Assume that there is a penalty of p dollars when stopped and that
actual travelling time costs ¢ dollars per unit time. How do we proceed to
minimize expected cost ?

38. Obtain a recurrence relation equivalent to the problem of minimizing
N

the quadratic form Qn = 2 (xx — xx-,)? over all sets of values for the
N E=1
¥k for which 2 %2 =1, x, = c.
k=1

39. We are informed that a particle is in either of two states, which we
shall call S and 7', and are given the initial probability x that it is in state
T. If we use an operation A we reduce this probability to ax, where a is a
positive constant less than 1, whereas operation L, which consists of
observing the particle, will tell us definitely which state it is in. It is
desired to transform the particle into state S in a minimum time, with
certainty.

If f(») is defined to be the expected number of operations required to
achieve this goal, show that f(x) satisfies the equation

(L 14 xf(Y)
f(x) = Min {A: 1+ f{ax)
£ =o.

40. Show that there is a number x, in the interval (0,1) with the property
that

},O<x£1,

F@) =14+2(1),0<x<x
=1+ f(ax),1 = x > %o.
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Show that

f(l):Min(k+1 ),k:1,2,...,

1 . 1—ak
xo: p—1

1—af() A—ak+1’

for the minimizing value of 4.

41. At each stage of a sequence of actions, we are allowed our choice of
one of two actions. The first has associated a probability $, of gaining one
unit, a probability p, of gaining two units, and a probability $, of gaining
nothing and terminating the process. The second has a similar set of
probabilities p,’, p,’, ps’. We wish to determine a sequence of choices
which maximizes the probability of attaining at least # units before the
process is terminated.

Let p (n) denote the this probability for » = 1,2,3, .. .. Showthat p ()
satisfies the equation

N B —1) + pap (n—2),
P ) = Max [p,’p(n—l) +pz'zs(n—2)]’

forn =2,3,4,...,withp (0) =1, and
p (1) = Max (p,, $1')-

42. With reference to § 7, show that if g (x) and & (x) are quadratic in «,
then fn (¢) = an + fnc + ync? where an, v, y~ are independent of ¢.
43. Show that there exist recurrence relations of the form

ay +1 = R, (ay, fv, y~),

By +1 = R, (aw, B, yN),

v +1 = R (aw, v, yn),
where the R; are rational functions.

44. Treat in a similar way the problem of minimizing the function

N
f(xl»x2»"°’xN) == Z I:g(xk’_‘fk) +h(xk—-‘xk_l)
k=1

+ omxe— 2%k -1+ xe - 9)],
where g (v), b (x) and m (x) are quadratic.
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45. Suppose that we have a machine whose output per unit time is 7 (f) as
a function of ¢, its age measured in the same units. Its upkeep cost per
unit time is # (f) and its trade-in value at any time ¢ is s(¢). The purchase
price of a new machine is p > s(0). At each of the times { = 0,1,2, ...,
we have the option of keeping the machine, or purchasing a new one.
Consider an unbounded process where the return one stage away is dis-
counted by a factor a4, 0 << a << 1. Let f(f) represent the total overall
return obtained using an optimal policy.
Show that f (f) satisfies the equation

re) —u(®) +aft+1), ]

() = Max L(t)—p+r(0)—u(0) +af (1

46. Using the fact that an optimal policy, starting with a new machine,
is to retain the machine for a certain number of time periods, and then
purchase another one, determine the solution of the above equation.

47. Is it uniformly true that, if given an over-age machine, the optimal
policy is to turn it in immediately for a new one?

48. How does one formulate the problem to take into account technolo-
gical improvement in machines and operating procedures ?

49. A secretary is looking for a single piece of correspondence, ordinarily
a carbon on thin paper. She usually has 6 places she can look

Folder Number %

Three folders of about 30 sheets each 1,2,3
One folder of about 50 sheets 4
One folder of about 100 sheets 5
Elsewhere 6

The initial probabilities of the letter being in the various places are usually

k P 1-2, te
Probability of Probability of Time for one
letter in folder being found on examination

one examination
if in folder

1 .11 .95 1

2 11 .95 1

3 11 .95 1

4 .20 .85 2

5 .37 .70 3

6 .10 .10 100
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How shall the secretary look through the folders so as to
a. Minimize the expected time required to find a particular letter?
b. Maximize the probability of finding it in a given time? (F. Mos-
teller)

50. Let the function a (x) satisfy the constraint a (x) <C d <1 for all x.
Show that the solution of the equation

u = Max [b (x) + a (x) ],

if it exists, is unique, and is given by the expression

u = Max b (x)/(1 —a (x)).

Under what conditions does the solution exist ?

If a (x) does not satisfy the above condition, show that the number
of solutions is either 0, 1, 2 or a continuum, and give examples of each
occurrence.

51. We are given a quantity x > 0 that is to be utilized to perform a
certain task. If an amount y, 0 << y <C «, is used on any single attempt,
the probability of success is « (y). If the task is not accomplished on the
first try, we continue with the remaining quantity x — y. Show that if
[ (x) represents the over-all probability of success using an optimal policy,
then f (v) satisfies the functional equation

f®) = Sup [a(y) +(1—aW®))flx—y)].

0<y<r«z

52. Derive the corresponding equation for 1 — f(x), the probability of
failure.

53. Consider the two cases where « (v} is convex or concave, and obtain
the explicit solutions for these cases. Observe that in one case there is %o
optimal policy.

54. Consider the process discussed in § 2 under the assumption that the
total return from an N-stage process is

Ry=gW)+hx—y)+gv) +Frxi—v) + ...
+gln-1) + v -1 —yv-1) + & (xn),

where % (x) is a given function.

55. Consider the functional equation

J®) = Max [g(y) + h(x —y) + flay + b(x — )],

sy
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under the assumption that
a. g~y h(y) ~ cay%, ¢y, 6,4 > 0,35y —> 00
or
b. g() ~ cy4, h(y) ~ c3y%, ¢y, €y, dy, dp > 0 asy — co.

In both cases, determine the asymptotic behavior of f (x) as x — co.

56. Determine a recurrence relation for

i [ % n Xg n n Xn 1 n %n ]
in — v : ,
;20 Xp + X3 %5+ %, Xn+ % Xy X

with the introduction of suitable additional parameters.

57. Consider the problem of determining the minimum of the function
N N
2 ogelre, re+1) + 2 he(ri),
k=1 k=1
where 7y +1 = 7,, and the 7, are subject to the constraint

a. 0<<rp<<by,

N
b. X tpk(fk) >c,

k=1

with each @i (x) a known monotone increasing function of x, ¢y (0) = O.
Introduce the auxiliary problem:

Minimize
g, re) + g(rars) + . + gl -1, 78) + g (v, 0)
N
+ 2 hr(re),
k=2
with 7,, 7;, ..., 7a subject to the constraints

a. 0<rp<<b:x

N

b. P (pk(rk)zc.
k=2

Show that if we designate the above minimum by F (#, v, ¢), then the
minimum in the original problem is given by

Min F (71, Y C— ¢ ("1)) .

0<ns<b
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58. Introduce the sequence of functions, R =2,3, ..., N—1,
Fr{u,v,¢) =Minf{g (u,7r) + g{rr, 7r+1) + ... + glrv -1, 7n)
e N
+ gl v)+ 2 he(re)],
k=R
with
Fy (u,v,¢) = Min [g (u, 7v) + g (v, v) + hn (rn)].

"~

For each R, admit only c-values satisfying the restriction

N
2 @k (bx) = ¢, where the by are fixed positive constants.
E=R

Show that we have the recurrence relation
Fr(u,v,c) =Min[g (u,7r) + hr(rr) + Fr+1(rr, v, c—pr (7n))],
"R
where 7 g varies over the interval defined by

a. 0<<rr=<Cbp,

N
b. 2 @r(bx) =c—o@rirr).
E=R+1
59. Consider in a similar fashion the problem of minimizing a function
such as

Ry = g (7'1, Vs, 73) + g (7'2: Y3, 7'4) +...4+¢ (7’N -1 "N, 71)
+ g (7w, 71, 73).

60. Suppose that we have a quantity of capital », and a choice of the
production in varying quantities of N different products. Assume initi-
ally that there is an unlimited supply of labor and machines for the pro-
duction of any items we choose, in any quantities we wish.

If we decide to produce a quantity x; of the i** item, we incur the follow-
ing costs:

a. a; = unit cost of raw materials required for the ¢» item

b. &; = unit cost of machine production of #** item

¢. ¢; = unit cost of labor required for ¢t* item.

d. C; = a fixed cost, independent of the amount produced
of the ¢t# item, if x; > O.

The cost of producing a quantity x; of the ¢¢* item is then

gi (i) = (@i + bi + ¢i) % + Cy, x>0 '
:0, xi=0.
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Let p; be the selling price per unit of the #¢# item. The problem is to
choose the x; so as to maximize the total profit

N
Py= X i xi,

1=1

subject to the constraints

N
(a) 2 gi(x)<wx,
i=1
(b) x:=0.
Let
Jfv (x) = Max Px.
Show that '
fx) = p(x—C))(ay+b1+¢y), x = Cy,
=0, 0<<x<<C,,
and
Iy (x) = Max [pyan + fv-1(x —gn (¥a))].
z =0
yN(‘ZN) <z

Show that xx > 0 can be replaced by
Jy—1(0) —fv -1 (x—Cn)
AN = .
PN
61. Assume that the demand for each item is stochastic. Let G (z) repre-

sent the cumulant function for the demand z for the At* item. Show that
the expected return from the manufacture of x4 of the kt» item is

b f”“zdck(z) +1>kf°°xkdc(z)

Z
= pr f’kszk (2) + pr %k (1 — G (xx)),

and obtain the recurrence relation corresponding to the problem of
maximizing the total expected return.

62. Consider the problem of maximizing the probability that the return
exceed 7.

63. Consider the above problem in the deterministic and stochastic
versions when there are restrictions upon the quantity of machines
available and the labor supply.
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64. Obtain the recurrence relations corresponding to the case where we
have “complementarity’’ constraints such as

A X% =0, %,%,=0, %x2,3 =0,
and so on, or
b. xixi+1=0, 'i=1,2,..., N —1.

65. Suppose that we have a complicated mechanism consisting of N
interacting parts. Let the ¢t part have weight W, size S;, and let us
assume that we know the probability distribution for the length of time
that any particular part will go without a breakdown, necessitating a new
part. Assume also that we know the time and cost required for replace-
ment, and the cost of a breakdown. Assuming that there are weight and
size limitations on the total quantity of spare parts we are allowed to
stock, how do we stock so as to minimize

the expected time lost due to breakdowns,

the expected cost of breakdowns,

a given function of the two, time and cost,

. the probability that the time lost due to breakdowns will exceed T,
the probability that the cost due to breakdowns will exceed C?

L

66. Determine the possible modes of asymptotic behavior of the sequence
{ux} determined by the recurrence relation

n +1 = Max [aun, + b, cun + d],
and generally by the recurrence relation
Un +1 = ng[aiun +b],:=1,2, ..., k.
(cf. Problem 50). l

67. Determine the minimum of

b bg®

F (%, %5 ..., %8) =
i

gi (%) + Max (x5, %, ..., #w),
1

subject to the constraints x; > 0.

68. Suppose that we have N different activities in which to invest capital.
Let gi{x:) be the return from the ¢th activity due to an investment of x;.
Given an initial quantity of capital x, we are required to invest in at
most % activities so as to maximize the total return.

Denote the maximum return by fi, ~ (). Show that we have the
recurrence relation
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[ Max [gnv() + fe-1 v -1, & —)] |
Jr, v (%) = Max 0<y<2 ’

| fio v -1(x)
for 1<< k<< N -—1.

69. Two corporations, with interlocking directorate, are forbidden by
anti-monopoly statutes from investing in the same enterprise. The first
corporation has capital x to invest, the second capital y, with known
returns g; (z) from an investment of a quantity of capital z in the ¢th of
N different enterprises.

Show that if the directors wish to maximize the total return from the
two corporations, they must maximize

N N
Fyxy) = 2 gi(v) + 2 gi(ye),
i=1 =1

subject to the constraints

N
a, X xi=2x, x>0,

t=1

N
b. X yi=y,y:>0.

i=1
c. xyi = 0.
Let
Su (%, y) = Max Fu (%1, )
=0 4}
Show that

Max [gv(yv) + /v —1(x,y —yw) ]

v () = M 0<yy=<y
In (%, 9) ax Max [gn(xn) + fv -1(x — 28, %))

Losz‘vgx

Consider the case where the different corporations derive different
returns from the same enterprise.

70. It is decided to employ a policy of replacing all light bulbs in an
office building at one time. Assume that the cost of replacing the bulbs
is a, and that g (x) represents the cost due to lack of lighting if a time
interval x elapses between replacements. Over a time interval T, it is
decided to make replacements at times x3, x1 + %2, ..., %1+ %2+ ... +
+ x, = T, where n is to be determined.
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The efficiency of the program is to be measured by the average loss

sustained
n

T la+gx)
F (xl, X2, «.., xn) = l—=1—T————
What is the optimal policy?
(I. R. Savage)

71. Let the functions g: (x) be such that the maximum of

N
Fy (%1, %2, ..., 28) = 2 gi (%)
i=1
N
over the region x; > 0, X' x; = ¢ may be obtained by use of a Lagrange
i=1

multiplier A, considering the expression

N N
Gy =2 8i (xz) — A2 %
i=1 i=1
On the other hand, let fy () = Max Fy. Show that
{=
A= fn'"(e)
N
Obtain the corresponding result for the maximum of X g; (%, i)
i=1
subject to
N N
Zai=c1, Xyi=cs x,9:>0.
i=1 i=1
72. Let
M, (%1, xa, ..., xn) = the 7t largest of the quantities x1, x2, ..., xn,
Ny (%1, %2, . .., xn) = the 7t smallest of the quantities x1, x2, ..., xw,
forr = 1,2, ..., N. Obtain recurrence relations connecting the members

of the sequences

{Mr(x1, %2, ..., 28}, {Nr(x1,%, ...,28)}, 7=1,2,...,.
N
73. Consider the problem of maximizing 2 2-%;
i=1
N
subject to the constraints x; >0, 2 1/(1 + %) < x.
i=1
(J. V. Whittaker)
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74. A gambler has a capital of x dollars and wishes to bet on the outcomes
of N different events. There is a probability px that he can predict the
kt* outcome correctly. The only constraint on the total amount that he
bets is the condition that he be able to pay off his losses.
Show that the problem of maximizing his expected return may be
converted into the problem of maximizing
N
Ly (x) = 2 pi xx subject to the constraints
F=1
(@) x>0,
¥
b2 x<x+x,7=12...,N.

i=1
75. Consider the problem of maximizing
N
Ly(x) = 2 prxx
E=1
subject to the constraints
(a) x; >0
¥
(b) 2 xi << u 4 x5
1

©
Define fv (#, v) = Max Ly (x). Show that
S (w,v) = Max [pn xn + fv 1 (# — xn, Min (v — xn, %) ) ]

X; << 0.
1

I

76. The problem of designing an efficient water distillation plant for
heavy water production involves the minimization of

a a Am
glao) , glas) o glam)

- 7,
ai aias ayras ... Am -1

Vv =g(a) +

where the a; are subject to the constraints
(a) a; > 1
(b) aras ... am = x.
Show that this may be reduced to the functional equation
. 1 x
Je+1(x) = Min g (@) + —fi{ —] |,
@ =1 a1 ay
and find the solution in the case where g(y) = y%, b > 0.
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77. Consider the case where

gl L gmlan)

[Z5% aias ... Am -1

V=g (a1) +

(E. Cerri, M. Silvestri and S. Villan, “The Cascading Problem in a Water
Distillation plant and Heavy Water Production,” Z. Naturforschg., 1la,
694 (1956).)

78. Consider the problem of allocating resources to N different activities,
leading to the problem of maximizing a function

2 gi(x:) subject to the constraints & x; = ¢, x; > 0.
Show that the function fv (c) obtained via the usual recurrence relations
does not depend upon the way in which the activities are numbered.

Bibliography and Comments for Chapter I

§ 1. A fairly complete bibliography of papers up to 1954 plus some remarks
which complement the text may be found in R. Bellman, “The Theory of
Dynamic Programming,” Bull. Amer. Math. Soc., vol. 60 (1954), pp. 503-516.

§ 2. This process was first discussed in Econometrica, vol. 22 (1954), pp.
37-48.

§ 7. Further discussion of this problem may be found in R. Bellman,
“A Class of Variational Problems,” Quart. of Appl. Math., 1956. An inter-
esting discussion of general ‘‘smoothing’ problems may be found in I. J.
Schoenberg, “On Smoothing Functions and their Generating Functions,”
Bull. Amer. Math. Soc., vol. 59 (1953), pp. 199-230, where a number of
further references may be found.

§ 11. The importance of the concept of approximation in policy space
was stressed in R. Bellman, ““On Computational Problems in the Theory
of Dynamic Programming,” Symposium on Numerical Methods, Amer. Math.
Soc. Santa Monica, 1953.

§ 12. The elegant proof of Lemma 1 was found independently by I. Glicks-
berg and W. Fleming to whom the author posed the problem of finding a
better proof than that given in the opening lines of the section.

§ 17. The results in this section were derived by D. Anderson.

§ 18. A more complete discussion of the concept of the stability of solutions
of functional equations may be found in R. Bellman, Stability Theory of
Differential Equations, McGraw-Hill, 1954.

§ 19. The reduction of the sequence {fr, n~ (+)} to a sequence {fx (¥)}isan
important piece of mathematical legerdemain as far as computational
solutions are concerned; cf also § 6 and § 7. The limited storage capacity
of computing machines makes one quite stingy with subscripts and para-
meters.
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§ 22. The proof in the text follows a paper of S. Johnson, “Optimal
Search is Fibonaccian,” 1955 (to appear).

An equivalent result was found earlier by J. Kiefer, unbeknownst to
Johnson, using a much more difficult argument: J. Kiefer, ‘‘Sequential
Minimax Search for a Maximum,” Proc. Amer. Math. Soc., vol. 4 (1953),
pp- 502-6.

The problem of determining a corresponding result for higher dimensions
seems extraordinarily difficult, and nothing is known in this direction at
the present time.

§ 24. An excellent introduction to the study of stochastic processes is
given in the book by W. Feller, Probability Theory, John Wiley and Sons,
1948. A number of important physical processes are discussed in the book
by M. S. Bartlett, An introduction to stochastic processes with special vefevence
to methods and applications, Cambridge, 1955.

Exercise 76. See R. Bellman, Nuclear Engineering, 1957
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CHAPTER II

A Stochastic Multi-Stage Decision Process

§ 1. Introduction

In the preceding chapter we considered in some detail a multi-stage
decision process in both deterministic and stochastic guises. In this
chapter we shall discuss a stochastic multistage decision process of an
entirely different type which possesses a number of interesting features. In
particular, in obtaining the solution of some simple versions of processes
of this type, we shall encounter the important concept of ‘“‘decision
regions’’.

We shall follow essentially the same lines pursued in the previous
chapter, first a statement of the problem, then a brief discussion in clas-
sical terms. Following this, the problem will be formulated in terms of a
functional equation, the required existence and uniqueness theorems will
be proved, and then the remainder of the chapter devoted to a discussion
of various properties of the solution, such as stability and analytic
structure.

For the simple process used as our model, we are fortunate enough to
obtain a solution which has a very interesting interpretation. Equally
fortunately as far as the mathematical interest of the problem is concern-
ed, this solution does not extend to more general processes of the same
type. This forces us to employ techniques of an entirely different type
which we shall discuss in a later chapter, Chapter 8.

The failure of the elementary solution is not due solely to the inade-
quacy of the analysis. A counter-example has been constructed showing
that the solution of a multi-stage decision process of this class cannot
always have the simple form of the solution given in § 8 below. Another
proof of this fact is furnished by Lemma 8 of Chapter 8.

A number of interesting results which we do not wish to discuss in
detail are given as exercises at the end of the chapter.

§ 2. Stochastic gold-mining

We shall cast the problem in the mold of a gold-mining process.
Suppose that we are fortunate enough to own two gold mines, Ana-
conda and Bonanza, the first of which possesses within its depths an
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amount of gold x, and the second an amount of gold y. In addition, we
have a single, rather delicate, gold-mining machine with the property
that if used to mine gold in Anaconda, there is a probability p, that it
will mine a fraction 7, of the gold there and remain in working order, and
a probability (1 — p,) that it will mine no gold and be damaged beyond
repair. Similarly, Bonanza has associated the corresponding probabilities
pe and 1 — p,, and fraction 7,.

We begin the process by using the machine in either the Anaconda or
Bonanza mine. If the machine is undamaged after its initial operation,
we again make a choice of using the machine in either of the two mines,
and continue in this way making a choice before each operation, until the
machine is damaged. Once the machine is damaged, the operation ter-
minates, which means that no further gold is obtained from either mine.

What sequence of choices maximizes the amount of gold mined before
the machine is damaged?

§ 3. Enumerative treatment

Since we are dealing with a stochastic process, it is not possible to talk
about ke return from a policy, a point we have already discussed in § 24
of the previous chapter, nor can we choose a policy which. guarantees a
maximum return. We must console ourselves with measuring the value
of a policy by means of some average of the possible returns, and choosing
an optimal policy on this basis. As before, the simplest such average is
the expected value.

Let us then agree that we are interested in the policies (since there may
be many) which maximize the expected amount of gold mined before the
machine is damaged. A policy here will consist of a choice of 4’s and B’s,
A for Anaconda and B for Bonanza. However, any such sequence such as
(1) S = AABBBABB ...

must be read: 4 first, then 4 again if the machine is undamaged, then B
if the machine is still undamaged, and so on.

Let us initially, to avoid the conceptual difficulties inherent in un-
bounded processes, consider only mining operations which terminate
automatically after N steps regardless of whether the machine is unda-
maged or not. In this case it is quite easy, in theory, to list all feasible
policies, and to compute all possible returns.? It is possible to use this
idea to some extent in certain problems. However, in general, this proce-
dure is rather limited in application, unrevealing as to the structure of an
optimal policy, and, as a brute force method, a betrayal of one’s mathe-
matical birthright.

! To quote numbers again, a 10-stage policy would require the listing of 210 =
1024 possible policies; if three choices at each stage, then 59,049 different policies.
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§ 4. Functional equation approach

In place of the above enumerative approach, we shall once again em-
ploy the functional equation approach. Let us define

(1) Jw (#, ¥) = expected amount of gold mined before the machine
is damaged when 4 has %, B has y and an optimal
policy which can last at most N stages is employed.

Considering the one-stage process, we see that an A-choice yields an
expected amount p, », x, while a B-choice yields p, 7, y. Hence

(2) Si(x,y) = Max [p, 7, %, pa72y].

Let us now consider the general (N + 1)-stage process. Whatever
choice is made first, the continuation over the remaining N stages must
be optimal if we wish to obtain an optimal (N 4 1)-stage policy. Hence
the total expected return from an A-choice is

(3) Jalxy) =pr(nx+ fn(L—r) % 9)),
and the total expected return from a B-choice is
(4) fe(xy) =pa(ray + fu{x, (1L —1)y)).

Since we wish to maximize our total (N 4 1)-stage return, we obtain
the basic recurrence relation

(6)  Syv+1(x,y) = Max[fa(x, ), f5(x,9)],
=Max[p(rix +F/v((1—r)x,9), pa(r2y +
S (e, (L—r) y))].

§ 5. Infinite stage approximation

The same argumentation shows that the return from the unbounded
process, which we call f (x, ¥), assuming that it exists, satisfies the func-
tional equation

(1) f(x9) = Max [ps (i x + f((1—71) %, ), P (2 y + f (x, A —72)3))].

Once again, the infinite process is to be considered as an approximation
to a finite process with large N. In return for the advantage of having
only a single function to consider, we face the necessity of establishing
the existence and uniqueness of a solution of the equation in (1). This we
proceed to do in the next section.
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§ 6. Existence and uniqueness
Let us now prove the following result:
THEOREM 1. Assume that

(1) a. [Pl [P <12
b. 0<r,7, <1.

Then there is a unique solution to (5.1) which is bounded in any rectangle
0<yx< X, 0<y<Y.
This solution f (x, y) ts continuous in any finite part of thevegion x, y > 0.

ProoF: Let us, to simplify the notation, set

(2) T.(f) =pilrix+ f(Q1—r)x 9],
To(f) = palray + flx, (1 —7) y)].

Then the functional equation in (5.1) has the form

&) Jfxy) = Max [T, (f), T. (f)].
Define the sequence of functions
4) filx,y) = Max [py 71, paray],
Sv1(x,y) = Max [T, (fn), T2 (f¥)],
= Max [T (fw)]
i1=12

precisely as in the recurrence relation of (4.5).
Let ¢ = ¢ (N) == ¢ (N, «, y) be an index which yields the maximum in
the expression Max [Ty(fn)],for N =1,2, ...

1=1,2
Then we have,
() a1 y) =Ti@n (fn) =2 Ti v+ (fv)
Svrel,y) =Tiov+ny(fv+1) = To vy (fv+1),
using the same device we employed in the course of the existence and

uniqueness proof for the solution of the functional equation in (8.1) of
Chapter 1.

? In the equation arising from the process described above, the p; are non-
negative. The proof we give covers the more general equation as well.
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Hernce

6) [fve1(xy) —fore(x,y) [ < Max[| Te iy (f5) — Ton(fv+1) |,
[ Ti w+ny(fn) —Te v+ (fv+1) | ]
< Max [ | Ti(f5) — Ti(fy+1) |]

t=1,2

< Max[[py | {fv(Q—7) 2, y) —fvs1 (1l —7) %, 9) |,
[P | /v, (L—7a)y) —fv+1(x (L —7) 9) 1.

Let us now define

(1) uy (v, y) = Max |fw(s,8) —fv+1(s,9) |
0<s<zx
0<t<y

From (6) we obtain

(8) un +1(%,y) < qun (x,¥),

where ¢ = Max (| p, ], ] p.]). Since 0 <Z ¢ << 1, we see that the series

2 ux (x, ¥) converges uniformly in any bounded rectangle 0<<x<< X,
N=1 —
0<<y=<Y. Hence fv(x, y) converges uniformly to a function f(x, y)
which satisfies the relation (5.1), and which is continuous in any bounded
rectangle in the (x, y)-plane.

The uniqueness proof follows the same lines as the proof of Theorem 1
of Chapter 1 and is left as an exercise for the reader.

As we see from the above proof, the choice of f; (%, ¥) is arbitrary pro-
vided only that it be bounded in any finite rectangle. It is interesting to
note that the limit function will be continuous even if the initial function
is not, as a consequence of the uniqueness of the solution.

§ 7. Approximation in policy space and monotone con-
vergence
As before, it is easily seen that we can ensure monotone convergence
by approximation in policy space, in the case where $,, p, = 0. The two
simplest approximations are those corresponding to 4 and B*.* From
the first policy we obtain the expected return

1) fa(x,y) = prrixf/(l —po (1 —1i)),
and from the second, the return
(2) fo(x,9) = P22 y/(1 — P (1 —13)).

3 It is interesting to observe the following difference between the process and
the functional equation obtained from it. The sequence A is conditional as far
as the process is concerned, but deterministic as far as the equation is concerned.
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As we shall see below in § 8 and § 9, we actually possess a far more so-
phisticated technique for obtaining a first approximation in the discussion
of more complicated processes, at the expense, of course, of the above
simplicity of expression. The guiding principle is, however, quite simple.

§ 8. The solution

Let us now turn to the solution of the equation in (5.1} for the case
where p; and p, are real numbers satisfying the inequality 0 <C p,, p, << 1.
It is intuitively clear that an A-choice is made when x/y > 1 and a
B-choice is made when y/x > 14,

It is also easily seen that the choice at each stage depends only on the
ratio x/y, since f(kx, ky) = Rf (x,y) for £ > 0. Perhaps the quickest
way to prove this is to invoke the uniqueness theorem, although it is
intuitively clear from the description of the process.

It follows then that if we examine the positive (x, ¥)-quadrant, and
divide it into an 4-set and a B-set, which is to say those values of ¥ and y
at which an A-decision is the optimal first choice and those at which the
B-decision is optimal, then (¥, y) in the A-set implies that (kx, 2y) is in
the A4-set for all £ > 0, and similarly for the B-set.

If these sets are well-behaved, it follows that their boundaries must be
straight lines,

Figure 1

as conceivably in the figure above. The regions where 4 and B are used
are called deciston regions.

Let us now boldly conjecture that there are only two regions, as in
Figure 2,
and see if we can determine the boundary line, L, if this is the case.

¢ The notation a >> 1 signifies that a is very large compared to 1.
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L

Figure 2

What is the essential feature of the boundary line which will enable us
to determine its equation ? It is this: it is the line on which 4 or B choices
are equally optimal.

If we use 4 at a point (x, ¥), with an optimal continuation from the
first stage on, we have

1) fal,y) =prrix + p f(L—r) 2, ),
while similarly B at (x, ¥), and an optimal continuation, yield
(@) foxy) =parey + pof(x, (1 —12) ¥).

Equating these two expressions we obtain the equation for L. Unfortu-
nately, this equation as it stands is of little use since it involves the un-
known function f.

In order to complete the analysis successfully we must make a further
observation. When at a point on L we employ 4, we decrease x while
keeping y constant and hence enter the B region; similarly, if we use B
at a point on L we enter the A region (see Figure 2 above). It follows that
for a point on L an initial first choice of 4 is equivalent to an initial first
and second choice of 4 and then B, while, conversely, an initial first
choice of B is equivalent to an initial first and second choice of B and
then A.

If we use A and then B and continue optimally, we have

@) farny) =pinx+prparey + prdef(L—r) v (L —79) ),

and similarly

4) fealw,y) =patay +brbarix + D10 f(1—7) x, (1 —r3) ).

Equating fup and fpa, the unknown function f disappears® and we
obtain the equation
5 The meaning of this is that having survived both an 4 choice and a B choice,

it is no longer of any importance in the continuation of the process as to the original
order of these choices.
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(5) Pr7ix[(1— 1) = po72 ¥/(1 — Pa),

for L.

It remains to establish this equation rigorously. Let us begin by proving
that there is a region near the x-axis where 4 is always the optimal first
choice.

If y = 0, we have

prrix + pof(1—r) x, 0)
(6) f{x, 0) = Max [ bof (%, 0) ]
=pr17x+ P f((1—7) % 0).

Since f (x, ¥) is continuous in ¥, it follows that

(7 F&y) > pe(rey + fx, 1 —13) %)),

for O < y <C kx, where & is some small positive constant, since the strict
inequality holds for y = 0.
Thus we have a region in which 4 is used first, shown below in Figure 3.

Figure 3

Let us now take a point P = P (x, y), in the region between L and y
y = kx, with the property that (x, (1 — 7,} y) is in the shaded region. In
other words, use of B at P must result in an A-choice next, provided that
machine is undamaged. (This proviso is necessary when discussing the
process, but not when discussing the equation, as we have noted above.)
If B is optimal at P, we obtain

(8) f(x’ y) =fBA (x: y),
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as given by (4). However, we know that below L, fs4 (x, ¥) << fag (x, y).
Hence B cannot be optimal at P. Proceeding inductively in this fashion
we extend the shaded region up to L. Since precisely the same argument
shows that the region between L and the y-axis is a B-region, we have
completed the proof of

THEOREM 2. Consider the equation

bz + f(L—7r) %, 9)],
) Jfny) = Max [pz rey + flx, (1 —7y) yn] P 5y

where 0 < Py, P < 1,07, 7, < L.
The solution is given by

(10) Fxy) =pilrix + (L —r) x, )], for
pr7ax[(L—p1) > para ¥/(1— py)
=po{ray + flx, (1 —73) y)], for
D171 %[(L—p1) < pavay/(1— ).
For prry x/(1 — py) = pa7ay/(1 — o) edther choice is optimal.

=0

= y

§ 9. Discussion

The solution has a very interesting interpretation. We may consider
P17, % to be the immediate expected gain and (1 — $,) to be the imme-
diate expected loss. The theorem then asserts that the solution consists
of making the decision which at each instant maximizes the ratio of
immediate expected gain to immediate expected loss. As we shall see,
this intriguing criterion occurs from time to time throughout the theory
of dynamic programming.

§ 10. Some generalizations
The same methods suffice to prove the two results below.

THEOREM 3. Consider the equation

N
A X prlerx + f(cex,9)],
k=1

(1) f(x,y) = Max ¥
B: k{ & [dry + f(x, d'cy)]

where x,y > 0 and

N N
2 (@ P =0,¢x >0, 2 pr, 2 qx <1,
k=1 k=1

(b) 12ck,dk20,c’k+ck=d’k+dk=1.
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The optimal choice of operations is the following: If

N N
2 prck L qrdy
3) = x> Pl ¥ Y
k=1 k=1

choose A ; if the reverse inequality holds, choose B. In case of equality, either
choice 1s optimal.

TuEOREM 4. Consider the functional equation

K
(@) fxy, %oy ovv, wv) = Max [ 2 punlcinxi + f(¥1, %oy « v, CinXi, o o, %0)]]

P k=1

where x; > 0 and

(5) (a) pik20,k:§'1ﬁik<l,i=1,2, R %
b) 1=cuw=0ci+cix’ =1.

The deciston functions are

K

2 pik ik
I)i(x):“'_=1 =
1— 2 pi

k=1

Xi

in the sense that the index which yields the maximumof D; (x) fori =1,2, ...,
n 15 the index to be chosen in (4). In case of equality, it is a matter of indiffer-
ence as to which is used.

It is clear that we can combine Theorems 3 and 4 into one more com-
prehensive result, which in turn can be generalized by the use of the
Stieltjes integral. Thus a version of (1) arising from a continuous dis-
tribution of outcomes is

[ vt pa—2 5146 @),
f(x: y) = Max

1

[ oy 4 £ 00— ) 1 (@),

We leave the derivation of the extensions of Theorems 3 and 4, and the
statements and proof of the corresponding existence and uniqueness
theorem, as exercises for the reader.
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§ 11. The form of f (x,y)

Having obtained a very simple characterization of the optimal policy,
let us now turn our attention to the function f (x, ). In general, no simple
analytic representation will exist. If, however, we consider the equation

) fxy) = Max [Z‘x+“2y+p’f(62x’y)]
1 X+ by v+ ¢ fx, 4y y)

we can show that if ¢, and d, are connected by a relation of the type c,*
== d,”, with m and #n positive integers, a piece-wise linear representation
for f (x, ¥) may be obtained.

It is sufficient, in order to illustrate the technique, to consider the sim-
plest case where the relation is ¢, = d,.
Let {x, y) be a point in the A-region. If 4 is applied to (x, ¥), this point is
transformed into (¢, &, ¥), which may be in either an 4- or a B-region.
Let L, be the line that is transformed into L® when (x, y) goes into (c; x, ¥),
let L, be the line transformed into L,, and so on. Similarly, let M, be the
line transformed into L when (x, y) goes into (x, d, v), and so on. In the
sector LOL,, A is used first, followed by B, as shown below,

y M, L

BA L

AB Le

Iigure 4

Hence, for (x, y) in this sector we obtain

2 Fry)=arx+ ay + p f(c2 %, 9)
=a,x+ ayy + po(bicax + by y) + g2 pa f 2%, €2 y)
=(a, + P2 bica) x + (ay + P2 by) ¥ + P2 qacaf(x,y)
¢ The boundary line, whose equation obtained as above, is
le,(1 — gq,) + 5, (e, — 1) ]x = (6, 1 — p,) + a,(a,d, —1) 1y
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This yields
(a, + 12X Co) X 4 (a, + pobo) y
1—p.q:6,

for (x, y) in LOL,. Similarly, we obtain a linear expression for fin LOM,.
Having obtained the representations in these sectors, it is clear that we
obtain linear expressions in L, OL,, and so on.

(3) flxy) =

§ 12. The problem for a finite number of stages
Let us first establish

THEOREM 5. Consider the recurvence relations
(1) filx,y) = Max {p, 7, x, P75y}

B A pilnix + fv (1 —ry) %, y)],]
fv+1(x, y) = Max [B: Polvay + fv(x, (1 —ry) Y11~
N=129, ....

For each N, there are two decision regions.

Proo¥. For each N >> 2, the points determined by the condition that AB
plus an optimal continuation for the remaining (N-2) moves is equivalent
to BA plus an optimal continuation for the remaining (N-2) moves lie on
the same line L we have determined above, namely

PL7ix . D2y

&) AR P g

Figure 4a

For the N-stage process, any policy, and consequently, any optimal
policy has the form

(3) SN: Aal Bbl P A“N BbN,

where the a; and b; are positive integers or zero, restricted by the condi-
tion, X' (as + by) = N.
i
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Let us now consider a point P = P (x, y} lying above L. If 4 is used at
P, there are two possibilities: either 4 is used % times in succession, and
then followed by B,

(4) Sy=A*B ..., 1<k<N-—1,

or Sy = AN, Let us consider the first case. If 4 is used (k¢ — 1) times in
succession, we reach a point P’ further above L. At P’, AB cannot be the
first two moves in an optimal (N — % -+ 1)-stage policy, since B4 plus
an optimal continuation is superior.

Consequently above L, either B is used first, or the optimal policy is
AN, Let us now show that if AN is optimal at P, then it is optimal in the
region between OP and the x-axis.

To demonstrate this we begin with the observation that it is permis-
sible to assume that x -y =1, 0 << x, vy <C 1, because of the homoge-
neity of fx (x, v) as a function of x and y. Considering the N-stage process,
we see that there are 2V possible policies, say Py, P,, ..., Pyv. Each of
these policies used at a point (x, y) yields a N-stage return which is a
linear function of » and vy, say L {x, ). For x 4+ y = 1, we may plot
these functions obtaining a set of 2¥ straight lines,

Lk\ /
>
- T~

0 X

Figure 5

If N were 2, so that the four policies 44, AB,B4, BB yielded four lines
as above, the maximum return as a function of ¥ would have the form

f(x,y)

o

X |
Figure 6
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It is clear that A is an optimal policy for y = 0, x = 1. It follows that if
AV is optimal at {x, y), 0 <<y <C 1, the line corresponding to A¥ will do-
minate all other lines for x <Z x << 1.

Combining the above results we see that for any N, the boundary be-
tween the A-region and the B-region will either be AB = BAor A¥ = M,,
where M, is a policy of complicated form, or BN = M, is also a complic-
ated policy.

We can now establish a sharper result:

THEOREM 6. The decision regions for fn converge towards those of f as
N — oo in a monotone fashion. There 1s always an integer N, with the
property that for N > N, the regions for fn are identical with those of f.

Proor: Consider the situation for N = 3. Let L, be the boundary line
for the two-stage process, and assume that the relative positions of L,
and L are as shown below.

y Lo La{a™")

L: AB=BA

Figure 7

Let L, (A-1) denote theline transformed into L, when 4 isused at a point
on L, (A-Y), which is to say when (x, y) is transformed into (cx, y). Let Q
be a point in the sector between L, and L, (4-"). If 4 is used at Q as the
first move in a three-stage policy, B is used next, since the transformed
point is in the B-region for a two stage process. However, if Q is above L,
we know that AB cannot be the first two moves of an optimal policy.
Hence B is used at Q. This shows that the B-region for the three-stage
process is at least that containing the region above L, (4-%). This process
may be continued for larger and larger N until L (4-1), for some finite %,
lies below L. At this point, the boundary line becomes 4B = BA, and
remains so for all larger V.

§ 13. A three-choice problem

Let us now assume that in addition to the two 4 and B choices already
discussed, we have a third choice which is a compromise between the 4
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and B choices. The equation we obtain in this case takes the form

A x4+ F((—r) %, 9)]
(1) flx,y) = Max| B: p.[ray + f(x, (1 —73) ¥)]
C: palmax+ry+f({(L—r)x, (L —r) )]

where 0 <75, 7,<C1and 0 << p; << 1, and the quantities p,, p,, 74, 7,
satisfy the previous inequalities.

On the basis of what we know concerning the solution of the equation
where the C-term is missing, it might be suspected that the solution of
this equation would be determined in the following way: There are three
decision regions, as in the figure below, with 4, B and C each optimal
first choices in these regions

Figure 8

Unfortunately, a counter-example has been constructed showing that
this is not true generally. It shows, by means of a fairly complicated but
straightforward calculation, that the solution can, for suitable values of
the parameter, take the form shown in Figure 9 below.

The solution of (1) above seems to be quite a difficult problem, and very
little is known concerning the character of the solution.

Figure 9
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It is not even known whether or not the number of decision regions is
always finite and whether the number is uniformly bounded if finite. To
obtain some information about this problem in a part of the parameter
space, we shall consider a continnous version in Chapter 8, where with the
aid of variational techniques the decision regions may be determined.

For the continuous version they do assume the simple form shown in
the first figure above, Figure 8.

§ 14. A stability theorem

Let us now derive a stability theorem for the solution 7 of the equation

A ¢1[71x+f((1—rl)x,y)1]

=M
w e = [
THEOREM 7. Let g (x, y) be the solution of

A prlrax 4+ g((1—r) %, 9)]
B: polray +gx (1 —75) y)]

Then, in any rectangle R: 0 << x <C )Z, 0<y < Y
(3) [fxy) —gxy) | < ng |k (x, ) g,

(2 g(x,y)=MaX[ ]+h(x,y)-

where ¢ = Min ((1 — p,), (1 — p,)).

Proor. The proof proceeds by successive approximations, as in the
corresponding section in Chapter 1. Consequently, we shall merely sketch
the details. Set

(4) Silx, y) = Max [py 7, %, pa 72 V]
g1 (%, ) = Max[p1 7%, P72 y] + h(x,y).
and, generally,

A ;bl [71 X +f" ((1 ——7’1) X, y)]]

Jn+1(%,9) = Max [B: D7y + fro(x, (1 —75) 9)]

®)

A puinx 4 gl —7) v, 9)
e 59 = s [ palry + gu (n (1 =) y)]] R,

It is clear that
(6) A y) —glxy) [ < Max [ (x.5) -

7 By the term ‘‘solution”, here and in the following pages, we shall mean the
unique solution in the appropriate function class.
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Applying the techniques used repeatedly above, we see that

(M Ma;zx [for1(®,y) —gn+1(x,9) | < sz Palfo (%, 9) —gn (%, 9) |
+ Max | 4|
R

where p; = Max (p,, p,). Iteration of this inequality yields
®  Max a3, 3) g (5,9) | < Max | 5[ (L4 g5+ 422,

forn = 2, ...,. Letting # — oo we obtain the stated result.

Exercises and Research Problems for Chapter II

1. With reference to the process described in § 2, consider the case
where the purpose of the process is to maximize the expected value of
@ (R), where R is the total return, and ¢ (z) is a given function of z
Define the function

f(x, 9, a) = expected value of ¢(R) obtained employing an optimal
policy with initial quantities x and y in the respective mines
and a quantity « already mined.

Show that f (x, y, a) satisfies the following functional equation

A: pfird %y, a4 72 + P (“)]

>0
B: pof(i, 7y, a+ny)+po@l P

f{x, v, a) = Max [

F©0,0,a) = ¢(a).
Here p,' =1—p, 0 =1 —po, 7y =1 —r,7,, =1—7,

2. Establish an existence and uniqueness theorem for this equation,

3. Consider the case where ¢ (2) is defined as follows: ¢ (z) = O,
0<z<u,@(z)=12=>u whereu <x -4 y.

4. Let g (x, y) = Max Exp (¢*7), b > 0, where Exp stands for expected
P

value and we maximize over all policies P. Show that g (x, y) satisfies the
equation
A: prerEg(ry x,9) + Py
g (v, y) = Max ) '
B: poetrvg(x, 7' y) + b
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5. Show that the solution of the above equation is determined by the
relation between the functions p, (et":* — 1)/p,” and p, (ebr=¥ — 1)/p,’

6. Show that Theorem 2 is the limiting case of this result as  — 0.

7. The function g (x, 0) satisfies the equation
g{x,0) =p, et g(r) x,0) + p,.

Obtain its asymptotic behavior as x — oc.

8. Referring to Problem 1 obtain some sufficient conditions upon ¢ (x)
which will ensure precisely two decision regions.

9. Solve the equation
[Ar pulrix+ £ % 9)]

fx,y) =Max| B: palray + f(x, 7. y)]
_C: Palrsx + 7oy + ftx, ty))

10. Solve the equation

A: x + flax, by)]
B:y+ fley, dx)

assuming that 0 <C q, b, ¢, d < 1. (Gross-Shapiro}

fx,y) = Max [

11. Consider the process described in § 2 under the assumption that there
is a probability p, of obtaining 7, ¥ and continuing, a probability p, of
obtaining nothing and continuing, and a probability p, of obtaining
nothing and terminating, if 4 is chosen, with p, + p, + $, = 1, with
similar probabilities ¢,, ¢,, g5 if B is chosen. Show that the corresponding
functional equation is

j(x ) — Max [A pl [7’1}\7 +f((1 _71> X, y)] -+ sz(x» y)]
Y B: g, (5, ¥ 4/ (5 (1 —s1) %)) + gaf (%, )

and that this may be written in the simpler form

A: —i)l}—z [z +f((1—r) x9)

f(x y) = Max N
0

B: 1__*[s1y + flx, (1 —s) »)
_qz

12. Consider the process described in § 2 in which it is not possible to
observe the effect of any of the decisions once the process has started.

78



STOCHASTIC MULTI-STAGE DECISION PROCESS
Discuss the problem of determining the policies maximizing the expected
return in the following situations:

a. when the machine is undamaged, it mines a fixed fraction of the
gold in any particular mine.
b. when the machine is undamaged, there is a distribution of returns.

Suppose that we wish to maximize the probability that the return ex-
ceeds a fixed quantity R,.

13. Consider the process described in § 2 under the assumption that the
machine mines a fixed quantity in each mine, dependent upon the mine, in
place of a fixed fraction, as long as the amount remaining in the mine
exceeds the fixed amount.

14. Show that the equation in (5.1} is equivalent to

A puln + (1 —r) f5(1— )]
/(&) = Max {B: palrez + F((1—75) 2)] }
for 0 << z < co.

15. Consider the equation

A e+ f((1—7) %, 9)
f(xr y) = Max [B q[sy —f—f(x, (1-"3) y)]]

forx,y >0,0<r,s,g <1

Show that a solution is
Jx ) =f+t1 0"

16. Show that the gold-mining process generating this equation possesses
#no optimal policy, i.e. no policy yielding this return, but that there are
arbitrarily many policies yielding a return of more than
x + D —dforanyd >0
1—g(l—ys) Y )
17. Prove that the solution above is not unique in the class of bounded
functions over any bounded rectangle, but that it is unique over the class
of functions f(x,y)for which f(0,0) =0, f(x,y) is continuous at
x =19 =0.

Bibliography and Comments for Chapter II

§ 1. The concept of ‘“‘decision regions” is a very important one in the
study of decision processes. We shall meet it again in Chapter VIII, where it
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guides us to the solution of the variational problems treated there, and again
in Chapter IX, in connection with variational problems with constraints. An
interesting paper in this connection is K. D. Arrow, D. Blackwell, M. Girshick,
“Bayes and Minimax Solutions of Sequential Decision Problems,” Econo-
metrica, vol. 17 (1949), pp. 213-214.

§ 8. The result of § 8 was obtained in conjunction with M. Shiffmanin
the summer of 1950.

§ 12. The type of geometric argument used here was extensively developed
by S. Karlin and H. N. Shapiro to give an alternative proof of Theorem 2
and other results.

§ 13. The first counter-example was obtained by S. Karlin and H. N.
Shapiro after a great deal of fruitless effort had been expended attempting
to establish a result based upon Figure 8. See S. Karlin and H. N. Shapiro,
“Decision Processes and Functional Equations,” RM-933, Sept. 1952, The
RAND Corporation.
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CHAPTER II1

The Structure of Dynamic Programming Processes

§ 1. Introduction

In this chapter we wish to examine and compare the essential features
of the two processes we have considered in some detail in the first and
second chapters. Disparate as these processes may seem at first glance,
one being of deterministic type with a stochastic version and the other
of a stochastic type with no deterministic version, we shall see that from
an abstract point of view they are examples of the same general type of
process. It is therefore no accident that they are governed by functional
equations of a similar form.

After a discussion and analysis of these similarities, we shall consider
the formulation of the more general decision processes and from these
derive a number of functional equations possessing a common structure.
We could, if we so desired, condense these into one all-embracing func-
tional equation. However, since extreme generality is only gained at the
expense of fine detail, it seems decidedly better, from both a conceptual
and analytic point of view, to consider separately a number of important
sub-categories of processes, each of which possesses certain distinctive
mathematical and physical features.

We shall close the chapter with a further discussion of the concept of
approximation in function space, which we have already encountered in
the previous chapters, and a demonstration of its most important pro-
perty, that of monotone convergence.

§ 2. Discussion of the two preceding processes

Let us begin by observing that the processes discussed in Chapters I
and IT have the following features in common:

a. In each case we have a physical system characterized at any stage
by a small set of parameters, the state variables.

b. At each stage of either process we have a choice of a number of
decisions.

c. The effect of a decision is a transformation of the state variables.

d. The past history of the system is of no importance in determining
future actions.
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e. The purpose of the process is to maximize some function of the state

variables.

We have purposely left the description a little vague, since it is the
spirit of the approach to these processes that is significant rather than the
letter of some rigid formulation. It is extremely important to realize that
one can neither axiomatize mathematical formulation nor legislate away
ingenuity. In some problems, the state variables and the transformations
are forced upon us; in others there is a choice in these matters and the
analytic solution stands or falls upon this choice; in still others, the state
variables and sometimes the transformations must be artificially con-
structed. Experience alone, combined with often laborious trial and error,
will yield suitable formulations of involved processes.

Let us now identify the two processes discussed in the foregoing
chapters with the description given above.

In the unbounded multi-stage allocation process, the state variables
are x, the quantity of resources, and z the return obtained up to the cur-
rent stage. The decision at any stage consists of an allocation of a quan-
tity y to the first activity where 0 <C y < x. This decision has the effect of
transforming x into ay + b (x — y) and z into z + g (y) + & (x — ¥). The
purpose of the process is to maximize the final value of z.

In the stochastic gold-mining process, the state variables are x and y,
the present levels of the two mines, and z the amount of gold mined to
date. The decision at any stage consists of a choice of Anaconda or Bo-
nanza. If Anaconda is chosen, (x, y) goes into ((1 —7,) x, ¥) and z into
2 + r, x, and if Bonanza, (x, y) goes into (x, (1 — #,) y) and z into z + 7,y.
The purpose of the process is to maximize the expected value of z obtained
before the machine is defunct.

In the finite versions of both processes, we have the additional para-
meter of time, manifesting itself in the form of the number of stages re-
maining in the process. It is, however, very useful to keep this state
variable distinct from the others, since, as usual, time plays a unique role.

Let us now agree to the following terminology: A policy is any rule for
making decisions which yields an allowable sequence of decisions; and an
optimal policy is a policy which maximizes a preassigned function of the
final state variables. A more precise definition of a policy is not as readily
obtained as might be thought. Although not too difficult for deterministic
processes, stochastic processes require more care. For any particular
process, it is not difficult to render the concept exact. The key word is,
of course, “allowable”,

A convenient term for this preassigned function of the final state vari-
ables is criterion function. In many applications, the determination of a
proper criterion function is a matter of some difficulty. From the analytic
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point of view, a solution may be quite easy to obtain for one criterion
function, and quite difficult for a closely related one. It is well, conse-
quently, to retain a certain degree of flexibility in the choice of such
functions.

§ 3. The principle of optimality

In each process, the functional equation governing the process was
obtained by an application of the following intuitive:

PRINCIPLE OF OPTIMALITY. An optimal policy has the property that what-
ever the imitial state and initial decision are, the remaining decisions mast
constitute an optimal policy with regard to the state resulting from the first
decision.

The mathematical transliteration of this simple principle will yield all
the functional equations we shall encounter throughout the remainder
of the book. A proof by contradiction is immediate.

§ 4. Mathematical formulation—I. A discrete deterministic
process
Let us now consider a deterministic process, by which we mean that the
outcome of a decision is uniquely determined by the decision, and assume
that the state of the system, apart from the time dependence, is described
at any stage by an M-dimensional vector $ = (p,, pa, ..., Par), con-
strained to lie within some region D. Let T = {T;} where ¢ runs over a
set S which may be finite, enumerable, composed of continua, or a com-
bination of sets of this type, be a set of transformations with the property
that p ¢ D implies that T, (p) ¢ D for all g¢ S, which is to say that any
transformation 7', carries D into itself.
The term ‘“‘discrete” signifies here that we have a process consisting of
a finite or denumerably infinite number of stages.
A policy, for the finite process which we shall consider first, consists of

a selection of N transformations in order, P = (T, T, ..., Tn),! yielding
successively the sequence of states
1) pr=T,(p),
P2 = T, (21’1):
pv =Ty (pr-1).

These transformations are to be chosen to maximize a given function,
R, of the final state pu.

! where we write T, for T,, T, for T,, and so on.
1 2
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There are a number of cases in which it is easy to see that a maximum
will exist, in which case an optimal policy exists. The simplest is that
where there are only a finite number of allowable choices for ¢ at each
stage. Perhaps next in order of simplicity is where we assume that Disa
finite closed region, with R (p) continuous in p for pe D, T, (p) jointly
continuous in p and ¢ for all p ¢ D and all ¢ belonging to a finite closed
region S.

These two cases cover the most important of the finite processes, while
their limiting forms account for the unbounded processes.

Observe that the maximum value of R (pn), as determined by an
optimal policy, will be a function only of the initial vector  and the
number of stages N. Let us then define our basic auxiliary functions

(2) fu(p) = Mix R (pw)

= the N-stage return obtained starting from an ini-
tial state p and using an optimal policy.

This sequence is defined for N =1, 2, ..., and for p ¢ D.

Simple as this step is, it represents a fundamental principle in analysis,
the principle of continuity. In order to solve our original problem involv-
ing one initial vector, p, and a multi-stage process of a definite number of
stages, IV, we consider the entire set of maximization problems arising
from arbitrary values of $ and from an arbitrary number of stages.

The original process has thus been imbedded within a family of similar
processes. In place of attempting to determine the characteristics of an
optimal policy for an isolated process, we shall attempt to deduce the
common properties of the set of optimal policies possessed by the mem-
bers of the family.

This procedure will enable us to resolve the original problem in a num-
ber of cases where direct methods fail.

To derive a recurrence relation connecting the members of the sequence
{f~ (p)}, let us employ the principle of optimality stated above in 3.
Assume that we choose some transformation T4 as a result of our first
decision, obtaining in this way a new state vector, T4 (). The maximum
“return”’? from the following (N — 1) stages is, by definition, fv—, (T ().
It follows that if we wish to maximize the total N-stage return ¢ must
now be chosen so as to maximize this N — 1 stage return. The result
is the basic recurrence relation

(3) In(p) =Max fnv - (T (p)),
qes
for N > 2, with

2 j.e. the value of the criterion function.
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(4) filp) = 1‘332‘ R(T¢(p)

Observe that fa (p) is unique, but that the ¢ which maximizes is not
necessarily so. Thus the maximum return is uniquely determined, but
there may be many optimal policies which yield this return.

For the case of an unbounded process, the sequence { fn (p)} is replaced
by asingle function f(p), the total return obtained using an optimal
policy starting from state p, and the recurrence relation is replaced by the
functional equation

(5) f) = MEZXf (Tq ().

§ 5. Mathematical formulation—II. A discrete stochastic
process

Let us once again consider a discrete process, but one in which the
transformations which occur are sfochastic rather than deterministic.

A decision now results in a distribution of transformations, rather than
a single transformation. The initial vector $ is transformed into a stochas-
tic vector z with an associated distribution function dG, (p, z), depend-
ent upon # and the choice g.

Two distinct types of processes arise, depending upon whether we
assume that z is known after the decision has been made and before the
next decision has to be made, or whether we assume that only the dis-
tribution function is known. We shall only consider processes of the first
type in this volume, since processes of the second type require in general
the concept of functions of functions, which is to say functionals.

It is clear, as we have stated several times before, that it is now on the
whole meaningless to speak of maximizing the return. Rather we must
agree to measure the value of a policy in terms of some average value of
the function of the final state. Let us call this expected value the return.

Beginning with the case of a finite process, we define fx (p) as in (4.2).
If z is a state resulting from any initial transformation 7T, the return
from the last N — 1 stages will be fv _ , (z), upon the employment of an
optimal policy. The expected return as a result of the initial choice of Ty
is therefore

o [ -1 d6ep. )

Consequently, the recurrence relation for the sequence {fv (p)} is
) fu (p Ma;cf fw -1 (1) dGq(p, 2), N > 2,
with "
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) f1(p) = Max R (2) dGq (p, 2).
gesS JzeD
Considering the unbounded process, we obtain the functional relation
@) £y =Max [ 7 dGa(p,)
ge

§ 6. Mathematical formulation—III. A continuous determin-
istic process

There are a number of interesting processes that require that decisions
be made at each point of a continuum, such as a time interval. The
simplest examples of processes of this character are furnished by the
calculus of variations. As we shall see in Chapter IX below, this conception
of the calculus of variations leads to a new view of various parts of this
classical theory.

Let us define

(1) f(p; T) = the return obtained over a time interval [0, T] starting
from the initial state p and employing an optimal policy.

Although we consider the process as one consisting of choices made at
each point ¢ on {0, T}, it is better to begin with the concept of choosing
policies, which is to say functions, over intervals, and then pass to the
limit as these intervals shrink to points. The analogue of (4.3) is

2 f@#:S+T)= Max f(po; T)

D [0, S]
where the maximum is taken over all allowable decisions made over the
interval [0, S].

As soon as we consider infinite processes, occurring as the result of
either unbounded sequences of operations, or because of choices made
over continua, we are confronted with the difficulty of establishing the
existence of an actual maximum rather than a supremum. In general,
therefore, in the discussion of processes of continuous type, it is better to
use initially the equation

) f(P:5+T)=SBPf(i>D;T)

which is usually easy to establish, and then show, under suitable assump-
tions that the maximum is actually attained.

As we shall see in Chapter IX, the limiting form of (2) as S— 0Oisanon-
linear partial differential equation. This is the important form for actual
analytic utilization. For numerical purposes, S is kept non-zero but small.?

3 We shall show, in Chapter 1X, that it is possible to avoid many of the quite
difficult rigorous details involved in this limiting procedure if we are interested
only in the computational solution of variational processes.
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§ 7. Continuous stochastic processes

An interesting and challenging question which awaits further explora-
tion is the formulation and solution of general classes of continuous sto-
chastic decision processes of both one-person and two-person variety.
Although we shall discuss a particular process in Chapter VIII, we shallnot
discuss the general formulation of continuous stochastic decision proces-
ses here, since a rigorous treatment requires delicate and involved argu-
mentation based upon sophisticated concepts.

§ 8. Generalizations

It will be apparent to the reader that the functional equations we have
derived above for the case where the state variables and the decision
variables were constrained to finite dimensional Euclidean spaces can be
extended to cover the case where the state variables and decision variables
are elements of more general mathematical spaces, such as Banach
spaces.

Rather than present this extension abstractly we prefer to wait until a
second volume where we will discuss examples ot these more general pro-
cesses. The theory of integral equations and variational problems involv-
ing functions of several variables, as well as more general stochastic
processes, all afford examples of processes which escape the finite dimen-
sional formulation to which we have restricted ourselves in this volume,
and require for their formulation in the foregoing terms the theory of
functionals and operations.

§ 9. Causality and optimality

Consider a multi-stage process involving no decisions, say one generated
by the system of differential equations,

1) dxifdt = gi (%4, X5, .., %N), %0 (0) == ¢, 2 == 1,2, ..., N,
which may, more compactly, be written in vector form
(2) dxjdt = g (x), x (0) = c.

The state of the system at time ¢, taking for granted existence and uni-
queness of the solution, is a function only of ¢ and £, thus we may write

(3) x(t) =fle ).
The uniqueness of the solution leads to the functional equation
(4) fls+=f{fles)y,

for s, ¢ > 0, an analytical transliteration of the law of causality. Thisequa-
tion expresses the fundamental semi-group property of processes of this

type.
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Comparing (4) above with (6.2), we see that we may regard multi-stage
decision processes as furnishing a natural extension of the theory of
semi-groups. Any further discussion here along these lines would carry
us beyond our self-imposed limits, and we shall consequently content
ourselves with the above observation.

§ 10. Approximation in policy space

In solving a functional equation such as (4.4) or (5.3), we shall in Chapter
1V make use of that general factotum of analysis, the method of successive
approximations. The method very briefly, consists of choosing an initial
function f, (p), and then determining a sequence of functions, {fn ($)}, by
means of the algorithm

(1) fv(p) =Max fv - (Tq(p)), N =12, ...
q

as, for instance, in (4.4) We have already employed this method in dea-
ling with the equations of Chapters I and II.

In many important cases, this method after a suitable preliminary
preparation of the equation actually leads to a convergent sequence
whose limit yields the solution of the functional equation.* We shall make
extensive use of it in the following chapter.

In the theory of dynamic programming, however, we have an alternate
method of approximation which is equally important in its own right, a
method which we call “approximation in policy space’.

Before discussing this method of approximation, let us observe that
there is a natural duality existing in dynamic programming processes be-
tween the function f(p) measuring the overall return, and the optimal
policy (or policies) which yields this return. Each can be used to determine
the other, with the additional feature that a knowledge of f (p) yields all
optimal policies, since it determines all maximizing indices ¢ in an equa-
tion such as (4.4), while a knowledge of any particular optimal policy
yields f (p).

The maximizing index ¢ can be considered to be a function of p. If the
index is not unique, we have a multi-valued function. Whereas we call
f(p) an element in function space, let us call ¢ = ¢ (p) an element of
policy space. Both spaces are, of course, function spaces, but it is worth
distinguishing between them, since their elements are quite different in
meaning.

It follows now that we have two ways of making an initial approxima-

4 It is interesting to observe that in many theories, as, for example, partial
differential equations, the preliminary transformation of the equation is of such
a nature that the principal difficulty of the existence proof resides in the demon-
stration that the limit function actually satisfies the original equation.
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tion. We may approximate to f (p), as we do ordinarily in the method of
st :cessive approximation, or we may, and this is a feature of the func-
tional equations belonging to dynamic programming processes, approxi-
mate initially in policy space.’

Choosing an initial approximation g, = ¢, (p), we compute the return
from this policy by means of the functional equation

(2) Jo (@) = fo(Tq, (P)).

We have already given an example of this in § 11 of Chapter 1.

There are now two ways we can proceed. Taking the function of ¢,
Jo (T4 (p)), we can determine a function ¢ (p) which maximizes. Call this
function ¢, (). Using this new policy, we determine f, (p), the new return,
by means of the functional equation

3) fi(0) =L (Tq ().

This equation is solved iteratively, as in (11.3) and (11.4) of Chapter I.
Continuing in this way, we obtain two sequences {fv (p)} and {g~ (p)}.
In place of this procedure, we can define

4 L) = fofo (Tq (),

and then continue inductively, employing the usual method of successive
approximations,

) fur(p) = ME;XfN (Tq ().

It is immediate that f; > f, and thus that the sequence {fx} is mono-
tone increasing. We shall discuss the convergence of this process in the
next chapter.

The first procedure, although a more natural one, seems more difficult
to treat rigorously and we shall not consider it here. In dealing with
various types of continuous processes, such as those furnished by the
calculus of variations, it would seem, however, that this technique is
required for successive approximations. We shall discuss this topic again
in Chapter IX.

5 Actually this type of approximation is tacitly encountered in other branches
of analysis as, for instance, in the theory of differential equations, where a differ-
ential equation is frequently replaced by a difference equation for approximation
purposes. This replaces the space of general functions by the subspace of step-
functions.
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Exercises and Research Problems for Chapter III

. Suppose that we are given the information that a ball is in one of N
boxes, and the a priori probability, i, that it is in the 4tt box. Show that
the procedure .which minimizes the expected time required to find the
ball consists of looking in the most likely box first.

2. Consider the more general process where the time consumed in exam-
ining the At box is f#;, and where there is a probability ¢, that any
particular examination of the kth box will yield no information concerning
its contents. When this happens, we continue the search operation with
the information already available.

Let f (py, ps, . - ., Pn) be the expected time required to obtain the ball
using an optimal policy. Show that this function satisfies the equation

4
f(pl’ p?: vy ?N) = Mln [ ___k +(1—pN)f(PI*JP2*)"';0:"'1¢N*)]
(1—gqx)

k
where p;* = p; /(1 — p&) and the 0 occurs in the &t place.

3. Prove that if we wish to obtain the ball, the optimal policy consists of
examining the box for which px (1 — g)/tx 1s @ maximum first. On the
other hand, if we merely wish to locate the box containing the ball in the
minimum expected time, the box for which this quantity is a maximum
is examined first, or not at all.

4. Consider the situation in which we can simultaneously perform oper-
ations which locate the ball within given sets of boxes.

5. We have a number of coins, all of the same weight except for one
which is of different weight, and a balance. Determine the weighing pro-
cedures which minimize the maximum time required to locate the dis-
tinctive coin in the following cases

a. The coin is known to be heavier

b. It is not known whether the coin is heavier or lighter.

6. Determine the weighing procedures which minimize the expected
time required to locate the coin.

7. Consider the more general problem where there are two or more dis-
tinctive coins, under various assumptions concerning the properties of the
distinctive coins. (Cairns)

8. We are given = items, not all identical, which must be processed
through a number of machines, m, of different type. The order in which the
machines are to be used is not immaterial, since some processes must be
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carried out before others. Given the times required by the 7t item on the
*® machine, a4, t = 1,2, ..., 5,7 = 1,2, ..., m, we wish to determine
the order in which the items should be fed into the machines so as to
minimize the total time required to complete the lot.

Consider the case where there are only two stages with @;; = a; and
aiy = b;, and where the machines must be used in this order. Let

Sy, by, a5, b4, ..., an, by; t) = time consumed processing the N items
with required times 4, b; on the first and
second machines when the second ma-
chine is committed for ¢ hours ahead, and
an optimal scheduling procedure is em-
ployed.

Prove that f satisfies the functional equation

f(a1, by, a5, 05, ..., an, by t) = Min [ai + f(ay, by, a5, b5, ..., 0,0, ...,
an, bN;tbi + max (f — a4, 0)],

where the (0, 0) combination is in place of (a;, bs).

9. Show that an optimal ordering is determined by the following rule:
Item ¢ precedes item § if min (4, b;) << min (ay, bs). If there is equality,
either ordering is optimal, provided that it is consistent with all the defi-
nite preferences. (Johnson)

What is the solution if either machine can be used first ?

10. Let x; be the inactive time in the second machine immediately before
the st item is processed on the second machine. Let a;, b; be the times
required to process the ¢th item on the first and second machines respec-
tively and assume that the items are arranged in numerical order. Then

n u—1
2 xi = Max [2 ai — X b;] (Johnson)
i=1 1<u<n i=1 i=1

11. For the three-stage process the corresponding expression for the total
idle time on the third machine is

u—1 »—1

Max [2 ai— X bi + 2 bi— 2 ¢i] (Johnson)

1<u<ev<En t=1 i=1 i=1 i=1

12. Consider the following problem arising in the production of many-
part items, or alternately in the maintenance of a complex system. There
are N different stages of production involved in turning out the final item.
The probability that the item is processed correctly at the ¢th stage is p;.
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Assume that £ machines are available which can be used to increase the
accuracy of any particular stage of the process in the following way. If
one machine is added to the ¢th stage, $: becomes p;,, if two machines,
then $i,, and so on.

How should we distribute the machines to maximize the overall accu-
racy of the process? Consider the same problem under the following alter-
native assumptions.

{a) At most m; machines are allowed at the ¢t stage

(b) A machine at the ith stage costs d; dollars and we have at most 4

dollars to spend.

() A machine at the ¢*h stage requires %; operators at the sth point, and
at most 4 men are available.

13. A mistake found at the ¢t point requires a time #; and a cost ¢; to
rectify. Taking into account laboring costs, machine costs, and the cost of
turning out a defective item, say 2z, how much money should be spent on
checking equipment and how should it be used?

14. Consider the problem of maximizing the function
n

2 @i (%:) under the constraints

i=1
a. x>0
n
b. Zxi=c¢
i=1
C. i, %y, = Ofor a set of integers 4, <4, < iy < ... <im,

m<n—1.

Consider, in particular the cases
a. xixXi+1=0, 1=12 ..., n—1
b. xixis1xi42=0, 1=1,2 ..., n—2

Consider the reverse situation, where we have constraints of the form
A Xig Xig 4y > dy.

Discuss the special cases
a. Xixi+12>1,
b. xixir1xi42 > 1.
15. A manager of a restaurant has two types of laundry service available
for napkins, a quick service which requires ¢ days, and costs ¢ cents per

napkin, and a slow service which requires > ¢ days and costs 4 cents,
d < ¢, per napkin. Assuming that he knows in advance the number of
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customers he will have on any given day of an N-day period and that
he prides himself on providing every customer with a napkin, how many
napkins should he purchase and how should he launder them so as to
minimize the total cost over the N-day period? Consider first the cases
where p =¢ + 1,and p = ¢ + 2.

16. Consider the analogous problem under the assumption that £ laun-
derings wear out a napkin.

17. Consider the above problem under the assumption that number of
customers on each day is a stochastic quantity.

18. We have a resource x which may be utilized in a number of ways. If
y is a parameter specifying a particular use, let R (x, y) be the immediate
return, and D (x, y) the cost in resources. If f (¥) is the total return from
repeated use of an initial resource x, obtained using an optimal allocation
policy, we derive the functional equation

f () = Max [R (x,y) + f(x — D (x, ¥))].

Assuming that D (x, y) is small compared to x, for all y, show that we
obtain the formal approximate equation
R (%, 9)

Y ’

[ = M«;lxD * )

and give the interpretation of this result.

19. Consider the stochastic case. Show that the corresponding functional
equation has the form

f®) = Max [szdR (v, 2, %) —{-f(x——rowdD v, w, %),

o

and the approximate equation has the form

foo zdR (v, z, %)

[ (x) = Max — ,
y f wdD (y, v, x)

o

and give the interpretation of the result.
20. Consider the application of approximation in policy space to the
functional equation

flx) = Max [g(y) +h(x—y) + flay + b(x—y)).

0<y<e

We choose an initial y, (¥) and compute f, (x). Then determine y, (x) by
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the condition that y, maximize the function g(y) 4+ A2 (x —y) +
folay + b {x — )}, compute f; (x) using y; (x), and so on. When are the
elements of the sequences {ya (x)} and {f» (x)} continuous in x, and when
do they converge? Consider, in particular, the cases where g and 4 are
both convex, or both concave,

21. Assume that we have two machines, unimaginatively called I and II,
with the following properties. If machine I is used there is a probability »
of receiving a gain of one unit; if machine IT is used, there is a probability
s of receiving a gain of one unit. We shall assume that s is known, but that
7 is determined only by an a priori probability distribution. The problem
is to determine a selection policy which maximizes the expected return
obtained over N trials, or alternatively the discounted return from an
unbounded process, discounting the return one stage hence by a factor
a <l

Assume that the distribution function for » after m successes and »
failures on the first machine is given by

rm (1 —#)n dF (r)
fl rm (1 —»)ndF (v)

[

dF pon () =

Let fm, » equal the expected return obtained using an optimal policy
for an unbounded process after the first machine has had m successes
and # failures. Show that fu. . satisfies the recurrence relation

[1. f rdFm 0 () (L = afmss, ] |

fm, a = Max _I_J: (1—}’) dFm,n(V) [afm,ni—l];
IT: s/(1 —a)

22. Prove that there is a unique bounded solution to this equation, which
may be obtained by successive approximations.

23. Prove that for each m, #n > 0 there is a unique quantity s (m, ) with
the property that the sequence { fux} is determined by the equations

(@) fun=s/(1—a),1 >s>s(m,n),
fmn = f: ¥aF mn (7) [1 + afm +1, n]

1
+a(l— fo 78Fm, 0 () frm,n+1, 0 << s < s (m, 1),
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The sequence s (m, #) has the following properties
(b) sim +1,u) >s(m,n) >simn-+1),
and
(C) fm+1,n >fm,n >fm,n+1-
How can the sequence s (m, #) be calculated ?

24. Prove the corresponding results for the process allowing only a finite
number of trials,

25. Consider the following situation. We have a warehouse with fixed
capacity and an initial stock of a certain product which is subject to
known seasonal price and cost variations. The problem is to determine
the optimal pattern of purchasing (or production), storage and sales.
Let B denote the fixed warehouse capacity, and A4 the initial stock in
the warehouse. Consider a seasonal product bought (or produced) and

sold for each of ¢ = 1, 2, ..., n periods. For the 7t period, let
(1) ¢; = cost per unit

p: = selling price per unit

x; = amount bought (or produced)

y; = amount sold

The constraints are as follows:

(2) (a) Buying Constraints: The stock on hand at the end of the
¢th period cannot exceed the warehouse capacity.
(b) Selling Constraints: The amount sold in the ¢t period
cannot exceed the amount available at the end of the
(¢ — 1)st period.
(c) Non-negativity: Amounts purchased or sold in any
period are non-negative.

The problem is to determine the policy which maximizes the over-all

profit.
Show that it may be converted into the problem of determining the x;
and y; which maximize

n

3) P= X (pjyi—c¢i%),
j=1
subject to the constraints
(4) @ 4+ X (m—yi) <B, =12 ...,n,
i=1
i—1
b) <A+ X2 (25—, i=1,2 ..., n,
i=1
{©) %, yi > 0.
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26. For fixed B, define
fa(A)=Max P, n=12,....
Show that f, (4) = p, 4, and that
1) fa(d) =Max [pyyi—eix -+ fu-1(d + 20— y1)],

ESTE

for #» > 2, where the maximum is over the region
@) (a) 0<y, <4
(b) x—y<B—4, % > 0.
27. Prove that the function fy (v) is linear in v, namely
S (@) =Ky (p1, P2, ..., Pn, 1,02, oo, 0n) +
LN (]51, pz, [ pN, c1,¢2, ..., CN) v,
and thus that the optimal policy is independent of v.
(Dreyfus)

28. Consider the following idealized transportation system

k=1 k=2 k=3 k=N
Ty O—>0 0 0
S \
.F
Sk 0___\:0 0 0/

At each stage we have two terminals T and Si. From either T or Sg
we can ship materials to T +1 0r Si +1.
The maximum amounts we can ship along these routes are the following

a. Tp—>Tr+1 = Ri r+1, ITv—>F = Rn
b. Ty— Sk+1 = Ry, k41 Sy—>F = Sy
c. Sk—=>Sk+1 = Sk r+1
d. Se—>Tr+1 = Sk, k41
Starting with initial quantitites x at T and y at S, denote by Fy (x, ¥)
the quantity arriving at F using an optimal shipping policy. Show that
Fy(x,y) = Min (x, Ry) + Min (y, Sw),
Fi(x,y) = Max Fr 41 (2, + w0, 2, + wy),
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where the maximum is taken over the region

Z 2, L %, W, + w, < Y,
0<< 2, << Rk, k+1, 02, << Rg, k41,
0<< w, << Sk, k+1, 0<<w, << Sk, k+1

29. Formulate the corresponding problem for the case where the ter-
miinals have maximum capacities.

30. Consider the stochastic case where the capacities are random vari-
ables with known distribution functions. Obtain a recurrence relation for
the maximum expected quantity arriving at F, under various assump-
tions concerning the information pattern.

31. Consider the following transportation problem. We are given a number
of “sources”’, S;, S,, ..., Sy, and a number of “‘sinks’” or ‘“‘terminals”,
Ty, T, ..., Tn. Each source S; has a quantity x; of resources which must
be transported to various terminals in such a way that the total quantity
arriving at T fulfills an a priori demand y;. It is assumed that X' x; =

i
2’ y;. Given the distances, d;;, between the sources and the terminals, and

eissuming that the cost of shipping a unit quantity of resources between
Si and T is equal to di;, we wish to determine the routing which mini-
mizes the total cost of supplying the demands.

Show that the problem above is equivalent to minimizing the sum

cC=2 dij Xij
¥
subject to the constraints

2 xy = xi, X xip =y, x5 > 0. (Hitchcock-Koopmans)
i i

32. Write, for fixed yy, ¥, ..., ¥,

Min C == fn (%4, %3, ..., ¥nm).

3

Show that

filxy, 2y oo xm) = divxy +dov xe + .o+ duy xm,
M
fN (xl, KXoy ooy xM) = I{VIH;[ X dil Xiy +fN——l(x1—'xlly X2 — X1,
CI i=1
...,xM—xMI)]

where the minimum is over the region

M
2 xy = vy, 0y <x.

t=1
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M N

33. Show that as a consequence of the relation 2 x; = X y;, we may
i=1 i=1
always reduce the dimension of the problem by one, by writing

S (%, %ay oo, Xm) = fv Xy, Ko, oo, XM —1).

34. Consider the stochastic case where the d;; represent random variables
with given distributions.

35. Assuming that the cost of transportation from an i-port to a j-port is
quadratically nonlinear, d; xi; + ei; %¢5% e;; > 0, show that there is now
a wnigue minimizing schedule. (Prager)

36. Consider a similar multi-stage process where resources at (4, B;, Cy)
must be transported to (4:+1, Bi+ 1, Ci+,) and so on, until reaching
assigned destinations, T, T3, T'5, as indicated below

A, A, Axn T,
Bl\\‘:Bz By T,
C, C, Cn T,

37. Consider the problem of determining the minimum of

N
L (x) = X Ci X3,
i=1
subject to the constraints
¥
X oayx<<b,1=12,..., M,
i=1
Xi 2 O:
where we assume that a; > 0.
Denote Min L (x) by fv (b, b, ..., bar). Show that
x
fN (bl, by v v e, bM) = Min [ev AN +fN— 1 (bl — an AN, by — asn ¥N, ...,
zy
by — amw xn)],

where wx is constrained by the relations

xy = 0, xy << Min (bi/ain).
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38. Suppose that we have an empty five-gallon jug, /,, an empty two-
gallon jug, J,, and unlimited supplies of usquebaugh and water. The
allowable operations are

4, Fill J,
A, Empty J, of any contents
A; Fill ],

A, Empty J, of any contents
A; Pour contents of J, into J,, as much as allowable
Ag Pour contents of [, into J,, as much as allowable.

After any finite number of operations, the state of the system may be
described as follows:

1. There are ¢ =0, 1, 2 gallons of liquid in J,, witha
ratio 7: (1 — 7} of usquebaugh to water.

2. There are 1 =0, 1, 2, 3, 4, 5 gallons in J, with a
ratio s: (1 — s) of usquebaugh to water.

Starting in some initial state (4, 7; 7, s), let f(¢, §; 7, s) denote the mi-
nimum number of operations required to attain a given state, say a fifty-
fifty mixture of water and usquebaugh in J,.

Show that

f@,7;7,5) =14 Min A4if.

1<k<6
Is f{z,7; 7, 5) finite for all rational », with § = 0, and all rational s,
with ¢ = 0? If not, what final combinations of water and usquebaugh
can be attained in [, in a finite number of operations?

39. Consider the following problem: At each stage of sequence of actions

we are allowed our choice of one of two actions. The first has associated a

probability #, of gaining one unit, a probability p, of gaining two units,

and a probability p, of terminating the process. The second has a similar

set of probabilities p,’, p,’, p,'. What sequence of choices maximizes the

probability of attaining at least # units before the process is terminated ?
Let u (n) be the maximum probability. Then

_M [p1u<n—1)+p2u(n—2)
u{n) = Max P u(n—1) 4 p un—2)
un) =1, n<C 0.
40. Prove that if

Fie
u (n) = Max [ P auu(n—j)], n>R,

1<i<k Lj=1

],nzl,

w(l) >01=01,2 ..., R—1,
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and if
(@) ay; =0

R
b) there is one equation, 2 = X ay; R — ¢ whose largest
q g
j=1
positive root is greater than the corresponding roots of
the other equations of this type;

(c) for this index %, ax, # 0,

under these circumstances, the solution of (1) is given by

R
un) = 2 ayun—ij
i=1
for » sufficiently large.
What happens if at least two characteristic equations have the same
maximum root ?

41. Consider the equation

® i
u(n) = Max [Zai;u(n—j)—}—gi]
1<i<M Li=1
R
where a;; >0, 2 ay;=1,80>0,4() >0,1=0,1,2,...,R—1.
j=1

R
Let ¢ = Max g/ 2 jai; be attained for the single value

D ji=1
¢ = s. If as; > 0, the solution is given by

R
u(n) = 2 asju(n—7g) + g

j=1
for n > n, where n, depends upon the initial conditions and coefficients.
42. Is the result true if a5, = 0? Construct a counter-example.

43. Given a finite set {4} of non-negative square matrices, let Cy be the
matrix B; B, ... By, where each B; 1s an 4;, which possesses the charac-
teristic root of largest absolute value. Let #» be this root. Prove that u
= lim 7yY¥ exist. Let My denote the smallest majorant of the products

N> oo
Py = B, B, ... By;ie., the ¢jth element in My is greater than or equal
the ¢t element in any Py. Let my be the characteristic root of My of
largest absolute value. Prove that 4 = lim M, " exists as N — oo.

N—> oo
44. Prove or disprove that uy = 4.
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45. Consider the following problem: We are given initially » dollars and
a quantity y of a serum, together with the prerogative of purchasing
additional amounts of the serum at specified times ¢, << £, << .... At the
Rt purchasing opportunity, £, a quantity cxz of serum may be purchased
for z dollars, where ¢y is a monotone-increasing function of %. Given the
probability that an epidemic occurs between ¢; and ¢x . ,, and the condi-
tion that if an epidemic occurs we may only use the amount of serum on
hand, the problem is to determine the purchasing policy that maximizes
the over-all probability of successfully combating an epidemic, given the
probability of success with a quantity w of serum available.

The condition ¢z > ¢k -, is imposed to indicate the cheaper cost of
serum at a later date because of technological improvement. Let

pr = probability that the epidemic occurs between #; and
tx +1, assuming that it has not occurred previously,

@ (w) = probability of combating the epidemic successfully with
a quantity w of serum,

Jx (x,y) = over-all probability of success using an optimal pur-
chasing policy from ¢ on, given x dollars and a quantity
y of serum on hand.

Show that fx (x, ) satisfies the functional equation
fele,y) = Max [pe@(y -+ ce2) + (1 —pu) fe+1(x — 2,5 + cr2)]
0z

46. Show that if ¢ (w) is convex for all values of w which occur, the opti-
mal policy consists of purchasing no serum at ¢, 4,, ..., {x - ; and then
using all available money at #; where £ is chosen so as to maximize

1—Q—p)F-Tel) + 1T —2F 1oy + ),
if px = p. Find the corresponding expression for general py.
47. Let
Mlnf L f— Zaktpk|Rdx

{“k}
Show that

Fy(f) = MinFy - 1(f—an ¢ n)

ay
48. Show that if we let

m (X4, Xs, ..., ¥n) = the minimum of N quantities,
Xy, X3, ..., ¥n, We have the functional equation
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M (M (X, Koy <o vy XN = 1), XN) = M (X1, Xz, - . ., XN),

and similarly for M (x,, x,, ..., xx), the maximum of N quantities.

49. Show that

Max[(1—x)enr (1 —xp)emro 4 (1 —xn)efrt ot +2p =gy,

{=}

where ¢, = ¢, ey = N -1,

50. Set
N
S (b, k) = Min fl[ ek -0 __ ¥ z-a) ]dV (%) .
a; t=1
Show that
-k
N A P kb4 an
—_— k 1
F (b, B) 1}t/1‘$n[6+ f”‘l(k+1 ,k+1>],

i (b, k) = Min f [o-k 0 ~(z -0V 4V ().

51. Obtain recurrence relations for the problem of determining the mini-
mum and maximum of

(@) Ov = (a%,)? + (v, + axa)? + ... (0 + 22+ ... + 2v -y + axn)?,
subject to %2 + x,2 4 ... + an2 =1,
(b) On=2x2+ (x, + axy)2 + ... (%, + ax, + a?x; + ... 4+ a¥ -1 xn)?,
subject to x,2 + x,2 + ... + an2 =1,
(©) On = 2® + (%1 + axy)? + (%y + ax; + (@ + 0) x)* + ...

(%, + axy + (@ + b) x5 + ... (@ + (N —2) b) xn)2,
subject to x,2 4+ x,2 + ... + an% =

52. Suppose that a piece of candy is to be shared by two children. Show
that an optimal procedure is to let one child divide the candy, and the
other choose the piece he wants. Show that this leads to the equation

r = Max Min (y,x —y) = x/2,

0<y<=z
for the share of the first child.
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53. What is the corresponding procedure for N children? (Steinhaus)

54. Suppose that we have a vehicle which can carry enough gasoline to
go a distance of d miles. In order to traverse a distance of 24 miles over
barren territory, it is necessary to establish intermediate caches of gaso-
line. How should these be located so as to minimize the total expenditure
of gasoline required to traverse this distance, and what is the total dis-
tance travelled by the vehicle before it reaches its destination ?

(N. J. Fine, “The Jeep Problem,” Awmer. Math. Monthly, Vol. LIV, Jan.
1947)

55. Consider the following more realistic versions:

Use of more than one vehicle

Transportation of an additional cargo

Use of some fixed caches, established in advance

Delivery to more than one destination

Establishment of a rate of delivery

Minimization of total cost, including cost of gasoline,

cost of purchasing vehicles, cost of establishing caches.

g. Arbitrary distance x > 24. (Helmer)

o A0 o

56. Prove that, in general, the problem of determining

N ~ N
Max Min [ 2 Fy(xg, yk)], where X xp << x, 2 ye <y, %6, Y =0

{2} {m} Lk=1 E=1 E=1
cannot be reduced to a recurrence relation of the form

Ju (x, y) = Max Min [Fy (xn, y5) + fx -1 (x — 25,y — yn)].
N, YN

57. Suppose that the requirements of a system at time # are 7,. Let x, be
the actual level, and let it be required to have x, > 7, for all #.

Furthermore, the restriction on the level at any time is

Kntr—%n < A{fn—2%n-,), n=>1,

an “expansion-limitation”’.
We wish to chose the x; so as to minimize
N

J) = 2 (xa—ra).

n =1

Show that the x; are given by

Xy =@
%y — %, = Min [A ¢y, 4 ¢,] = Min {4 x,, @]
Ny Xy = Min [42 @y, 2 @3, @3] = Min [ (xy — %), @3]

xn.—xn_lein[l"—l%,Z"—2tp2, ce @u) =
Min [}. (xn— 1— Xn - 2)) ‘P"],
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where
[ Vi —¥r-1 N
pr = Max T (Shepherd).
4 X -k
| i=#k
v

58. Determine the maximum of & a; x; subject to the constraints
N i=1
2xat=10<x < x,< ... < xn, where the a; are non-negative.
i=1
N
59. Consider the problem of determining the maximum of I (x; — a)
i=1
N

subject to the restrictions 0 < x; < b, where b > 4, and 2 x; = c.
i=1
Show that to obtain a functional equation we must consider also the
N

problem of determining the minimum of I (xi — a), and obtain the
i=1
functional equations governing the problem.
Show that this problem does not arise if we consider

N
T |xi—al.
i=1
60. Assume that we are a contestant on a quiz program where we have
an opportunity to win a substantial amount of money provided that we
answer a series of questions correctly.

Let 7, be the amount of money obtained if the kth question is answered
correctly, and let p; be the a priori probability that we can answer the
kth question where £ = 1, 2, ..., N. Let p(x) be the utility function
measuring the value to us of winning an amount x.

Assume that we have a choice at the end of each question of attempting
to answer the next question, or of stopping with the amount already won.
Determine the optimal policies to pursue under the following conditions:

a. Any wrong answer terminates the process with a total return of
zero.
b. A total of two wrong answers is allowed.
l.
c. Havinganswered %k, questions correctly, we must win at least 2 7y,
no matter what happens subsequently. k=1

d. We are competing with other contestants. The contestant obtaining
the largest total has an opportunity to answer a “jackpot question”
N

worth much more than 2 7.
k=1
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e. At each stage of the process, we have a choice of a hard question or
an easy question with the proviso that a miss on an easy question
terminates the process with a return of zero, and a miss on a hard
question terminates the process with a total return of one-half the
amount won to date.

61. Let the quantities &, a;; be stochastic variables, subject to known
distributions. Obtain a recurrence relation for the sequence

{fN (t' €1, Cay -0 vy Cm)}
defined by the equation

AT
fv(t ey, ¢y oo, cm) = Min Exp [e‘ 2 b xg] R

2 i=1

where the x; satisfy constraints of the form

a. x>0,

4
b. Yayx;<ci,t=12,...,m,
i=1

and for the sequence

N
gv (1, €3y + .-, €m) = Min Exp [ 2 b xi] .
v .

A t=1

In both cases, Exp represents the expected value with respect to the
random elements.

62. Consider the Selberg form
O~ (%) 2 (2 xw?

n<N kj|n

where x; = 1 and the other x; are as yet undetermined. The notation
2 xx means that the sum is to be taken over all integers £ which divide
k|n
n, e.g X xx = x, + %, + x5 + x,. With the introduction of suitable
ke
state variables, determine recurrence relations for Min Qx (x).

Lo

63. The problem of determining the minimum and maximum charac-
teristic roots of the Jacobi matrix
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a, b
b, a, b,
J= . by oag by s

bv-2 av-1 by-1

bv -1 awn

where the dots signify that all the other elements are zero, is equivalent
to determining the minimum and maximum values of the quadratic form,
N—1

On (x) = Ea,x, +2 2‘ bi xi %s 41,

i=1
¥
on the sphere 2 %=
i=1

Consider the two sequences
I (¢) = Max [Qn (x) + 2cxn],
s
gn (¢) = Min [Qn (x) + 2cxn],
s

where S represents the N-dimensional sphere. Show that recurrence
relations may be obtained, connecting fx (¢) with fx - 1(c), and gn (¢)
with gy - 1 (¢).

64. Obtain analogous results for the quadratic form

—2

QN() Zazxz +2 2 bzxzxz+l+2 2 CiXiXe+2.

i=1 i=1

65. Let A4 = (a:s) be a positive definite symmetric matrix. Show that the
problem of solving the system of linear equations

N
Zaﬁx,~=ci,i=l,2,...,N,

i=1

is equivalent to determining the absolute minimum of the form

N N
Ov(x) = 2 ayxix;—2 2 cixi.

,j=1 i=1
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66. Define this minimum to be fv (¢4, ¢y, ..., ¢n}, and obtain a recur-
rence relation connecting fy and fy - 1.
Show that fx is a quadratic form in the variables ¢;,

N
fN(Gl,CZ, ...,CN)= z b(N)ijCiCj,
L,j=1

and show how the recurrence relation connecting fv and fy -1 may be

- . . )
utilized to obtain recurrence relations for the sequences {b M } .

67. A television broadcasting company wishes to lease video links so that
certain of its stations may be formed into a connected network. Video
links exist between all pairs of stations, and the costs, in general different,
of links between the various pairs of stations are known. Show that to
construct a network at minimal cost, we choose among the links not yet
included in the network the lowest price link which does not form any
loop with the links already chosen. (Kalaba)

n
68. Consider the problem of minimizing 2’ ¢; (x;) over all n—tuples of

i=1 n
non-negative integers x = (¥, %,, ..., ¥») which satisfy 2 x5 = m,
j=1
where @y, @, . .., @n are convex functions for x; > 0. Let I = {1, 2, ...,
n} and for any admissible set, {x,, %, ..., xa}, let S + (x) denote the set of

indices j ¢ I for which x; > 0. Show that a necessary and sufficient con-
dition that an admissible set of x; provide the minimum is

min [g; (x;+1) —@; (x5)] = max [g; (%) — @; (x5 -1)],

jel jeS+(x)

and obtain the corresponding condition when the x; are restricted merely

n
to be non-negative and satisfy X x; = m. (Gross)
i=1
69. Consider a rectangular matrix 4 = (ai;). It is desired to start at the
(1, 1) position and proceed to the (m, #) position moving one step to the
right or one step down each move, in such a way as to minimize the sum
of the ai; encountered. Show how to determine optimal paths. (Dreyfus)

70. Suppose that we have a toaster capable of toasting two slices of bread
simultaneously, each on one side. What toasting procedure minimizes the
time required to toast three slices of bread, each on two sides?

{J. E. Littlewood)

Solve the generalized problem requiring the processing of N k-sided items
by means of M machines which can each process R items on s sides
simultaneously.

107



DYNAMIC PROGRAMMING PROCESSES

71. Consider a 3-terminal communication system,

Ta

Ty T3/

with message loads at each of the terminals for the other terminals,
Let 74 denote the maximum number of messages that can be sent
from T'; to T; in unit time, and consider the two cases, first, where there
is no interference between signals going from T'; to T; and those going
in the reverse direction from T; to Ty, and, second, where the total
number messages in both directions cannot exceed 7.

Let x4y, 4,7 =1,2,3,7 + 7, denote the quantity of messages at T
with ultimate destination T, and assume that a unit time is consumed
transmitting a message from any T to any 1. Denoting by fa (xi) the
maximum quantity of messages that can be delivered in » time units,
derive a recurrence relation for the sequence {fn (x4) }.

{Juncosa-Kalaba)

72. A newspaper delivers papers to a number of newsstands. Assuming
that the distribution of sales at each of these stands is known, and
assuming that a certain quantity of unsold papers may be returned,
suitably discounted, how many papers should be published, and how
should they be distributed ?

73. Consider the problem of minimizing a sum
Fun(x, 22, ..., 28) = g1 (01) + g2(x2) + ... + g~ (xw),

where each g; is a convex function, and the variables are subject to the
constraints @ << x; << x2 << ... << xy << b. Define

fv{a, by = Min Fy (%1, %2, ..., 2n), for N=1,2, ...,
{=}

and — oo < a4 < b < oo, Show that

fivr(a, x) = Min [g+1(y) + fila, x) ]

a<y<z
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74. Let g (x) be continuous and convex for x > d. Define

g(,s)= Min g(x),d<<r<s.

r<z<s

Show that for d << a << b < ¢, we may write
gla,c)=glab)+g(bc)—g(db).

In addition, show that g (4, x), as a function of x, is continuous and
convex for x > a. (Karush)

75. Prove that under the above hypotheses that

fa(a o) =fn(a,b) + fu(bc) —fn(b,b), —c0o<a<Lb<c <oo.
(Karush)

76. Let the gi(y) be convex functions for — oo <<y << oo which are
bounded from below. Then fv (2, 8) may be written in the form

fr(a, by = un(a) + vv (b), a < b,

where ux (x) and wvn (x) are, respectively, increasing and decreasing

convex functions for — oo < x < oo, (Karush)
77. Let
M
fn (a0, a1, as, ..., an) = Min Max |ar— X xpcn 4.
¢ OSL<N =0
Show that
fN (ao, a, az, ..., aN) = Min Max [I ae — Xo Co],fN -1 (d1 — X1 Co,
Co
a2 — X2 Co, )] .

78. Derive a similar expression for

M
fv(ao, a1, a3, ...,an) =Min X (ar— 2 xkcr -x)?
¢; L=0 k=10

and obtain thereby recurrence relations for the coefficients in

N
fvlao, a1, ..., an) = 2 qrs ar as.
8=0
79. A sleuth investigating a murder has N witnesses, one of whom is
the murderer, of different degrees of reliability. Let p; be the probability
that the ¢t* witness tells the truth at any particular time to any particular
question. The detective interviews the witnesses in some order, asks
the first witness a question, and then each succeeding witness a question,
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which may be a direct question or a question concerning the truth of the
testimony of preceding witnesses. Supposing that he is allowed one
question at a time, and that the time required for the ¢t* witness to
answer a question is #;, in what order should the witnesses be interrogated,
and what questions should be asked to maximize the probability of
determining the murderer in a fixed time T?

80. Consider the problem of minimizing the function

Fy (%1, %2, «.., %n) = @1 (x1) + @2 (%2) + ... 4 @w (xn)
over all values of the x; subject to
(@) x>0
(b) x1 =n,
X1+ X = 72,

X1+ %+ ... +FaAv >N

Define the sequence

fk (Z) = Min 3,: Pi (Xi) ,

z t=k
over the region determined by
{a) x>0
(b) Xe =>Te—2,

Xk + Xk +1 >rp 1 — 2,

Xe+Xc+1+ .0 AN =2 IN—2,

for 2220, k=1,2, ..., N. Show that
fel@) = Min [ge (e + fie 1 (ri) ],
5, =0

Ty 21 —2

fork=1,2, ..., N —1, and hence that Min Fu (%1, 2, ..., 28) = f1(0).

x

81. Show that the above problem with the additional restriction that
%t +1-— % << di +1 may be reduced to the problem of determining the
sequence {fx(z, ¢)} as defined by

Se(z,¢) = Min [@k (xe) + fe +1(z + 2k, 24) ]
R
(Management Science, Vol. 3 (1956}, p. 111-113).
110



DYNAMIC PROGRAMMING PROCESSES

82. Consider similarly the restriction x; + 1 << Ax:.

83. Determine the structure of the optimal policy in the case where
the @i (x) are linear functions of x, @i (¥) = 7, x, and we assume

A, Vi +1 >k

b, rrv1 <7

c. the r; steadily increase, then decrease.

d. the 7; steadily decrease, then increase.
(Antosiewicz-Hoffman)

84. Given a continuous convex function, f(x), and two values, one
positive, f(x1) > 0, and one negative, f(x2) < 0, x1 < x2, we wish to
determine the position of the zero of the function in {x1, x2]. The problem
1s to minimize the maximum length of interval in which we can guarantee
that the zero lies after # evaluations of f(x), where the evaluations are
performed sequentially.

Define R; (s, y) to be the minimum length of interval on which we
can guarantee locating the zero in [0, 1] of any convex function f, given
that £(0) = 1, f(1) = —y, that we know that the root is between S
and 1, and that we have » evaluations to perform. Show that

1
Ro(r,y) = ———s,
1+
Max xRn _1 <£(y_—z'_,) v’)
0 <o < M= xy —v
Ra(s,y) = Min Max =v =TT
1 y v
S=2syoy Max (I —x) Rn _1 (____ . ,X>
lo<e<i—ra+p 1—x 1—v’ /|

{Gross- Johnson)

85. A man is standing on a queue waiting for service, with N people
ahead of him. He knows the utility of waiting out the queue, 7, and the
probability p that a person will be served in unit time. On the other
hand, he incurs a cost of ¢ for every unit of time spent waiting. The
problem is to determine his waiting policy if he wishes to maximize
his expected return.

Let fv denote the expected return obtained employing an optimal
waiting policy when there are NV people ahead. Show that

fv = Max[—¢c + pfv -1+ (1 —p)fn, 0],
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N =1,2,...,with fo = ». Hence show that

Jfv = Max [f\'_l“ ; -, 0]

and thus determine the optimal policy. (Haight)

86. Consider the same problem under the assumption that he can wait
at most a time 7. (Haight)

87. What policy does he pursue if he knows that a probability p exists,
but does not know its precise value? (Haight)

88. Consider a forestry firm in which we start with a fixed capital and
a certain presence of timber. We assume that

1. There is a fixed initial amount of cash available, and no revenue
other than proceeds from selling timber, and from interest on cash
on hand. No borrowing is allowed, and all current expenses must
be covered by cash and sales.

2. Trees can be grown only from seed; it is impossible to buy young
trees from outside the “economy.”

3. The annual increment of ““timber”” depends on the age of the tree
(growth rates need not be monotonic).

4. The cost of “‘carrying’’ a growing tree for one year depends on the
age of the tree.

5. The selling value of a tree depends only on its timber content,
le. its age.

6. The aim of the process is to maximize the money available after
a fixed number of years.

Four activities may be engaged in, lending, planting, carrying, and
felling.

1. Money can be lent for a year at interest rate 7.

2. Money can be used to plant trees.

3. Money and trees can be used to provide older trees.

4. Trees of a given age can be cut down to provide money.

Over a given time period how does one proceed so as to maximize
the total assets, capital plus timber?

(Morton, Dynamic Programming, Proceeding of an International Conference
on Input-Output Analysis, J. Wiley and Sons, 1956).

89. Consider a multi-component electronic system whose reliability may
be taken to be the product of the reliabilities of the individual components.
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N-I N

To improve the reliability of a particular stage, we can put a number
of units in parallel. Let px (xx) be the reliability of the k¢* stage when

Xr units are put in parallel at the k¢# stage, and let g (xx) be the cost
of inserting xx units in parallel.

The problem is to maximize the total reliability

N

Py(x) = 7 px(xx),

k=1
subject to the restrictions

a. xx=1,23, ...,

N
b. 2 gr(xx) <ec.
E=1

If fv (¢) = Max Py (x), show that

f (6) = Max [Py (x)fx -1 (e —gn (0))],

where the maximum is over
a.x=12 ...,

b. gn(x) < c.

(Nadel)
90. Assume that there are two “costs,” one in terms of actual money,
and the other in terms of weight.

91. Discuss the connections between the following problems:

N N
a. Maximize IT pi (xx), subject to X gi (xx) < c1,
k=1

k=1
N

2 hie(xk) <z, and 2 =1,2,...,.
k=1

N N N
b. Maximize IT pi (xx) — A & gr (Xx) — A2 2 i (xx),

k=1 k=1 k=1
subject to xx =1,2,...,.
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~ v
c. Maximize IT px (xr) — A1 2 gr (x%), subject to
k=1 k=1

N
th(xk)gciz, and xk=1,2, ey
k=1

N N
d. Minimize X gx (xx) + Az 2" hr (xx), subject to

E=1 E=1
~
Hﬁk(x};) 27/,xk: 1,2, ey
E=1
92, Obtain the corresponding functional equations, and discuss the
question of most convenient computation.

93. The requirement for a machine of a certain type as a function of
time is known. It is desired to institute a procurement policy to meet
this demand at minimum cost, given the following information.

1. Procurement of new machines cost p dollars per machine.

2. Maintenance of a machine costs m dollars per time period.

3. Cost of upkeep and repair per period is a known function of the
number of machines on hand and the number required.

Show that the corresponding functional equation is

fv(x)= Min [Pa+ M@ +x) +Lifa+x) +fyv-1(x+2a)l

n4xz>n

where z; can assume only the values 0,1,2, ....
Obtain the solution under the assumption that each function L (x)
has the form

Lk {x) 4

L4 -9

M X ©
and, as a special case, is parabolic, z.e. a quadratic in x.

94. Consider the problem for the case where two distinct types of
machines are being procured, with joint maintenance facilities, but
independent demand.
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Bibliography and Comments for Chapter III

§ 1. The basic ideas of this chapter, together with the ‘‘principle of
optimality”’, were first stated in the monograph *An Introduction to the
Theory of Dynamic Programming,” RAND Corporation, 1953, an out-
growth of a shorter paper written in 1952, but not published then. This
paper, in turn, was the result of research done in 1949, 1950 and 1951, and
contained in a number of unpublished papers.

§ 3. As we have recently shown in connection with some joint work
(R. Bellman and R. Kalaba, ““On the Principle of Invariant Imbedding and
Propagation Through Inhomogeneous Media,” Proc. Nat. Acad. Sci., (1956),
the “principle of optimality’ is actually a particular application of what we
have called the ‘“‘principle of invariant imbedding.” A special form of the
invariance principle was used by Ambarzumian “On the Scattering of
Light by a Diffuse Medium,” C. R. Doklady, Sci. U.R.S.S. 38 (1943), p. 257
and extensively developed by S. Chandrasekhar Radiative Transfer, Ox-
ford, 1950. An early use of the method is due to G. Stokes (Mathematical
and Physical Papers, Vol. IV, “On the intensity of the light reflected from
or transmitted through a pile of plates,” pp. 145-156).

The functional equation technique used throughout is intimately related
to the ““Point of Regeneration” method used in the study of branching
processes, cf. R. Bellman and T. E. Harris, “On Age-Dependent Binary
Branching Processes,” Ann. Math., Vol. 55 (1952), pp. 280-295.

Actually, we have made no systematic effort to trace the origin and use
of invariance principles, and the above references represent only a few of
the many that could be cited. One, however, which cannot be ignored is
J. Hadamard, “Le principe de Huygens,” Buil. Soc. Math. France, 52 (1924),
pp- 610-640, where there is an interesting discussion of causality, functional
equations and Huygens’ principle,

The classic reference to semi-group theory is E. Hille, “Functional Ana-
lysis and Semi-groups,”” Amer. Math. Soc., 1948.

§ 6. A detailed discussion of the formulation of variational problems as
continuous decison processes will be found in Chapter 9.

§ 9. A discussion of causality and optimality, together with the interrelation
with semi-groups may be found in R. Bellman, ‘‘Dynamic Programming and A
New Formalism in the Theory of Integral Equations,” Proc. Nat. Acad. Sci.,
Vol. 41 (1955), pp. 31-34.

Problem 92. See R. Bellman, “Dynamic Programming and Lagrange Mul-
tipliers”’, Proc. Nat. Acad. Sci., Vol. 42 (1956), pp. 767-769.
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CHAPTER 1V

Existence and Uniqueness Theorems

§ 1. Introduction

In the previous chapter we outlined the skeletal structure of dynamic
programming processes and derived various general classes of functional
equations. In this chapter, we shall abstract the particular methods
utilized in Chapter I and IT to treat the equations occurring therein and
derive some existence and uniqueness theorems for the more general
equations of Chapter I1I. Our principal tool will be the method of successive
approximations due to Picard.

Although all the proofs follow essentially a common track, each requires
its own detour at an appropriate point. Consequently, in place of at-
tempting to frame the hypotheses in such general terms that we can state
all our results in a single theorem, at the possible expense of clarity and
loss of understanding of the simple mechanism involved, we have divided
our results into a number of theorems referring to particular classes of
equations. The basic method of proof is, however, the same throughout.

Our first step consists of formalizing the device we have used before to
compare the solutions of two equations, cf. § 7 of Chapter I and § 6 of
Chapter II. The resulting inequality is essential to our proofsin this chap-
ter, and will be utilized again in our treatment of multi-stage games in a
later chapter, and in comparison theorems in the calculus of variations in
Chapter IX.

The first class of equations we treat are those where each operation
results in a shrinking of resources, which is to say, the point transforma-
tions involved are shrinking transformations in the sense of Cacciopoli.
Equations of this type we rather unimaginatively call equation of type one.

The next class of equations which we discuss are those where the prob-
ability of survival decreases uniformly with each operation. This is
equivalent to the functional transformation being a shrinking transfor-
mation. These equations we name equations of type two.

Both types have, in particular cases, the form

(1) fp)=Suplg(p. g9 +hp.q) f(T ()]
q

where the quantities occurring are as defined in the previous chapter.
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As we shall see these equations are rather readily treated by standard
iterative techniques, with the aid of our basic inequality. Equations which
do not belong to either of these classes usually require some fancier
techniques, as we shall see in our treatment of a particular equation in
§ 8. All equations not of types one or two, we blithely lump together as
those of type three.

Following these results on existence and uniqueness, we shall discuss
monotone convergence in a general setting, and state some general sta-
bility theorems established in the same fashion as before.

After indicating some directions of generalization, which can be carried
quite far, we shall consider a particular equation of type three, as men-
tioned above. Here we have a combination of two types of shrinking
transformations, and the treatment is a bit more involved.

We shall close the chapter with a discussion of an interesting integral
equation arising in the theory of “optimal inventory” or “‘stock control,”
a subject which we shall treat in greater detail in the following chapter,
where particular solutions are obtained.

Apart from their interest in connection with multi-stage decision pro-
cesses, the equations we consider possess the analytic merit of constitu-
ting in many ways a natural extension of linear equations. As such, their
study is valuable since they serve as a bridge between the well-regulated
preserve of linear equations and the as yet untamed jungle of nonlinear
equations.

§ 2. A Fundamental inequality

Let us consider the two functional transformations

(1) Sifpg) =80+ | TGP g7,

Ssthp i =kpQ+ [ TG0 g7,

where dG (p, ¢, 7) > 0, and define two additional transformations as
follows:

(2) a. f2(p) = S‘;P Si(fu .9
b. Fy(p) = Sup S; (Fy, b, 9).
2

There is no need to go into a discussion of what we mean by the Stieltjes
integral here since we are using it in a purely formal manner. All our

results will actually be utilized for the case where f fndG (p, q,7) =
reD
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h(p,q) f(T (p, ), and the reader unfamiliar with the Stieltjes integral
need merely make this transformation to reduce all the equations to
familiar terms, or he may consider dG (p,q,7) to have the form
H (p, q,7) dr, with H > 0.

The inequality we wish to prove is

LeEMMA 1.

(3) Ifz(;b)—Fz(P)Igsip[[g(P,Q)—h(i%Q)l

+ [ 1A —Fi 014G (p,q, 7).

ProoF. Let us simplify the notation initially by assuming that both
transformations in (2) have the property that the supremum is actually a
maximum. Let then ¢ = ¢ (p) be a value of ¢ for which the maximum is
assumed in (2a), and ¢ = ¢ (p) be a value of ¢ for which the maximum is
assumed in (2b). Then we have the following set of equalities and ine-
qualities:

(4) a. fi(p) =S1(fup.9) = S1(f, .9

b. Fa(p) = S2(F1,$,9) = S2(Fu, p,9)

as in § 7 of Chapter I and § 6 of Chapter II.
From these follow immediately

6) L) —F: () =l D—rp.0} + [ (L —F:l)dG(p3.7),

and
fB) —Fa0) < g (b.0—hpa) + | (A()—F.0)dG(pg.1).

These, in turn, yield the single inequality
6) |/2(p) —F.(p) ]

8. D — kG0 |+ [ 10 —F0) 14670,
<< Max )

(§h.a—hip g |+ [ 1AG —Fi() 4G (pgn),
from which the result in (3) is immediate.?

To obtain the result as stated in terms of the supremum it is only
necessary to note that the supremum may be obtained arbitrarily closely
by the value of the function for some ¢ = ¢ (). The argument then pro-
ceeds via a limiting procedure.

1 We are using the simple result that a < » < bimplies | » | < Max (|a |, |b|).
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§ 3. Equations of Type One

Let us now impose the following conditions upon the functions entering
into the equation of (1.1):

(1) a. g (p, q) is uniformly bounded for all qe S and all p ¢ D
satzsfymg the restriction || p |l <c,, where ||p]| =

( 2 pe )l D is the domain of f, it contains the nullvector
;bl ;10, and T (p, q) e D for all p e D.

b. g(0,9) =0 forallqeS.

c. |hpogyl<<lforallpeDandqeS.

d T, g ll<<allpll, for somea < 1, for all ge S and
all pe D.

e. Ifv(c) = Sup Sup|g (. q) |, then Z‘ v (arc) << oo,

Ipli e n=0

Equations which satisfy these assumptions are called equations of Type
One. In many cases it may be more convenient, and natural, to use the

norm || p || = 2 [;151 |. It will be clear from the argumentation below

that the prec1se form of the norm is of little importance.
Our principal result concerning these equations is the following:

TaeoOREM 1. Consider the equation
(2) F@)=5Suplgp,9) + (. ) (T (B, gN), p#0
q

f6) =0,
assumed to be of Type One.

There is exactly one solution of (2) which is continuous at p = 0 and equal
to zero there, and defined over all of D.

This solution may be obtained as the limit of the sequence { fn (p)} defined
as follows:

(3 a folp) = SUPg(ﬁ 9)
b fa+1(p) “Sup[(ﬁq)th(ﬁqfn( Pln=012...
Alternatively, any initial function f, (p) which is continuous at p = 0 and

equal to zero there, and bounded for || p || < ¢, for any ¢, > 0, p ¢ D, may be
used tn (3b) to yield a convergent sequence.

If g (p,q), h(p,q), and T (p, q) are continuous in p in any bounded
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portion of D, uniformly for all q £ S, then f (p) is continuous in any bounded
portion of D.

Proor. Let us consider the sequence defined by (3). Using Lemma 1,
proved in § 2, we have for n > 1,

@) 1fusr(p)— |<5uplh 9 [ fa (T (., 9)) —fu-1(T (5, D)
éS;lPIfn( @) —fu- 2 (T (B, ),

and

(5) [y (@) —fo(p |<Suplfa PQI—SUPIé’PQ)I

Let us now define the new sequence

(6) vn(0)=SEP|fn+1(P)—fn(i’) L lpli<e peD.

Using the function defined in (1 e), we see that v, (¢) = v (¢). Turning
to (4) we have, forpe D, || p || <.

(7) Slqlp |fa+1(p) —fa(p) | < S;lp S;lp | fo (TP, @) —fa -1 (T (p, 9))]

< Sup [fu(p)—Sfa-1(p)],

[l <ace

by virtue of our assumption concerning T (p, ¢). Hence v, +1 (¢ ) < vn (ac),
n=0,1,2,...,0r v, (c) < v (an c). It follows that the serles 2 [f,, +1{p)

— fn (p)] converges uniformly for || || < ¢, and hence that {fa (P)}
converges uniformly to a function f(p) for || p || << c.

This completes the proof of existence and the proof of the statements
concerning convergence and continuity.

To establish uniqueness, let f(p) and F (p) be two solutions of (1)
continuous at p = 6§, and hence defined for all p ¢ D. Let

(8) v(0)=51;Plf(P)—F(15)l,HPHSc,PsD-
Applying Lemma 1, we have

(9) |/ (B) —F (p) | < Sup | /(T (B, 9)) — F(T (6, 91,
whence !

(10) vie)<v(ac) << ... < vlare).

Since f(p) and F (p) are continuous for p = 0, v (a”¢) - 0 as # — oo.
Hence v (¢) = 0, and f{p) = F (p).
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The utility of Lemma 1 lies in the fact that it enables us to bypass any
discussion of the behavior of the maximizing ¢ as a function of $, a subject
of great difficulty about which little is known, in general.

§ 4. Equations of Type Two

Let us now consider the equation of (1.1) where we impose the condi-
tions

(1) a. | g(p, q) | is uniformly bounded for all g ¢ S, and
Pl < e peD.

b. |h(p,q) | <a <]l for all geS and uniformly in any
region || p || < ¢y, p e D.

& T ol 1pll for all p or alternatively D is a
bounded region, and no condition is imposed upon T apart
Sfrom the condition that T (p, q) ¢ D for all p ¢ D.

Equations satisfying these conditions we shall call equations of Type Two.
We shall demonstrate.

THEOREM 2. If
(2) f(®) =Suplg (. q) + 2 (p9) ST (P, 9)]
q
is an equation of Type Two, there is a unique solution which is bounded in
any finite part of D.
The solution may be found by means of successive approximations as

before, and the previous statements concerning continuity of the solution
remain valid.

Proor. Let
®3) Jo(p) = Supg(p, q)
q
Jos1(p) =Suplg(p, 9 + 2. 9 fu(T(} 9. n=012, ...
q

Using Lemma 1, we have

@) [far1(0)—/fa(p) < S;lp |k (P, @) [fa(T (b, ) —fu-1 (T (N1
<aSup |fu(T(p,9) —fo-1(T )]

where 4 < 1. From this point on the proof clearly parallels the proof of
Theorem 1. The vanishing at p = 6 is now a consequence of the equation
itself.
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§ 5. Monotone convergence

We have in the preceding sections demonstrated convergence of the
successive approximation under assumptions which yielded essentially
geometric convergence. Let us now show that, under the assumption
that % (p, g¢) > 0, which is true in all the applications to date, we have at
our disposal a method of choosing an initial approximation which will
yield monotone convergence in addition.

In some equations of Type Three, where convergence of geometric type
is either difficult to establish, or else non-existent, this is a valuable
technique.

Let us consider our equation in the form

(1) f(p) = Max{g(p,q) + h(p. 9) f(T (. 9]
q

Let go = ¢o () be an initial approximation to ¢ (p) and let f, (p) be
determined by use of this policy, i.e.,

(2) folp) = g (b, q0) + h (b, 40) o (T (P, 40)),

and the sequence {f, (p)}, » = 1, 2, ..., then be determined recursively,

q

[Having introduced the concept of approximation in policy space, it is
now convenient to use the supremum again to bypass questions of no
little difficulty, concerning continuity over ¢.] Let us assume, as in the
case of equations of Types One and Two, that sufficient conditions have
been imposed to have the sequence {f (p)} uniformly bounded in any
finite portion of D.

It is immediately seen that f, (p) = fo (), and therefore, by virtue of
the non-negativity of % (p, ¢), that fu 11 (p) = fu (p) for all n. It follows
that f, (p) converges to a function f (p) as # — oo, in any finite part of D.

If ¢ is a member of a finite set S, there is no question of the conver-
gence of {f» (p)} to an actual solution of (3}, where the supremum is now
a maximum. If S contains a continuum, it is perhaps not immediate that
S (#) is the bounded solution of

4) f@)="Suplgp, 9 +hp,q f(T P ).

To establish this, we observe that by virtue of the monotone convergence,
we have

(5) far1(B) < Suplg (b, q) +2(p. 9 f(T (#,9)],
q

whence
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(6) f@)<Suplg(p. 9 +h(p.q) f(T (P )]

On the other hand, we have
(7) F() =Suplg(p,q) + h(p, g fo (T (p, 9))]
q
=g g+ (T Q)

for all g ¢ S and all n. Letting # — oo, we obtain the reverse inequality to
(6), and hence equality.

This property of monotone convergence or, at worst, monotone approx-
imation, is particularly useful in other parts of the theory of dynamic
programming, and in particular, in applications to the calculus of varia-
tions, as we shall see in a later chapter.

§ 6. Stability theorems

In the theory of functional equations a problem of great theoretical
interest, with important physical ramifications, is that of the dependence
of the solution upon the form of the equation. In particular, a great deal
of effort has been devoted to the determination of those equations which
have the property that small changes in the form of the equation effect
correspondingly small changes in the form of the solution. Equations
which do not have this property are in the main of little physical interest.

Let us now consider the two equations,

1 a. f(p) = S;lp @9 +rp 9 f(T G N,
b. F(p) =Sup[G (b, q) + 2 (p, 9 F (T (P, 9)],

and assume, to begin with, that they are both of Type One, We wish to
obtain an inequality for Sup |f(p) —F (p) |, pe D, || p || < c, where f

and F are the unique soluti%ns vanishing at p = 6, and continuous there,
of their respective equations.

To obtain this inequality, we employ the method of successive approx-
imations in both equations, setting

(2) L) = Stqlp g9
for1(p) =Suplg(p, q) +2(p q) fo (T (P, 9))

q
Fi(p) = SupG (p, 9
q
Frnr1(p) =Sup(G (b, q) + h(p, 9 Ful(T (p,9)]
q
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We have
) | Fy(p) —f1(8) | < Sup |G (. 9) —g (. 9) |,
and ’
(4) | Fnv1(p) —far1(p) lqg Sup[|G(p,9) —g (P9

+h(p, ) N Fn (T (P, q)) —fu (T (6, 9)]1.
Let us define
(5) u(c) = Sup Sup|G(p,q9)—g(p 9 |

lpll<e ¢
Then we have

THEOREM 3. With the above notation, for equations of Type One,

)

(6) HSlulp |F @) —fp) < Eou(d"C)-
pll<e n =
Proor. Set
(7) wn (¢) =I]Sﬁp Sup | Fa(p) —fn () |
pll<e ¢

Tt can be shown inductively that we have wn (c) << 2 u(a¥¢), n > 1,
=0

using (4), and the hypotheses governing an equation of Type One. Letting
n— oo, we obtain (6), since Fy (p) — F (), and fa (p) — f ().
Similarly,

THEOREM 4. With the above notation, for equations of Type Two,
(8 Sup [F(p) —(p) [ < u(0)/(1—a).

Hpll<e

The proof follows the same lines as above, and is therefore omitted.
Similar estimates can be obtained in the cases where % (p, ¢) and
T (p, g) are perturbed.

§ 7. Some directions of generalization

A first generalization of (1.1) is the equation
) £18) = Suplg (6.0) + £ b (p,0) S (T4 ),
which, in turn, is a particular case of
© 1) =Swig .0 + [ 04G54,
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The methods utilized above yield analogues of the preceding theorems
concerning existence, uniqueness and stability for the above equations,
and systems of the form

(3) fi(p) =Suplgi(p.g) + X f i) a6y, q.0i=12 ... N,
7 j=1J7e

which is equivalent in form to (2) if we employ vector-matrix notation.
An example of (2) is the equation of “optimal inventory,”

u)ﬂm=hﬁwww+wur—6mvwr+ﬁf@~nﬂHML

yza

which we shall treat in detail in the next chapter.

§ 8. An equation of the third type

The technique of approximation in policy space which yields monotone
convergence, discussed above in § 5, is very useful in establishing the exist-
ence of solutions of equations of Type Three, a class, let us recall, defined
quite simply as the complementary class of equations of Type One or
Type Two.

Establishing the uniqueness of the solution of equations of Type Three
is, in general, a problem of a greater level of difficulty, as we shall see
below, and in a later chapter on multi-stage games where we discuss
“‘games of survival.”

Let us illustrate these remarks by considering the functional equation,

() 7@)=Min(l+ £ pefe), Min(l+/(Tip)l, p # %o,
f(xe) =0,

where / runs over the set of integers 1, 2, ..., M. Here we set

(2) 1'):(?0’#1"?"):17’:20) Zb@=1,

0

INSE

T

Tip = (por, Puty « -, Put), P = 0, par # 1, f pi=1,

1=0

where pu = pu (p);1=1,2, ..., M;
xx=1(0,...,1,...,0), the 1 occurring in the kt? place,
k=01,...,n.
The function f(p) is a scalar function of p.
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This equation is a greatly extended version of the equation appearing
in Exercise 39 of Chapter 1.

This equation can be considered to arise in the following way. A system
is known to be in one of (N + 1) different states, which we denote by
0,1,2, ..., N, with an initial probability {#s} that it is in the Ath state.
By means of a combination of the following operations, each of which
consumes a unit time, we wish to transform the system into the O-state,
with certainty that it is in that state, in a minimum expected time:

L: We observe the actual state of the system and proceed with that
knowledge;

A: We perform an operation A4; that converts the original prob-
ability distribution {$} into a new distribution {p:}.

Let p = (po, P2, ..., Pn), and f(p) denote the expected time required
using an optimal policy, when the system is initially in state p. Then f (p)
satisfies (1) above.

We shall prove

THEOREM b. If for each transformation T, and for all p, it is true that

n
(3) X pu<e, 0<c <1,
k=1

then theve exists a unique bounded solution fo (1) above. This function is

positive for p # x,.

Proor. We shall employ the method of successive approximations, using
as our first approximation an approximation in policy space. Let us re-

present by L the choice of 1 + 2 pi f (xx), and by T, the choice of I =
k=0

1 in (1). We consider the function F, (p) determined by the policy symbol-
ized by LT, LT, ..., and the function F, (p) determined by the policy
T,LT,L... 1t is clear that

@ F,(p) =1+ F,(Tup), p # %o,
Folp) =14 X puFy(x)y $# %o,
Fy (e = Fa(x) = 0.

Hence, forl = 1,2, ..., n,

(5) Fiw) =24 % puFyi(wa), 1=1,2 ..., 1.

k=1

n
Since, by assumptions X' pr << ¢; << 1, the determinant of the system
E=1
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does not vanish and the system has a unique solution, necessarily positive,
as we see by solving iteratively. Having determined F, (x;), the deter-
mination of F, (p) and, hence, F, (p) for general p, is immediate.

To begin our successive approximations, define

(6) folp) = Min[F, (), Fa (41,
fuor(p) = Min[(L + £ pufu (), Min 4+ fu (e 11, 7 5
fr+1(xe) = 0.

It is readily seen that f, (p) > /() = ... fa (P) = 1, p # %o.

Hence f» () converges monotonically to a function f (p) which clearly
satisfies the functional equation. This establishes the existence of a bound-
ed solution.

The uniqueness proof is considerably more complicated and proceeds
in a series of steps. Let f (p) and g (p) be two bounded solutions of (1). The
first step is

LEMMA 2. 5‘;13 () —g @) | = leix If(xe) — g () |-

Proor. The inequality

(7) M?X | (xx) — g (xx) | << Sup [ f(p) —g (P} |

v 4
is clear. To demonstrate the reverse inequality, we consider four cases:
®) a [ =1+% peflw)

gip) =1 +lél?kg(xk)

b. f) =1+ % puflux)

k=1
gp)=1+¢(Tup)

c. f)=1-+f(Tip)
g(P)=1+élz>kg(xk)

d. fp)=1+f(Tip)
g)=14+¢(Tuvp)

Consider first the case corresponding to (a). We have
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©) @) =B = £ pelf (o) —g ()],
whence
(10 FB) =g () 1= Max | (r) —g (50) |

Therefore for all p for which (8a) holds, the lemma is correct. Equation

(8a) will hold whenever ¢ is close to x,, since 1 + X' px f (xi) is less than 2
k=1
in this case, and 1 + f(T:p) > 2. Thus 1 4 f(T:p) and I + g (T p)
will exceed the result of the L-move? for p close to x,, for{ =1,2, ..., M.
This is an important point since the crux of our proof is the fact that
(8a) will always occur after a finite number of moves, by virtue of the
condition in (3).
Now consider case (8b). We have

1y SO =1+ pufln) <1+ (Tep)
§R) =1+gMp=1+ L prglen).
Hence
(12) 17 (5) =g (#) | = Max (Max | £(s2) —g () |, Sup | (T2 9) —

—g(Tup) I},
and similarly for (8c).
From (8d) we derive

(13) /() —g () | <Max {|f(Tup) —g (Tep) . [f (T p) —g(Tv p) [}

We now iterate these inequalities. For any fixed $, T4y T1y ... Tin p
will be in the region governed by (8a) for n large enough. Consequently,
we obtain

(14) Sup [f(p) —g(#) | < M:lx | f(xx) — & (x) [

This completes the proof of the lemma.
It remains to show that Max | f (xx) — g (¥x) | =0. Let % be an index
A.

at which the maximum is assumed. It follows from the functional equation
for f and g that

(15) Sr) =1+ F(Tix),l =1(k)
glxe) =14 g (T x), I =1 (R).

2 j.e., L-choice.
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As above we have
(16) fl) =1+ f(Tow) < 1+ f(Tv )
glar) =1+ g(T/ %) <1+ g (Trx).
If both inequalities are proper, we have
(A7) | f () — g (wa) | < Max || (T2 x) — g (T ) |, | £ T4 2a) —
—g(Tv x| [ < S;}p [f(p)—g ()1,

a contradiction.
Thus, for either ! or I/, we have

(18) fxe) =1+ f(Tixx), or
glxx) =14 g(Trxx).

This means that the first choices from the position x; can be the same.
Consider now the situation for second moves. Using the same argument,
we see that the second moves, i.e., the equations for f (T xx)and g (7 xk)
can also be the same, and so on, inductively.
Let pn == pn (xx) be the distribution achieved after » moves, where the
{n + 1)st move puts x; into the region governed by (8a), The argument
above shows that f and g land in this region on the same move. Thus,

(19) Fe =0+ 1)+ Z peaf

k=0
G =+ 1)+ T pang (xx),

k=0
and consequently

(20) 00 =g () | = £ pon 1060 —g (o)

< |1—7on| S}}P |f () — g (%) .
Since 1 > pon > 0, this implies that | f (xz) — g (xx) | = 0. Hence Sup
| f(p) — g (p) | = 0, which completes our uniqueness proof. ’

§ 9. An “optimal inventory’ equation

In this section we shall discuss the equation

(1) f(x)=Inf[k(y—x)—}—a[j:p(s—y)(p(s) ds + £ (0) f:"”(s) ds

+ [ ro—9eE e,
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for x > 0, which we have already mentioned above in its more general
form involving a Stieltjes integral. As we shall see in the following chapter
this is an equation which occurs in the study of “optimal inventory” or
“stock level” control. The proof of existence and uniqueness of solution
logically appears here since we shall employ the same techniques as in
the previous sections.

Consistent with the policy we have followed throughout, we shall not
consider the general equation, involving Stieltjes integrals.

To simplify the subsequent notation, set

@ Twxf)=Fkly—2—+ a[f;’p(s—y)q»(s) ds + £ (0) f:’w(sws

+ [ty =99 as.

The equation in (1) then has the form
3) fx)=InfT(y,%f).

yzr

Let us impose the following conditions:

(4) a. @(s) =0, fmqa(s)ds: 1
0
b. #(s) is monotone increasing, continuous, and fw P (s) pls)ds <oo
c. k{(y) is continuous for y > 0, & (00) = oo.

d 0<<a<l.
Under these conditions, we have the result

THEOREM 6. There is a unique solution to (1) which is bounded for x in any
finite interval. This solution f (x) s continuous.
Let f, (x) be any non-negative continuous function defined over 0 < x.
Define the sequence {fn (x)} as follows,

(5) fraa(x)=MinT (y,x,fn), #=0,1,2, ....
vz
Then f{x) = lim fn (x) exist for x > 0 and is the solution of
) f@) = MinT (5, 5, ).
y=z

Proor. The proof follows very familiar lines. For each #n > 1, let
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Yn = ¥n (x) be a value of y for which T (y, x, f») attains its minimum,
Since f; {x) is continuous by assumption, we see inductively that each
element of the sequence is continuous. Since T (oo, %, fn) = oo, the
minimum is attained.

We have then,

(7) fn+1~—— yn,xfn <T (yn_l, x,f,,)
fnzT(yn—lyx,fn-—l _<_T(yn,x,fn—1)

Combining these inequalities in the usual way, we obtain

(8) (f"+1_f"l_<_ Max{ l T(yn, x,fn) —T(yn, x,fn— 1) l,

!T(yn—l,x,fn)*‘T(yn—l,x,fn—l) I}
or

O 1fuer—ful<Max{a [ faln—9) —fo-10m—35) |9
+ al fa(0) —fa -1 (0)] — @ (5) ds,
¢ [ nln1—9—fa1ln—) ple)ds +

Al @ —fu-1000] [ @) ds}

Hence
(10 Max |fosal) —fal)|<e Max |fol) —fo-1()| [ (o) ds

<a Max |fa() —fa-10(2)|.

0 <2< o0
Thus the Serles Z' ( Jn+1 (%) — fa (x)) converges uniformly in a finite

interval for all x > 0, and f» (x) converges to f(x) for all x > 0. Since
each f, (x) is continuous, f (x) is also continuous.

To prove uniqueness, let F (x) be another solution which is uniformly
bounded for # > 0. Using the same technique as above for the two equa-
tions

(11) Fx)=MinT(y, x, F)
flx) = lgdinxT v, % f),

we readily show that F (x) — f (x) is identically zero. The case where Min
is replaced by Inf in (1) is again handled by an approximation process.
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Finally, let us note that if we take

(12) filx) = Mm[ky—x+aj p(s—) @ (s) ds]

y=z

J2(x) = Min (T (y, x, )],

yzzx

and so on, we obtain monotone increasing convergence, since f; (¥) >
/1 (x), and hence. inductively, fa +1 (x) > fa (x) for all n.

On the other hand, we may also obtain monotone convergence by ap-
proximating in policy space. We may set y = « for all ¥ >> 0 and obtain
as our first approximation

(13) Sl —af pls—x) g ds—l—afflx——s)qods

+ af,(0) L @ (s) ds

for x > 0.

This equation is a “‘renewal equation’’ whose solution we shall discuss
in an appendix to the following chapter.

Determining f, (x) by means of the equation

(14) fo(x) = Min [k (y — x) + a f:’ p(s—)p(s)ds + af, (0) f:’qo(s) ds +

y2=
o ["h—99 ds,

it follows that f,(x) < f; (x). We thus obtain monotone decreasing conver-
gence if we set

(1) fa+1(x) = Min T (y, 2, fa).

y=x

Exercises and Research Problems for Chapter IV

1. Determine the structure of the optimal policies associated with the
functional equation

f#) = Max([R (p, 9) + f(T (p, 9)]

under the assumption that R (p, ¢) and T (p, g) are convex functions of
¢ and ¢, and that R (p, ¢) and T (p, ¢) are monotone increasing functions
of  for each ¢.
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2. Carry through the details of an existence and uniqueness theorem for
the system of equations

~
fi(#) = Max [g: (p, 9) + .21 f”fo (") dGi (. .70 =1,2, ..., N.
¢ j=

3. Show that we obtain an equation belonging to this class if we add to
Problem 45 of chapter I the further condition that at any stage there is a
probability p, that the tradein value will be ruled by the function ¢, (x) and a
probability p, = 1 — 9, that it will be ruled by the function ¢, (x).

4. Consider the multi-dimensional process where the resources at any

stage are measured by the non-negative vector p. At each stage ¢ is
r

divided into r non-negative vectors ¢;, p = X' ¢;. As a result of this allo-
j=1 r
cation, we obtain a return R (¢) = R (¢;) and assume a cost of X (c;, ¢5).

- l
Here (c, q) denotes the inner product of the two vectors. ’
Let Fy (z) denote the cost incurred obtaining a total return of z in N
stages, employing an optimal policy. Show that
N
F,(z= Min X (c;, qs),

R(g=2z j=1
=0

N
Fas1(2) = Min [ X (¢;, ¢s) + Fn (z— R (g))].

¢g20 j=1

5. Under what conditions does the limiting equation

F() = Min [Z (c¢) + Fz—R(®)], F(0) = 0,

20 j=1
have a solution ?

6. How can the following problem be formulated mathematically ? We
are lost in a forest whose shape and dimensions are precisely known to us.
How do we get out in the shortest time?

7. Consider the case where the ““forest” is the region between two parallel
lines. (Gross).

8. Generalize the result of Theorem 5 by considering processes in which
we have either a denumerable number of different transformations at
each stage, or a continuum of transformations.

9. Consider the still more general process where there are a denumerable
number, or continuum, of states.
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10. Derive the functional equations corresponding to non-linear criteria
and establish the corresponding existence and uniqueness theorems.

11. Consider, in particular, the criterion, for stochastic processes, of
maximizing the probability of obtaining at least a return R,.

12. Consider the equation

4+ax=5, ab>0.
Since for x > o,

x? = Max [2xu — u?],
U >0

the equation may be written

Max [2x# + ax — u?] = b,

uz0
yielding, for the positive root

x = Min (u2+b>
w>0 \2u + a

On the other hand, setting x? = y, we may write

y+ay%:b»
2yt = Min [X—‘—u]
w=0 LU
obtaining
y = Max [9—&%/2].
uz0 L1 + af2u
Thus
/b—au/2< - b1+ u
1—|—a/2u_x”“ a+2u’

for all 0 << u << 2 b/a.
13. Generalize these results, considering the equation x” 4 ax = b.
Show that

¥t = Max (xu — g (u)), » >1,

uz0

= Min (xu + 2 (n)}, 0 <n <1,

=0
for suitable g (#) and 4 (#), obtaining, » > 1,

F+w—nwwwm]
a-+t+u ’

x = Min
w >0
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and, for0 <»n < 1

x = Max
u >0

[b —(1 ——1 2(:5;)11/@ —1>] .

14. Show that if ¢ (x) is strictly convex and differentiable, we have
@ (v) = Max [ () — (u — x) ¢ (#)].

and if concave, ‘
g (x) = Muin[w(u)—(%*—xW' () ].

Give both analytic and geometr‘ic proofs.

15. Consider the multi-dimensional analogue,
op dg
14 (*1, %) = IZII%Z( @ (uy, w3) — (4, — x,) % — (U — %,) a—uz ,

for convex functions, and the corresponding result for concave functions.

16. Discuss the possibility of using these results to obtain explicit solu-
tions for non-linear systems of the form

@1 (%1, %) = %4, @y (X1, %) = %,

where ¢, and ¢, are both concave or both convex.

17. Newton’s method furnishes a sequence of successive approximations

An+1 = Zn — [ (Xn)[f’ (xn)

to the solution of f (¥) = 0. Show that if f’ (*) > 0in [ «, &] and also /" (x)
> 0 in this interval, we have

¥ = Min b[y — I o1,

a<y<
for a root in this interval.
Obtain corresponding expressions for the multi-dimensional case.

18. Consider the two equations

(@ v@)=L{p g +alpq)
(b) u(p) = ij (L (u,p,9) +a(p. 9)

where u (p) is a scalar function of a vector $, belonging to a region R,
and ¢ a vector variable, belonging to a set S which may or may not depend

upon p.
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Assume that

(1) There is a unique solution of (a) for any fixed ¢ = ¢ (p), denoted by
v (p, q), for p in R.
(2) There is a unique solution of (b) for p in R.

(3) Hw(p) =L (w p 9 + alp,q) for a fixed ¢ = g (p),
then w (p) > v (p, q).

Prove that under these assumptions we have

u(p) = Mix v (. 9)

19. Under what assumptions concerning the matrix 4 (p, ¢) = (a4 (p, ¢)),
can we determine the solutions of the systems

¥
ui (p) = Max [a: (p, 9) +~21a” B Qui®)), =12 ...,N,
q i=

or
N
Max [a: (p, g) ui (p) + 2 au (prg) s (Pl =c0 =12 ..., N,
q 1=

in the above fashion?

20. Let F; (x) = G1(¥) = «x, and

Folxy, 22, ..., %0) = Max (%1, Gn —1 (%2, ..., %n) ),
Gn (%1, X2, ..., %n) = Min (x1, Fp _1 (%2, ..., %a) ).
Prove that

1 1
lim f Fn(xl,xg,...,xn)dxldxz...dxnzn\/S/q,
0 [

n—> oo

1 1 —_
lim f Gn(xl,xz,...,x,,)dxldxz...dxnzl—n\/S/q.
o [

7n—> oo

(Gross-Wang, Amer. Math. Monthly, Vol 63 (1956), p. 589).

21. Let the y; be independent random variables assuming the values
1 with probability $ and the value 0 with probability 1 — 4. Let the »;
be a set of positive quantities, Set

N N
gN(x;xi)=Prob{2xiyi/Z xizx},
i=1 i=1

and fw (x) = Inf gu (x; x:)

%
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Show that
X — XN *
fmniiﬁgP”*(T:;)+““””*4L—mﬂ'

and thus obtain a non-trivial uniform lower bound for gn (x; x;). (Harris)

22. Under what conditions does there exist a unique solution of the
equation

N
wu(x) = Min X $;(x) u(x + ay), 0 < x <C,

i j=1
u(x) =0,2x<0,
u(x) =1 x2>C,

where, for 0 < x < C,
(@) ps(x) =0

N
(b) £ py(x) = 1.

i=1

Consider the case where x assumes only a discrete set of values, {¢4},
and a¢y = myA, where my; is a positive or negative integer.

23. Consider problem 15 in the exercises at the end of Chapter 3. Show
that the problem of determining minimum cost is equivalent to the problem

N
of determining the minimum of Ly (x) = X' x; subject to the constraints
i=1

a. x; >0,
b. s +xk+14+ ... +2x+r>ar,k=12,...,N,

where xn + x = xk.
(Management Science, 1957).

24. Consider the more general problem of determining the minimum
of Ln(y) =y1 + y2 + ... + ¥~ subject to the constraints

@ ye=0

b)) n=r,yv=s,

(€) y14y2 =01,
¥z + ys = be,

yv -1+ yx = by _1.
137



EXISTENCE AND UNIQUENESS THEOREMS
Write, for fixed #, fw (s) = Min L (y), N > 2. Show that

fa(s) = Max (s + 7, b),

fv{(s) =Min [z + fv -1y 1 —2) ],

z > s*

where s* = Max (s, 0).

Show that
fe(s) = Max (s 4+ ur, ve), R =1,2, ...,

where #x and vy are functions of 7.

25, Show that
wr = Max (¥ + ax, fr),
vx = Max (¥ + y&, 0x),
for £ > 3, where
ar +1 = Yk,
Br+1= 0,
Y& +1 = Max (ax + bz, vi),
Ox +1 = Max (B + bx, 6x).

26. Consider, in like fashion, the problem of minimizing Ly (x) = X x;
subject to the constraints
a. x; >0,
b. x; > x,
C. X1+ %2229,
d. xy + %2 + x5 > by,
X2 + x3 + xaf > bs,

AN -2 F xn 1+ Ay > by o,
AN -1+ xn =5,
AN > 7.

N

27. Consider the problem of minimizing Lx (x) = X ¢; x; subject to the
i=1

constraints
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a. x; >0,
b. b1 %1 4 b1z x2 > by,
boe x2 + bag x3 = bg,

by 1, N 128 -1+ by _ 1, N¥N > by 1,
C. X1 > %X, Xy > 7.

Obtain the corresponding functional equation and the analogues of the
above results under suitable assumptions concerning the coefficients b;;.

28. Let us suppose that we are given a map containing N distinct
locations numbered in some fashion ¢ =1,2,..., N, and a matrix
T = (t) telling us the time required to travel from ¢ to 7, with ¢; = 0.
Starting at the first location, we wish to pursue a route which minimizes
the total time required to travel to the N** point, using any of the other
locations, and only these, as intermediary stops.

Let f; denote the time required to go fromzto N,z =1,2, ..., N —1,
fv =0, using an optimal policy. Show that

fi=Min[ty+fi),i=12 ..., N—L
)
29. Show this equation has a solution {f;} unique up to an additive
constant.

30. Show that any one of these solutions suffices to determine the
optimal policy.

31. Consider the following approximation in policy space,
SO =t i1+ tiv, 0024+ oo v o1,
for i =1,2,...,N—1, and let the sequence {f;(®} be defined by
filk+ D = Min [#; +fi®,i=1,2,...,N—1,
k=12 .... ’

Show that the vectors {fi.(¥)} converge to a solution of the above
functional equation, and thus may be used to determine optimal policies.*

2§ 2N
32. Consider the problem of maximizing X g (x:) subject to 2" x; <,
i=1 i=1

%; >> 0. Show that this is equivalent to maximizing fw (y1) + A~ (y2)
subject to v1, ¥2 >0, y1 + y2 = ¢, where

* R. Bellman, A. Routing Problem, Quarterly of Applied Mathematics, 1957.
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Sfv () = Max X gi (x1),

R =1
2N
hy (y2) = Max 2 gi (%),
R, i=N+1
and R, Ry are defined by
¥

Ri: % =0, 2 xi<m,
i=1
2§
Ry: >0, X xi<ys.
i=N+1
What computational advantages are there in employing this technique
and its natural extension? Discuss the multi-dimensional case.

33. A gambler receives advance information concerning the outcomes
of a sequence of independent sporting events over a noisy communi-
cation channel. We assume that the outcome of each event is the result
of play between two evenly matched teams, and that ¢ is the probability
of a correct transmission, and ¢ = 1 — p, the probability of incorrect
transmission.

Assuming that the gambler starts with an initial amount x, and bets
on the outcome of each event so as to maximize his expected capital at
the end of N stages of play, show that he wagers his entire capital at
each stage, provided that p > 1/2, and nothing if p < 1/2.

34. Let us assume that the gambler plays so as to maximize the expected
value of the logarithm of his capital after N stages. Assuming that
he uses the same betting policy at each stage, determine this ratio of the
amount bet to the total capital.

(J. Kelly, ““A New Interpretation of Information Rate,” 1956, Symposium
on Information Theory, Transactions I. R. E. 1956, pp. 185-189).

35. Let us assume that the gambler plays so as to maximize the expected
value of the logarithm of his capital after N stages. Let fv (x) denote
the expected value obtained using an optimal policy. Show that
fos1(x) = Max [pfv(x+y) +¢wx—y)ln=12...,
0<y<z
assuming that there are equal odds, with
fily) = Max [plog(x + ) + qlog(x —)].
0<y<s

(For this and the following results, see R. Bellman and R. Kalaba, “On
the Role of Dynamic Programming in Statistical Communication Theory”,
Transactions I. R. E., 1957.
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36. Show inductively that

fv(x) =logx + N &,
where
k= Max [plog(l +7#) +qlog(l —7r)],

0<r<1
and hence that there is a number 7, such that the optimal policy at each
stage is determined by the relation y = 7, x.

37. Consider the time-dependent case where the probability of correct
transmission depends on the stage. Establish the corresponding functional
equation and deduce the structure of the optimal policy.

38. For the case where the purpose of the process is to maximize the
expected value of the return, or the logarithm of the return after N
stages, the above analysis shows that the optimal policy is independent
of the quantity of resources available at each stage.

Consider the problem of determining the class of criterion functions
possessing this property. Let @ (x) be a monotone increasing concave
function defined over 0 << ¥ <C oo, normalized by the condition ¢’ (1) =1
and consider the one-stage process where we wish to maximize

E@)=polx+y+{0—per—y)
for 0 <{y << x, where 1> p > 1/2. Show that if for all x > 0, there is
a maximum of the form y = r (p) x, then we must have

k+1

‘P(y):k—+1 + ¢, k> —1,

or, as an extreme case,
¢ (y) =logy + c.

39. Consider the case where successive signals are not independent. Let

the probability of a correct transmission at the kt* stage depend upon

the transmission of the signal at the (# — 1)st stage. Define, for x > 0,

k=12 ...,N,

Jfr (x) = expected value of the logarithm of the final capital obtained
from the remaining & stages of the original N-stage process,
starting with an initial capital x, the information that the
{k — 1)s¢ signal was transmitted correctly, and using an optimal
policy.

g« (¥) = the corresponding function in the case where the (k& — 1)st
signal was transmitted incorrectly.

Then

Sex)= Max [pyv _x+1fec1(x+y)+ (1 —py k1) gr-1(x —9) ],

0<r<1
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ge(x) = Max [ry _x+1fo c1(x+9) + (1 —ry _ k1) ge —1(x — )],
V<y<z

where

pr = probability of correct transmission of the At signal if the
{(k — 1)t signal was transmitted correctly.

gr = probability of correct transmission of the k% signal if the
(kR — 1)st signal was transmitted incorrectly.

Show that fi (¥) = log x + ax, gr (x) = log x + bz. Determine a; and
br and the structure of the optimal policy.

40. Consider the situation in which the channel transmits any of M
different symbols. Upon receiving a symbol the gambler must make
bets on what he believes the transmitted signal actually was. Assume
that the gambler possesses the following information:

pi; = the conditional probability that the j-signal was sent if the
i-signal is received.

¢; = the probability of receiving the ¢-signal.

7; = the return from a unit winning bet on signal ;.

Assume that the gambler is free to bet an amount z; on the i¢* signal,
subject to the restriction that X z; <C x. Defining the sequence { fv (¥)}

]
as above, show that

M v M
fN(x):Zq, MaX[Zpiij_1(7j2j+x~ZZs):|,N22,
i=1 2z <z Lj=1 s=1

2; 20

Y M M
N (x) = X ¢ Max [ EZ pylog (rizy +x— 2 zs)] .
i=1 XZp=<zlj=1 s=1
2 >
Prove, as before, that fy(x) = logx + Nax, determine a; and the
structure of the optimal policy. Show that the optimal policy is in-

dependent of the g¢..

41. Consider the case in which there are a continuum of different signals.
Let dG (4, v) = conditional probability that a signal with label between
v and v + dv 1s sent if the u-signal is received.

dH (u) = probability that a signal with label between # and u + du
is received at any stage.

Show that the corresponding functional equations are

fN(x)sz [Max [m fN_1(2z(v))dG(u,v)]dH(u),

—o0 z(v) J—o0
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fi () = f [ Max f log (22 (v) ) dG (u, v)] dH (u),
o |z J-o
assuming for the sake of simplicity that the odds are even, and that
all money must be bet. The maximization is over all functions satisfying

a. z(v) >0, b. fooz(v) dv = x.

Obtain the form of fx () and the structure of the optimal policy.

42. Consider the case where p itself is a random variable, subject to a
known probability distribution.

43. Consider the case in which the probability distrinution is unknown.
We do, however, have an a priori estimate dG (p), and agree, after %
successful transmissions and / unsuccessful transmissions, that the new
a priori estimate is to be

[1p=a—pac )

o

44, Several industrial plants are located along a river, numbered from
north to south, 1,2, ..., N. A certain quantity of water flows down
this river, to be allocated along the way to these plants. Assume to
begin with that water allocated to a plant cannot be used by any other
plants, and determine the allocation policy which maximizes the return
to the community. ‘ (W. Hall)

45. Consider the same problem under the assumption that a certain

quantity of the water allocated to each industry returns to the river,

sometimes immediately, and sometimes several stages further down.
(W. Hall)

46. Suppose that the waste products of each industry pollute the water,
and the cost of using this water depends on the pollution level. Determine
the optimal allocation policy in this case. (W. Hall)

47. Suppose that the quantity of water available is seasonal, and that

the demand is seasonal. Dams exist at various places along the river

where water can be stored. Determine the optimal allocation policy.
(W. Hall)

48. There are # different industrial plants whose construction along a
river is being considered. The #t* plant has production value v;, discharges
waste products in quantity w; into the river, and has a tolerance level ¢,
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which if the plant is to be utilized, must exceed the sum of the wastes
from the upstream plants. We wish to choose a subset of the » plants
to build along the river so as to maximize the economic value of the

plants. (L. M. K. Boelter)
Show that this is a maximization problem over 2#n!l. choices, which
can be reduced to [n!+¢] — 1 choices. (Gross—Johnson)

49. Show that any optimal solution can be reordered by increasing
values of ¢ + w; without loss of optimality, and thus that there are
fewer than 27 cases to consider. (O. Gross-S. Johnson)

50. If vy =1 for 1 =1,2,...,n show that an optimal solution may
be found using the following procedure:

a. Order and renumber the items according to the magnitude of
ti + wi.
i
b. Compute s; = 2 wy, and d; =i —si _1.
i=1

c. If di; < 0 is the first violation, delete an item in the set 7 < 2%
whose w; is largest.

d. Recompute as in step (b) for the new set, and repeat steps (b)
and (c) until all violations are removed. (O. Gross-S. Johnson)

51. Show that in the general case an optimal solution has no greater
number of items than there are in the optimal solution of the same
problem with all the v; equal. (O. Gross-S. Johnson)

52. Consider the problem of finding an approximate solution of the
equations f(x,y) =a, g(x,y) = b. Let {x¢, ¥z}, £=0,1,2,..., be a
sequence of guesses, and

dn = (f (»n, yn) — a)® + (g (x~, yv) — )%

Assuming that x¢ = ¢, yo = ce, and that (x; 41— %)% + (yi + 1 — ¥4)?
<rt fort=0,1,2, ...,let for N=20,1,2, ...

fN (01, Cz) = Min dn.
{0 v}
Show that

Sralen, ) = M;n [fo (%1, 1) ],

where R is the region determined by (x1 — ¢1)? + (y1 — c2)2 <72,
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53. Set x1 = ¢1 + 7 cos 8, y1 = c2 + 7 sin @ and assume that 7 is a small
quantity. Then

Sv+1{cr,62) = Min{ fw (c1 + 7 cos, ¢z + 7sin 0) ]
]

= Min { fv (c1, c2) + 7 [cos 8 9fn]dc1 -+ sin 8 Ofn]éca] ].
]

From this determine approximate values for cos 6 and sin §. What is
the connection with the classical gradient method?

54. Consider the problem of determining the Cebycev norm

N
dy = Min Max | f(x) — 2’ cp x¥|.
¢ 021 z=0

Discuss the convergence of the following scheme. Let {c°:} be an initial
approximation, and ¢o’ determined as the minimum of

~
Max [f(x) —co — X cor x*|.
0<z<1 E=1

The let ¢’ be determined as the minimum of

¥
Max | f(x) —cd’ —c1x — 2 cop x¥|,
0<z<1 k=2

and so on.

55. Suppose that we wish to send a rocket to the moon. Since there are
questions of cost and engineering involved in carrying large quantities
of fuel, and the containers for large quantities of fuel, we attempt to
cut down on the quantity of fuel required and the size of the rocket by
building a multi-stage rocket of the following type:

"—Nose Cone——’|

Third Second First
Stage Stoge Stage

Iq———Sub—Rocke! | ——me——

- Sub—Rocket 2
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After the fuel carried in the last stage, the kt* stage is consumed, this
stage drops off, leaving a (£ — 1) stage sub-rocket, and so on.

The problem is to build a %-stage rocket of minimum weight which
will attain a final velocity of v, Let

Wi = initial gross weight of sub-rocket %.
wyr = Initial gross weight of stage k.
pr = initial propellant weight of stage 4.
vx = change in rocket velocity during burning of stage &.

Assume that the change in velocity vx is a known function of Wy and
pr, so that ve = v (Wi, px) and thus pr = p (Wp, ve). Since Wi =
W 1 + wr, and the weight of the &¢t* stage is a known function, g (px),
of the propellant carried in the stage, we have

wy =g (P (Wr -1+ wk, vx) ),
whence, solving for w;, we have
wry = w (Wg _1, v2).
Let fx (v) denote the minimum weight of sub-rocket % achieving a
terminal velocity of v. Then

Se@ = Min [w(fe-1(v—ovr),v%) + fe-1(v—vi)],

0<e, <v
for & > 2, with
fo(v) = Wy = weight of nose cone
A@) = Min (w(Wo, ve) + Wo).

0<y <o
(R. P. Ten Dyke)

56, Consider the problem of maximizing the linear form
3N

Ly (x) = 2 x: over all non-negative x; satisfying the constraints
i=1

an x1 -+ a2 x2 + a3 x3 < 1,
Azt X1 + az2 X2 + @23 ¥3 << C2,
as x1 + ase x2 + asa x3 + b xs << c3,
Agq Xg T Qg5 X5 + gg X6 < C4,
Asq Xg 1+ G55 X5 + Q56 X5 < Cs,
Ags Xy + Ags X5 + Ags X5 - b2 27 < €4,

3N _2,3¥ —2X3N —2 -+ 43N 2,3V -1 X¥3¥ —1 + 43y 2, 3x X3N <" €3N 3,
3N —1,3N —2X3N —2 -+ 43N ~1,3N —1X3N -1 ~+ 43N —1, 3¥ X3N << €3N — 1,
asN, sN -2 X3N —2 -+ 43N, 3N — 1 X3N — 1 4 43w, 3v X3v << C3N,

and x; > 0, where ai; > 0, b; > 0.
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Define the sequence of functions
fn (z) = Max Ly (x),

where the x; are subject to the constraints given above with the exception
that the last constraint is now

3N, 3N -2 X3N ~2 -+ 43N, 3N ~1 X3N —1 -+ 43N, 3N X3v << 2.
Show that

Sv(z) = Max [xav _2 + %av -1 + %av + fv ~1(can 3 — b —1 %3n —2)],
[%N-—:, zaN—-l,xaN]

N>1,

where xsy _2, ¥av —1, ¥3nv are subject to

3N —2,3N -2 %3N ~2 + @3N ~2,3N ~1 X3V —1 - 43N -2, 3N Xav <X €3N -2,
3N —1,3¥ —2X3N —2 + 43N ~1,3N ~1X3N —1 + @3N 1,3V XaN <= C3N -1,
@3N, 3N —2 X3N ~2 + 43N, 3V ~1 XaN —1 -+ 43N, 3V XN < 2,

by ~1%aw —2 << can -3, X1 = 0.

The function fo(2) is taken to be identically zero.

57. Obtain corresponding results for the case where the matrices are of
different order.

58. Consider the case where the 3kt* equation, 2= 1,2, ..., has the
form
A3k -2, 3k ~2 X3k -2 & A3k -2, 3%k -1 ¥3k —1 + A3k —2, 3k X3k + D2 X3k +1

+ cax3k +2 -+ da X3k +3 < C3k .

59. Show that the above functional equation can be reduced to the form

Sn(2) = Max [gn (¥av ~2,2) + fv—1(cav -3 —bn _1%an _2) ],
TyN -3

where xsy .2 satisfies an inequality
0 < xan —2 << Min [aw, z/asn, sy —2] .

60. Consider the problem of resolving a set of linear equations of the
form

an x1 + a1z x2 + aiz X3 = €1,

a1 X1 + A2z X2 + d23 X3 = Cq,

asy x1 + Az x2 + ass x3 + b1 Xy = ¢3,
b1 X3 4 @aq X4 + g5 X5 + Ays X =Ly
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Asq X3 + Q55 X5 + dsg Xg = Cs,

Aoy Xy + Qg5 X5 + Qg Xg + b2 X7 = ¢4

bv —1 %3N 3+ @1 +3N, 1 +3N X1 43N - A1 £3N, 2 3N X2 4 3N
-+~ 1 +3N,3+3NV X3 +3N = C1 +3N

a2 + 3N, 1 +3N X1 +3N + 42 + 3N, 2 + 3N X2 + 3N
~+ A2 +3N,3 +3N X3 + 3N = €2 + 3N

@3 +3N,1+3N X1 +3N + 43 +3N,2 + 3N X2 + 3N

+ 43 +3N,3 + 3N X3 + 3N = €3 + 3N,

where (a4;) is a symmetric matrix, and, in addition, positive definite.

Linear systems of this type arise in the study of multicomponent
systems where there is weak coupling between stages.

The problem of solving this system is equivalent to that of determining
the minimum of the inhomogeneous quadratic form

(a1, Ay at) + (2%, A2 x®) + ... + (2N, Ay 2V)
—2(ct, x1) — 2(c% x%) 4 ... — 2 (c¥, xN)
+ 2brxzxa+ 2baxgxr + ... - 2by 1 %3N 1 X3N —2
where the vectors x* and c¢* are defined by
x% = (%3 -2, X3k —1, ¥3k), ¥ = (C3x —2, C3k —1, C3k),

and Ay = (@i +3k,5+3x), 4,7 =1,2,3.

Show that the problem can be reduced to that of determining the
sequence { fx (2)} defined by the recurrence relation

v (z) = Min [ (a¥, An 2¥) — 2 zx38 — 2(cV, xV) +
(T3 Ty — v Ty — 1)
+ /v o1 (bn ~1 %38 —2) ].
(Illinois Journal of Mathematics, 1957).
61. Show that this may be reduced to the form
fv(z) =Min[gn (z, ) + fv -1 (by -1y) ],
y

where
gn(z,y) = Min [ («¥, Anv2¥) — 2 zway — 2 (cV, #¥) 1.
(%N, x,N_l)
62. Show that fwn (2) = u~x + v~ 2 + wn 2%, Where un, vn, wn are inde-
pendent of z, determine the recurrence relations connecting (#, vn, wn)
and (#y -1, Uy —1, Wy 1), and thus determine the solution of the linear
system.

148



EXISTENCE AND UNIQUENESS THEOREMS

63. Consider the problem of determining the maximum of
N N—1

On(x) =2 (xf, Aex’) + 2 2 bixas %1 + 30
. i=1 i=1
over the sphere SN,AZ' (xt, xf) = 1.
Consider the assoéiZtled functions of z defined by
vz = Niax {gn (x) + 2 2x8n]
N

and obtain the recurrence relation connecting fv (z) and fv -1 (2).

64. Generalize the foregoing results to the case where the matrices 4z
are not necessarily of the same dimension.

65. Obtain existence and uniqueness theorems under appropriate
assumptions for the following functional equations

a. f(p) = Min Max [g(p,q). f(T(p.9))]
q

b. f(p) = Min Max [g(p. ), 4 (b, 9 f(T ($.9))]
q

c. f(p) = Min Max [g(p, q), 7 (p, q) +f FE) 4G (b, 9) .
q R

66. Consider the problem of assigning m different types of machines to
n different tasks. Let 4y > 0 be the amount of task § performed by a
unit input of machine ¢, and assume that

a. If A;; > 0,and #" <7, then A > 0.

b. If A5 >0, and ' > g, then Ay > 0.

c. If ¢ <v,7<y, Ao > 0, then
(AigfAy) < (Avp]Ai;).

Let x;; be the quantity of machines of type ¢ to be used for task .
The matrix x = (xy), ¢ =1,2,...,m, 1 =1,2,...,n, is said to be
feasible if x4 >0, Zn' Aiyxy=T157=12,...,n and Z? xi; << M,

i=1

= j=1

1=1,2 ..., m.

>

Consider the following policy. Assign x11 up to the minimum of 7,
and M,. If x13 = T4, then assign x32 = min (T2, M1 — xu), and so on.
When M, is used up in this way, on the jt* task for some j, assign x2; in
such a way that either task j is finished or all machines of type 2 are
assigned. Complete the assignment of machines in this way.

Show that if this policy does not lead to a feasible allocation, then
there exists no feasible policy. (Arrow-Markowitz—Johnson)
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67. Show that the above policy yields the solution of the problem of

m
maximizing T»n = 2 Ain xin subject to

i=1
n
a. X xy=M,i=1,2 ...,m x5 =0,
i=1
m
b. 2 Aijxij = Tj,]'z 1,2, ...,n—l,
i=1
provided that the A4;; satisfy the above conditions. (Johnson})
N
68. Show that the problem of maximizing the sum 2 g (x:, ¥i) subject
i=1
to the constraints
N
a. x; >0, X x; = x,
i=1

N
b. y:<<0, X yi=y,
i=1
can, under appropriate assumptions concerning the functions g; (x, y),
be reduced to the problem of maximizing

N N
Sy=2 gi(xi,y) — 24 X ys,

i=1 t=1
subject to the constraints
N
a. 4, >0, X x; = x,
i=1

b. yi > 0.
This last problem leads to the recurrence relations
Jo(x) = Max [Max [gu(xn, ¥) —2A¥] + fo-2(x — ) ],

0<z, <% y=0
involving a one-dimensional sequence, for each fixed A.
How does one use the solution of this second problem to solve the
original ? (Proc. Nat. Acad. Sci., 1956).

69. Each year the walnut crop consists of walnuts of different grades,
say G1, Ge, ..., Gr, in quantities ¢1, ¢e, - .., gx. Using various quantities
of each grade, assortments of walnuts are put together for commercial
sale at different prices. Assume that there are fixed demands d: for the
1th assortment, and that each assortment mixes walnuts of different
grades in its own fixed ratios. How many packets of each assortment
should be made in order to maximize total profit ?

70. Consider the case where the demand is stochastic with known
distributions for each type of packet.
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Bibliography and Comments for Chapter IV

§ 1. This chapter follows R. Bellman, “Functional equations in the Theory
of Dynamic Programming — I, Functions of Points and Point Transforma-
tions,” Tvans. Amer. Math. Soc., vol., Vol. 80 (1955), pp. 51-71. An entirely
different treatment of a more abstract type, making use of Tychonoff’s
Theorem, is contained in an unpublished paper by S. Karlin and H. N.
Shapiro, ‘‘Decision Processes and Functional Equations.” The RAND
Corporation, RM-933, Sept. 1952.

See also, S. Karlin, “The Structure of Dynamic Programming Models,”
Naval Research Logistics Quarterly, Vol 2 (1955), pp. 285-294.

§ 6. A discussion of the importance of stability theory in the domain of
differential equations may be found in R. Bellman, Stability Theory of
Differential Equations, McGraw-Hill, 1952.

§ 8. The choice of f, (p) in (8.6) is due to a suggestion of H. N. Shapiro.

§ 9. This equation will be discussed in extenso in the following chapter.
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CHAPTER V

The Optimal Inventory Equation

§ 1. Introduction

In this chapter we wish to study a class of analytic problems arising
from an interesting stochastic allocation process occurring in the study of
inventory and stock control.

Although the general equation seems to be quite difficult to treat, we
can obtain an explicit solution of a particular case where certain simple,
but not too far from realistic, assumptions are made, and we can deter-
mine the structure of the optimal policy in some other cases.

These explicit solutions are useful since they lay bare certain meaning-
ful combinations of essential parameters. Since the inverse problem of the
estimation of parameters from observed data plays a critical role in this
theory, this is a feature which can be of importance.

Furthermore, and this is a remark pertinent to all decision processes,
the analytic form of the solution will occasionally possess a simple eco-
nomic interpretation, which when verbalized, opens the way to the ap-
proximation of optimal policies for more complicated processes.?

Apart from the results we obtain, the methods we employ to investigate
the structure of optimal policies possess an independent interest. The
reader has already encountered them, in part, in § 12 of Chapter I, and
will encounter them again in a later chapter devoted to the calculus of
variations. What stands out quite vividly is the fact that the method of
successive approximations is not only useful in the production of exist-
ence and uniqueness theorems, to which relatively dull task it is usually
relegated, but is, in addition, a powerful analytic tool for the discovery
and proof of properties of the solution of a functional equation, and in
our case, for the determination of the behavior of optimal policies.

We shall begin with the formulation of a class of related problems oc-
curring in the study of “optimal inventory.” Following this, we devote a
section to the simple formal observation upon which all the analysis in
this chapter hinges.

We then consider a number of cases in which the optimal policy is

1 This idea has, of course, been used extensively in the physical and engineering
world.
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characterized in an especially simple and intuitive way, namely, by the
maintenance of a constant “‘stock level”. In particular, this is the case, in
both the multi-dimensional as well as the one-dimensional case, if all the
ordering costs are directly proportional to the amounts ordered.

If the initial ordering cost includes a fixed cost which is independent of
the amount ordered, the problem seems to become very much more
difficult. This fixed cost may represent a “red tape” cost, or a “‘set-up”
cost, in the case of manufacturing processes. We shall not treat any prob-
lems of this type here, since at the present time practically no solutions
of the corresponding functional equations exist, and very little seems to
be known concerning the character of the optimal policies arising from
processes of this more realistic type.

To illustrate further the method of successive approximations, we shall
consider two processes, each variants of the relatively simple process
discussed above. In the first, linearity is discarded, in that the cost is
taken to be a convex function of the amount ordered; in the second, si-
multaneity is voided, in that there is assumed to be a time-lag in satis-
fying an order. Although the optimal policies cannot be described in
simple terms, we can determine their general structure.

From the mathematical point of view, we have to deal with a very in-
teresting class of quasi-linear integral equations, nonlinear versions of the
renewal equation which we shall discuss in an appendix. As usual, these
nonlinear equations possess certain quasi-linear properties which we can
occasionally use as handholds and footholds in making our way through
this tortuous terrain.

§ 2. Formulation of the general problem

The problem we shall discuss here, in various masquerades, is one very
particular case of the general problem of decision-making in the face of
an uncertain future. The version we shall consider is concerned with the
problem of stocking a supply of items to meet an uncertain demand,
under the assumptions that there are various costs associated with over-
supply and undersupply.

The situation may be described as follows: At various specified times,
determined in advance or dependent upon the process itself, we have an
opportunity to order supplies of a certain set of items, where the cost of
ordering depends naturally upon the number ordered of each item, and
where there may or may not be, in addition, some fixed costs, adminis-
trative or otherwise, which are independent of the number ordered. At
various other times, demands are made upon the stocks of these items.
“The interesting case is that where these demands are not known in ad-
vance, but where we do know the joint distribution of the demands which
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can be made at any particular time. The incentive for ordering lies in a
penalty which is assessed whenever the demand for an item exceeds the
supply. Different penalties may be levied in different fields of activity.
A case which we shall treat in great detail is that where the penalty is
directly proportional to the excess of demand over supply. Its importance
lies in the fact that we can solve the functional equations arising from
the process explicitly under the crucial assumption that the cost of initial
ordering depends only upon the amount ordered, and is either a linear
function, or, more generally, convex.

Speaking loosely, we wish to determine the ordering policy at each
stage which will minimize some average function of the overall cost of the
process. In practical applications, an important aspect of the problem,
which we shall not discuss here, is that of determining suitable criteria for
the various costs, which are both realistic and analytically malleable.

In the following subsections we shall consider various sets of assump-
tions which yield various functional equations, all of which belong to a
common family. Additional processes will be discussed in the exercises.

A. Finite total time period

The first process we shall consider involves the stocking of only one
item. We shall assume that orders are made at each of a finite number of
equally-spaced times, and immediately fulfilled. After the order has been
made and filled, a demand is made. This demand is satisfied as far as
possible, with excess demand leading to a penalty cost.

Let us assume that we know completely the following functions:

(1) a. @(s)ds = probability that the demand will lie between s and

s 4 ds.?
b. & (z) = the cost of ordering z items initially to increase the stock
level.

c. p (3) = the cost of ordering z items to meet an excess, 7, of demand
over supply, the penalty cost.

Observe that we assume that these functions are independent of time.
Furthermore, we suppose that these orders can be filled immediately.

Let x denote the stock level at the initiation of the process. Assuming
that there are » stages, we will order a quantity y, at the first stage, y, at
the second stage, and so on.

2 We shall avoid Stieltjes integrals throughout to simplify the discussion. It
will readily be seen that most of our results carry over to the more general situation
when suitable attention is paid to possible nonuniqueness of roots of equations.
This is left as a set of exercises, of nontrivial nature, for the reader.
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A set of functions (yy, ¥, ..., ¥a), Y& = y& (%), specifying for each %
the quantity y to be ordered at the kth stage when the stock level is x will
be called a policy. Corresponding to each policy, there will be a certain
expected total cost for this #-stage process, composed of initial ordering
and penalty costs.

The problem we set ourselves is that of determining the policy, or
policies, which minimize the expected total cost. A policy which yields
this minimum expected cost is called optimal. All this is in accordance
with our previous notation.

We obtain an equally interesting but more difficult class of problems if
we attempt to minimize the probability that the cost exceeds a fixed
level.

At any stage, the problem is characterized completely by two state
variables, x, the supply of stock, and #, the number of remaining stages.
Let us then define

(2) fa (x) = expected total cost for an n-stage process starting with an
initial supply #, and using an optimal ordering policy.

Let us now proceed to obtain a functional equation for f, (x). We have
& A =ky—9+ [“p—ne@©ds,

if a quantity y — x > 0 is ordered.

Although it may seem odd to order a quantity y — «, instead of say v,
it turns out that it is simpler to think of ordering up to a certain Jevel, y.
The optimal stock level turns out to be a more basic quantity than the
amount ordered.

Since y is to be chosen to minimize the expected cost, we see that f; (x)
is given by

) fr(®) = Min [k (y — ) + f;’p(s—y) @ (5) ds].
In general, for n > 2 we have
®) fol) =Minlky—2) + [“pls—) g(s)ds +

St [To@ds + [ a1 —9 9o s,

upon enumerating the various cases corresponding to the possibility of
an excess of demand over supply, and corresponding to the possibility of
being able to fulfill the demand.
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B. Unbounded time period—discounted cost

If we wish to consider an unbounded period of time over which this
process operates, we must introduce some device to prevent infinite costs
from entering.

The most natural such device is that of discounting the future costs,
using a fixed discount ratio, 4, 0 << a < 1, for each period. This possesses
a certain amount of economic justification and a great deal of mathema-
tical virtue, particularly in its invariant aspect.

If we set

{6) f(x) = expected total discounted cost starting with an initial supply
x and using an optimal policy,

we obtain, by the same enumeration of possibilities, in place of (5) the
functional equation

() f(x) =Min[k{y —x) —|—af pls—y)@(s)ds + af (0) f @ (s) ds

y>x
+a fy—s g a.

The advantage of (7) over (5) is the usual one that it contains f (x), one
function of one variable, in place of a sequence of functions, {fs (%)}.
C. Unbounded time period—partially expendable items

If we assume that some of the items supplied upon demand may be
partially recovered, so that a demand of s items results in a return of bs
items, 0 <C b < 1, which may be used again, the analogue of (7) is

(8) flx) = Mm[ky—x+af Ple—y () ds+a [ flbs)pls)ds

-{—ajo fly—s 4+ bs) @ (s) ds].

D. Unbounded time period—one period lag in supply

Let us now assume that when we order a quantity z it does not become
available until one period later. If the current supply is x and y was on
order from the period before, x 4+ ¥ will be available to meet the next
demand. The functional equation corresponding to (7) is now of more
complicated form

9)  f(x) = Min [4(z) +af pls—2) g (s)ds-l—af(z)Looq;(s)ds

220
+af:f(x—s+z)<p(s)ds].
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The quantity x now represents the total quantity available at any stage
to meet the demand.

E. Unbounded time period—two period lag

If we have a two period lag, we require two state variables to describe
the state of the process, namely,

(10) ¥ = quantity of stock available to meet next demand,
y = quantity to be delivered one period hence.

Hence we define

(11) f(x, y) = expected total cost with x and y as above, using an
optimal policy.

Then f (x, y) satisfies the equation

(12) flxy) =Min(koh a [ ps—npl)ds+aflr.2) [ o9 ds

+af:f(x—s+y,z)<p(s)ds].

We shall not consider the equations in (8), (9), or (12) here, although
they are amenable to the same techniques of successive approximation
we shall apply to the others. There does not seem to exist any explicit
solution comparable in simplicity to that obtainable for (7).

§ 3. A simple observation

In this section, we wish to present, in as simple a form as possible, the
fundamental analytic property of functional equations of the form

(1) u(x) = Minv(x,9),ye R (x),

upon which all the subsequent work in this chapter depends.?

In general, the variation will be over some region, R (x), in this case, a
set of intervals, dependent upon x. Let us assume that over some interval
of x-values, @ << x <C b, the minimum is attained inside the region R (x),
and that v is differentiable. Then at the minimizing value of ¥ we have

(2 0=uy.

This determines a function y (x), which need not be single-valued but
which we do assume differentiable.

3 This property has already been used, without explicit remark in § 11 of
Chapter 1.
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On any one particular branch of this function y (x), we have

(3) u(x) =v(x ).
The crucial observation is now that for a < x << b, we have
(4) u' (%) = ve L vy dyjdx == v,

since vy = 0, by (2).
Similarly, if

('5) u (le x2) = Mln I:'U (xl: X2, yl: %)]» (ylx y2) € R (xly xz) ]

Yo ¥

and we assume that the minimum is always attained inside the region,
we have

(6) Ur — Uz, ,
Uz, = Vr,,

at the minimizing points.

Let us now apply these remarks to the functional equation ot (2.7),
under the assumption that & (z) = kz, & > 0 and p (z) = $z, linear func-
tions of z. We have

(Ufw%=MmM%—M+4ﬁfﬂv—w¢@dv+d@jjw@ﬁ

y==
taf fr—se(ds.
If the minimum is attained at a point y > x, we have at this point
(8) k——apf:o(p(s)ds—i—afoyf'(y—s)(p(s)ds:o,

an equation independent of x!
Furthermore, for this value of y, we have

(9) fle) = —k.

These two results, correctly combined and interpreted, furnish the clues
to the solutions of the problems involving proportional costs. We shall
discuss them in more detail in later sections, and we shall also utilize their
multi-dimensional analogues.

§ 4. Constant stock level—preliminary discussion

In this and the next few sections we shall consider several processes
characterized by the principle of “‘constant stock level.”” The common fea-
ture of these models is the assumption that the cost of initial ordering is
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directly proportional to the amount ordered, and that the distribution
of demand remains the same from stage to stage. The addition of an
administrative fixed cost, “red-tape’”’ cost, changes the nature of the
optimal policy in an essential manner.* This cost may also represent “‘set-
up” cost in manufacturing processes.

In § 5, we shall obtain the complete solution, for an arbitrary distribu-
tion function ¢ (s), for the case where the penalty cost is also directly
proportional to the number ordered. In § 6 we extend this result to the
multi-dimensional case, and show that the solution for the case where
there are many items subject to a joint distribution of demand possesses
the very important property of sub-optimality.

Turning from the consideration of these processes involving unbounded
time intervals, we consider the finite process described in § 2 and show
that again the assumption of direct proportionality entails a principle of
constant stock level at each stage. This level, of course, changes with the
stage.

This section serves as an excellent introduction to the use of successive
approximations as an analytic tool in the study of these functional equa-
tions.

We enter territory where the going is much rougher when we con-
sider the case where the penalty cost includes a “red-tape” term which is
independent of the amount ordered. The form of the solution now seems
in the general case to depend upon the form of the demand function.
Nevertheless, several important classes of distribution functions fall
within catagories which we can handle precisely.

Finally, we indicate briefly the form of the general solution without,
however, being able to make any constructive use of it.

§ 5. Proportional cost—one-dimensional case

In this section we present the solution of the case where both cost
functions, direct ordering and penalty ordering, are directly proportional
to the amounts ordered.

THEOREM 1. Consider the equation

(1) f) = Mﬂk%—x+afps—w @M&+ﬁ@]f¢@%

+af'fy =90 .

where we impose the conditions

4 In the sense that it changes the policy from one of known form to one of
unknown form.
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(2) a. kand p are positive constants,
b. @(s) >o,f°°<p(s)ds= l,fmstp(s)ds < oo,

c. O<axl,

d ap>k.
Let x be the unique root of
3) k=a{>f°°<p(s)ds-l—akfyq)(s)ds‘.
v ]
Then the optimal policy has the form
) a. for0<x<%y=rnx,

b. forx>7xy=nx.
In other words, the optimal stock level is x.
If ap << k, the solution is given by y = x for x > 0, i.e. never order.

ProoOF. In order to understand the genesis of this solution, let us proceed
heuristically. If we can obtain a plausible solution by some formal means
and then verify directly that it satisfies the equation in (1) above, the
uniqueness theorem established in § 9 of Chapter IV tells us that it is the
solution. Let us point out, however, that the method of successive approx-
imations would have led us to this solution in a systematic fashion.

As pointed out in § 3, if the minimum occurs at y > x, the minimizing
values of y must be roots of the equation

o0 v
O ktel—p [ e@dst [ Fo—spE =0,
and at this value of y we have
(6) S x)=—k.
Now let us pull ourselves up by our bootstraps. If the solution has the

conjectured form, the complicated term, f ! [y — s) @ (s) ds may be

replaced by the simpler term — & J‘ ! @ (s) ds, so that equation (5) may
[
be replaced by

® The interpretation of this equation is that the run-out probability must be
set at the level where the marginal cost for holding inventory is just balanced
by the marginal penalty for run-out.
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0] k—a;bfoo(p(s)ds-——akfy(p(s)ds=0,

precisely the equation of (3).
Since f - @ (s) ds = 1, this equation reduces to

@) j¢ —(ap—R)fa(p—P),

which possesses exactly one root under the assumption that ¢ (s) > 0
Observe that the limiting cases behave properly. If ap — 2 =0,y = 0,
ffa=1y=o00;if p =00,y =00

Having determined », we proceed to determine f(x) as follows, For
0 << x << x we have

© SR =kE—n)+al [ pe—Re0d 10 [ @b

+ [FrE—9 96 s,
and f' (x) = — &, or,

(10) f{x) = f(0) — kx.
Substituting (10) in (9), and setting x = 0, we obtain the following result
for f(0)8,

k% + paf_w (s — %) ¢ (s) ds — ak f;(a_c——s)qo(s) ds
(1) f(o) = : TEra—

To determine f (x) for x > x? we have the equation
(12) —af p(s— ) @ (s) ds + £(0) f ¢ (s) ds +

[[ra—9p(ds

which we write in the form

(13) f@=ul+a [ fe—sp@d,

¢ Note that the # we obtain from (7) is the value of # which minimizes this
expression for f (0).

7 Observe that as far as applications are concerned, this part of the solution
is of very little interest, since for only one initial interval, if at all, will x ever
exceed .
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where # (x) is a known function of x. This, in turn, we write

-7

W fe) =ul +a [ fe—gg@dta [ f—9p(ds

o
In the interval [x — x, x], f (x — s) is known, hence we may write, com-
bining the # (v) term and the second integral

(15) f(x)=v(x)+a,f:—;f(x——3)<p(s)ds, §> 7

If we now set x — x = z and f (¥ + 2) = g (2), we see that g (2) satisfies
the equation

19  g@=vGE++a[ g—9pds, 20,
4

a simple renewal equation whose properties are discussed in the appendix.

Actually, it is much simpler to differentiate (12) first and then proceed
as above. Let us observe, parenthetically, that it seems to be a general
characteristic of functional equations in the theory of dynamic program-
ming that the derivatives satisfy simpler equations, and are the more
basic quantities. This is due to the fact that they represent ‘“marginal
returns”’, or ‘“‘prices”’, which in purely mathematical language means
that they represent Lagrange multipliers. This, in turn, is connected with
the general problem of constructing dual processes, a subject we shall not
pursue here.

Let us now turn to a proof that the conjectured solution is actually
a solution. Call the function obtained above F (x) and denote the constant
f(0) determined in (11) by C. Then F (x) is completely determined by
the following equations.

17y a. F)=C—hkx,0<x<x

b. F(x) =a (s—x)¢(s)ds+F(0)Jm¢(s)ds

z

+ [ Fa—s)pl)ds s =7,

o 0

An essential point in our verification of the solution is the fact that
F (%) + kx is strictly increasing for x > 0. This we establish as follows.
From (17b), we see that

(18)  F' (1) = —ap L°°<p (s)ds - a f’” F' (x—s) g (s) ds,
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for x > x. In [x — %, x], we have 0 << x — s <C x and hence F’ (x — s} =
—*F, as we see from (17a). Thus for x > x.

(19) F’' (x) = —a;bfootp(s)ds——ka fx _q)(s)ds—}—afI—EF’(x—s)q)(s)ds,
or

(20) F'(x)+k=[k—apf°°<p(s)ds—akf’”<p(s)ds]

+a f; [F' (x —s) + K] @ (s) ds.
The expression
(21) u(x)=k—apf°°<p(s)ds—akf’¢(s)ds

is zero at ¥ = x and positive thereafter. Setting x — ¥ = zand F’ (x 4 2)
+ k = g (2), we see that g (2) satisfies the equation

(22) g(z):u(x+z)+f:g(z——s)<p(s)ds,220.

It follows, cf. p. 177f, that g(z) >0 for z > 0.

Hence, F' (x) + k& > 0 for x > x, and F (x) + kx is strictly increasing
for x > x.

Let us now return to the problem of demonstrating that F (x) satisfies
the equation in (1). Consider first the case where x > x. Then
(23) F (x) = Min [ ... ]

vz
= Min [k(y—%) + F ()],
yz=
using the representation in (17b). Since ky 4+ F (y) > kx - F (x) for
y = x, we see that the minimum occurs at y = x, yielding F (x), as
desired.
Now consider the interval 0 <C x < x. Write

[ Min [ ]
(24) Min = Min | *=?
vz Min [ ]
T>2y>x A

As above, the minimum over y > ¥ reduces to the value at y = 3.
Hence
(25) Min[...]= Mn [...]

yzz zZ2y>2
Since F (x) = C — kx for 0 << x < x, it follows that the minimum is
assumed at y = ¥, as in the original derivation of the value of x.
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In the case ap <C k, taking x = 0 in (17) yields an F which is easily
seen to satisfy (23), since, as above, F (y) + &y is non-decreasing.

This completes the proof. It is interesting to note that the solution for
0 <C x << x, the most important part of the solution, can be found without
reference to the form of the solution for x > x.

This completes the verification of the fact that F (x) is a solution, and
consequently ke solution, within the class of uniformly bounded func-
tions over ¥ > 0.

§ 6. Proportional cost—multi-dimensional case

Let us now consider the multi-dimensional version of the problem.
Here we have N items whose stock levels will be denoted by x,, x,, .

.y

%n, and whose demand (s; S,, ..., S») at any time is subject to a joint
distribution function whose density is ¢ (sy, S5, . . ., Sa).
In formulating the functional equation for the function f (x,, %, ..., %a),

the minimum expected over-all discounted cost, let us, for the sake of
simplicity, consider only the two-dimensional case.

The remarkable fact that emerges is that the form of the solution is
precisely the same as if ¢ (sy, s, ..., ss) had the form ¢, (s,) 5 (s5) - - .
@n (sn), i.e. uncorrelated demands. It is this which yields the important
sub-optimalization property of the solution which we discuss below. An
enumeration of cases yields the following functional equation for f (x,, x,):

(1) flx, %) = M>1n By (Y1 — 1) + ko (2 — ) + “[f:o LOO [P1(51—1)

+ P2 (52 —¥3)] @ (51, 8g) dsy ds,

+£(0,0) f “ 7 @ (51, 52) ds, ds,
+ f:o f:’ (o1 (52— 1) + F (0, y2 — s3)] @ (51, 5) dsy ds,
+ fv ; [f (s — 81, 0) + by (52— )] @ (5, 52) dsy ds,

+ f?/x oy’f(yl — S, Yo — 32) @ (Sl, SZ) dsl dS2]]

Let us simplify our notation a bit by setting ¢ (s,, s;) ds; ds, =
dG (s,, 55) and call the quantity within the brackets K (y,,y,). We then have

0K = =
@ o=mal—p [ G
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+ Jyl of (y — 55,00 f°° dG (s, s2) )

0 Sy =1,

¥y (¥ D
J f Y151, Y2 — 83) dG (Sy, Sa)],

oK 5 f‘x’ J“” C
5‘3722 s tal—p, yz( sl=0d (s1, S2)

Ys O co
w0 ([, a6

Y, Ys af
-+ fo fo 67(3)1_31»3)2_"32) dG(Sl’s2)J’
2

Furthermore, as above, if y; > %, ¥, > x,, we have

of of _

3 - —
( ) axl kl» a %o kz

Consequently, if we assume that the solution here has the same form
as in the one-dimensional case, the critical levels x; and x, are given as
roots of the equations

oo z, =]
@) a ktal—p [ ([ d6Gs)—h [T([7 dGlsuspi=o
Xy 2= 0

Sy == 0 0

b. kya[—ps f(f“ dG(sl,sz))—sziz

(|7 dGsusin=0
X, Jsi=o0 0 s =0

These roots exist and are unique provided we make the same assump-
tions as above, namely, ap, > k;, ap, > k;, and dG > 0.

We see that x, depends for its determination only upon the condi-

tional distribution f dG (s, s,), and similarly to determine x, we require
§,=0
only e (81, S3)-
S, =0

This is the important property of suboptimalization mentioned above.

The verification of the solution follows precisely the same lines as that
for the one-dimensional case, and hence will be omitted, since the details
are, of course, much more tedious.

Let us state our conclusion as

THEOREM 2. Let us impose the following conditions upon the equation in (1):

(5) a. ki and p; ave positive constants,
b. q>>0,foofw (pdsldszsl,foofmsupdsldsz<oo
0 (3 0o 0
c. O<a<l,
d. api > ki,
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Let x; be the unique root of
[~=] o0 Yy (=]
® ki=ape [" ([ plus)ds)ds,—ak [T ptsasy dsy as
Yy $;i=0 0o s;=0

Then the optimal policy has the form
(7) a. f07 0<<x << ;Ci, Vi = X
b. fOi’ Xs > Xi, Vi = X
In other words, the optimal stock level for the ith item is x;.
If aps << ki for any i, we set x; = 0 (i = 1, 2).
It is clear that this form of the solution extends immediately to the
N-dimensional case.

§ 7. Finite time period

Let us now consider the corresponding problem for a finite process
where we do not discount future costs. We now wish to minimize the

total expected cost.
We define

(1) fw (x) = expected cost over an N-stage period starting with an
initial quantity x and using an optimal N-stage policy.

Then
(@) /i) =Minlk(y—x) + L“” (s —9) @ () ds]

fo+1(x) = Min [k (y — %) +pfy°° (s —9) @ s) ds+fn<0>J°°<p<s)ds

yzx v

+ foyfn(y—s)(p(s) ds),n—=1,2, ...

We wish to prove, under the natural assumption p > %,

THEOREM 3. For each n, the optimal policy has the form
) a. for x < Xn,y = %n,
b. for x > xa, vy =x

where the sequence xn is monolone increasing in n.

Proor. The proof will be inductive. We have, with f, (x) defined as in
(2), as our critical stock level the solution of

(4) k=p j @ (s) ds,
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which, if it exists, is unique, and which does exist if p > £, as is reason-
able. Call this value x,. It is clear then that for » = 1, the optimal policy
isy==x, for x << x;; ¥y = x for x > x;. When y = x; we have f'; (x) =
—— k, and for x > x,, we have

®) @ =t —npEds,

frw=—p [ glods=—t,

S =pex) >0,

Hence f', (x) + £ > 0forallx > 0.
Consider the case # = 2. We have

6)ﬁm=Mmmw—w+pﬁk—w¢@m+ﬁmqf¢wm

+ (A= as.

The critical value of y is attained by setting the partial derivative with
respect to y equal to zero, or

) k=p [To@ds—["K =90 ds=F0).
The function F, (v) has the derivative
@ Fio)=—po0)—f 00— [ S =9 ds.

Since f," > 0,p -+ f,' (0) > & + fi"(0) = O, we see that F, (y) is mono-
tone decreasing, and there can be at most one root of (7). However,
F,(0) = p >k, F, (00) = 0. Hence there is precisely one root. Call this
root x,.

The policy is then
(9) Y = %, 0" x << x,,

y = %, Xy << X.
The geometric picture is illuminating. Write (6) in the form

(10) folx) + kx = Minv (3),

yzx

where v (y) is a known function. From what we have demonstrated above,
v (y) has the following graph

167



THE OPTIMAL INVENTORY EQUATION

0 Xa y ©

Figure 1

The function f, (x) + kx is obtained by drawing the tangent to v (v)
at ¥ = ¥, and continuing it to the left until it hits the v-axis. The func-
tion f, (x) + kx is now constant for 0 < x <C %, and equal to v (¥) for
x> X

folx)+kx

0 X ®
Figure 2

It remains to show that ¥, > ,. The quantity x, is determined by
equation (4), while x, is determined by (7). Since — f," > 0, it follows
that the curve

)  w=gt)=p[ ¢@d— [ No—9p0d

always lies above the curve

(12) w=&m=¢f¢@m
w=gq,(y)
w=k4
— pd ©
° X Fygure 3)(2
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From this it is clear the x, > x,.
In order to continue this proof inductively, we must show that

(13) —f W =—A0 ().
We have
(14) —AE)=k0<x<nx

—f ) = jf @ (s) ds, x > 7,

and

(15) —f ) =k 0<<x<1x,
= megv(S) cls_f:fl’ (x—s) @ (s) ds, x > 7.

In the intervals [0, x,] and [x,, oo], the inequality is clear. In [x,, ¥,],
the inequality follows from the monotonicity of £2—p f ” @ (s) ds, which
x

is zero at ¥ = x,.
Finally, we wish to demonstrate the convexity of f, (x). This is clearly
true in [0, x,]. In [x,, co], we have, using (15)

16) @) =2+ O+ [ A E—5 e ds.

Since f,' (0) + # > 0, f;” > 0, we have f," (x) > 0.
We now have all the ingredients of an inductive proof.

§ 8. Finite time—multi-dimensional case

The hardy reader may verify that the solution in the multidimensional
case has precisely the same general character.

§ 9. Non-proportional penalty cost—red tape

As soon as we consider the case where the penalty is not directly
proportional to the excess of demand over supply, we encounter difficul-
ties, and it appears that the simple and elegant solution obtained for the
case of proportional cost is no longer valid generally.

There are, however, a number of interesting cases in which we still
obtain a solution involving constant stock level. The most interesting of
these occur when we take the cost of ordering (s — y) tobe p (s —¥) + ¢,
where ¢ is a fixed administrative cost which appears whenever an excess
demand occurs, regardless of the amount of the demand. The initial
ordering cost is still assumed to be proportional.
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Let us then consider the equation

(1) f(x) =Min(k(y—2) + a[ f:’ [p (s—) + glg(s)ds + £ (0) f:’«p(s)ds

yz=x
+ [T 1o =99 s,

distinguished from the equation we have considered above only by the
additional term ag j ” @ (s) ds. 1t is surprising how much complication this
v

innocuous-appearing expression would seem to introduce.

We shall, to begin with, proceed formally on the assumption that there
15 a constant stock level solution. The critical level is then determined by
the solution of

@ o=k+al—2 [ o ds—gpm+ [f—90 4,

and we have f' (x) == — k2 wheny > x.
It follows then that x will be a root of
o Y
@ Oo=ktal—p [ pd—gp0)—& [ 9

Unfortunately, it is not true that this equation has a unique root for all
density functions ¢ (s). This equation may be written in the form

() (1—a>k=a<p—-k>f¢(s>ds+aq<p(y>.

A simple condition under which this equation has a unique rootis ¢’ (y) << 0.
If we do assume that this equation has a unique root, the proof is almost

exactly as before. There is, however, a more general result where the

optimal policy is that of constant stock level, which we shall now discuss.
1f the equation above, (3) or (4), does not possess a unique root, it may

still happen that the largest root of (4) corresponds to an absolute mini-

mum of the function in the brackets in (1), over the interval [0, x].
Thus the picture may be

(o] x y @
Figure 4
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Let us prove

THEOREM 4. Under the assumptions upon a, k, p, q and @ (s), stated in
Theorem 1, and the additional assumption that the last minimum of

6) v =k + a[f: B~ + g ds—kf: y—s)gls) ds
is the absolute minimum in 0 << y < oo, the optimal policy in (1) is given
by the rule
(7) (@) vy=xfor0<x<x,

y=x,forx >x,
where % is the value of y where the absolute minimum is atiained.

ProoOF. Let x be the value of y which yields the last minimum, and the
absolute minimum in the interval [0, oo], of the function y (y} above.
Then, precisely, as in the case where ¢ = 0, we have f(x) = f(0) — kx
in 0 << x << ¥, and f (0) is determined by substituting this result in (1), in
the range 0 <C x << x. In the interval [x, oo}, f (¥) is determined by setting
y = xin (1).

The proof that f(x) actually satisfies the equation now continues in
exactly the same way as in the case where ¢ = 0.

§ 10. Particular cases

Some particular cases where the above conditions are satisfied are
M @ g =ct-o " evdu
-a
(b) @ (x) = bev=
We leave the verification as exercises for the reader.

§ 11. The form of the general solution
Let f (x) be the solution of (9.1), which is to say

(1) Sfx) + kx = Min F (y),

yzz

where

@ Fo)=ky+alp[ 6—Np@ds+(O+9 [ o6ds

+ [ ry—9 9 ad
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Let F (y) have the graph
©)

o] X, Xy X3 @®
y

Figure 5

Then, the optimal policy has the following form

(4) @ y=x0<r<x
(b) y==xx < x<<x,
© ¥ =2 % < x <1,
d y=mx15=m,

and

(5) fx) + kx =

However, the problem of determining how many different regions exist,
given the cost functions and the demand functions, and how to fit this
information together, seems quite difficult, and is unsolved at the present
time.

§ 12. Fixed costs

Let us now consider the case where there is a constant red-tape cost in
initial ordering. This problem is also unsolved to date.
The equation now has the form

1) fl)= Mm[k(y—x>+gy—x+aj pls—y) pls)ds

y=x

+10 [Te@as+ [ fy—9e@al,
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where
2 glr) =¢x>0
=0,x=0.

Here g represents the fixed cost.
It is tempting to envisage a solution of the following form

(3) y=SforO<Cx<s

=xfors <=x

where 0 <<s << S << oo. A policy of this type is called an “sS-policy.”

Policies of this type are used in various establishments, and have a fine
intuitive flavor. Unfortunately, it is easy to construct relatively simple
examples which show that this policy cannot be optimal in all cases, and
there the matter rests.

§ 18, Preliminaries to a discussion of more complicated
policies

In the previous sections we have considered some processes having
solutions of quite simple and intuitive form. We now wish to consider two
cases in which the solutions are of a more complicated nature. The first of
these will be one involving a time-lag in the fulfilling of orders, the second
will treat the case where the initial ordering function is a non-linear
convex function of the amount ordered, with no red-tape cost in either
case.

In both cases we shall employ the method of successive approximations
to determine the properties of the solution.

§ 14. Unbounded process—one period time lag

The functional equation we shall consider is that derived in § 2, namely

1) f) =Minkz+a[ [ pls—np@)ds+/6) [ ol)ds

220
+ [ fe—s+ e ds1]
We shall prove

THEOREM 5. The optimal policy is given by the rule
(2) z=z(x)for0<<x<x
2=0,forx <%,

where z (x} > 0 and z (x) = 0,
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This function z (x) is monotone decreasing in x.

Proor. The proof will proceed by induction, based upon the following
sequence of successive approximations

3 fotd=al [ p—2 e ds+40) [ po)ds + [ file—s) p(e) s,

(a function we have repeatedly encountered before), and for # = 0, 1,
2, ...,
@) frorle) =Min T, x /),
z>0
where T (z, x, fa) is the expression contained within the brackets in (1).
Let us now consider T (z, «, f,) as a function of z, say M, (2).
We have

5) My (x=Fk+af) (2 f:o p(s)ds 4 a f:fo’ (x —s -+ 2)@s)ds,
and the second derivative is
®) M@= (@[ go)d+a ff (x—s+2) @ (s) ds.

Since f,” > 0, we see that M," (z) > 0 for all x > 0. Hence the equa-
tion M’ (z) = O has at most one root in z for any x. For large , it is clear
that there will be no root, and for small x, say x = 0, there will be a root
provided that 4, p and % are properly related, a point we will check sub-
sequently. Meanwhile, let us show that this root, which we call z, (x) is
monotone decreasing in x.

To show this consider the expression G, (x, z) = —afy’ (2 f p(s)ds —

a f fo (x —s 4+ 2) p(s) ds, as a function of x for fixed z. Its derivative

with respect to x is

0 G, x
(7 o st e s,

which is negative. Hence, the family of curves w = G, (x, 2) looks as
follows

w
w=064(0,2)
w=G°(x,z)—>¥ wek
[¢] z ©
Figure 6
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This graph very clearly shows that z, (x) is monotone decreasing in x, and
equal to zero for x > x,.

In order to obtain similar results for the second approximation, we
must show that f," (x) > 0. We have

(8) fi(x) =T (2, (%), x, fo), 0<<x<< 2,
=T (0, %, f), %, < A.

In [0, x,], we have
O K@=—ap [ p@dsta [ fe—stag@ds,
and
(10) AW =apel) +af @)@
e [T 47— +2) 99 d9) (1 + derfd)

From (9), we see that f,’ (0) = — ap. Since f,’ (x) is monotone increasing
in x it follows that ap 4 af,’ (2) > Ofor z > 0. Hence we will have
fi" (x) > 0 if we show that 1 4 dz,/dx > 0.

To do this we return to the equation defining z;, namely M, (z) = 0.
Using the expression in (5), we see that

11)  [afs" (2). f:’ g(s)ds +a f: fo (% — s -+ 2) @ (s) ds] dzjdx
+a f:fo”(x—s—{-z)gv(s) ds =0,

which shows anew that dz,/dx <C 0 and that 1 4 dz,/dx > 0.
We require finally a relation connecting f,’ (x) and f,’ (x).
We have

12)  fW=—ap [ gdste [ S x—9p)ds.

Hence in [0, x] we see that £, (x) << f,’ (x), since f,’ (x) is monotone in-
creasing in x. Since f, (x) = f, (x) for x > %, we have

(13) fl ) <AhH' (%)

for all x > 0.
Continuing as in the preceding pages, we see that we obtain a function
Za () for each » having the property that

(14) (@) za(x) >0for0<<x < xn
(b) za(x) = Ofor xn < %,
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and 2 (x) monotone decreasing in x. Furthermore the sequence x, will
be monotone decreasing and possess a limit x.

It remains to show that x = 0 if a, $ and % are suitably related. This
is equivalent to checking as to whether or not f, (x) is the solution.
Returning to (5), we set x = 0 and examine the equation

(15) kR4afy{z) =0

If & + afy (0) < 0, there will be a solution of this equation. Turning to
(12), we see that fy’ (0) = — ap. Hence we require

(16) k<a%p

the intuitive and expected condition for a process involving a one-stage
delay.
§ 15. Convex cost function—unbounded process

As another illustration of the power of the method of successive approx-
imations, let us consider the case where the cost of ordering, g (y — x),
is a strictly convex function of the amount, y — x, ordered. The equation
is now

(1) S =Minlgty—x) +al [ pls—yp)d+/0 [“pls)ds

y=z

+ [[fo—9 99 ds.

As usual, we set

@ S =al [ p—0pOds+£0 [ o ds+ [ folr—p()ds,
and,forn =1,2, ...,

) frer(®) = Min T (y, , fu) .
vz
Let us begin with the consideration of f, (x), assuming that g (x) possesses
a continuous derivative for x > 0.
If y > «x, y is determined by the equation

@  go—n=alp [ peds— [ f =99 ds.

Since we have assumed that g (x) is convex, i.e. g" (x) > 0, it follows that
this equation can have at most one root, since the left side is monotone
increasing and the right-side monotone decreasing.

For x = 0, there is a root provided that

(5) g 0) < ap.
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For x large, there is no root if g’ (0) > O.
If y > x, we have

(6) L) =—¢y—2),

and

™ fi" () = —¢" (y —#) (dy[dx — 1).

To determine the magnitude of dy/dx — 1, we turn to (4). This yields
8 g (y—=x) (@yldx—1) = [—apo(y) —afy (0) p(y) —

(@ [* 7y —9) @ (5) d5) 1 dyjas.

From this we readily conclude that dy/dx > 0 and dyjdx — 1 < 0.
Hence f,” (x) > 0.

Furthermore, we see that — f;" > — f,/. We now have all the details
of an inductive proof of

THEOREM 6. There is a function v (x) and a number x with the properties
9) (a) v (x) > x, y (x) is monotone increasing

B y&® >xforx<<xy =xx>x

(¢) x>0ifap > ¢ (0)
This function y (x) is the optimal policy in (1).

Appendix Chapter V—The Renewal Equation

The equation
M w) =f @+ [(ue—9pEds,

which occurs in a great many different areas of analysis, is commonly
called the renewal equation.

There are two important methods available for establishing properties
of the solutions, the method of the Laplace transform, and the Liouville-
Neumann method of solution — which is successive approximations.

The Laplace transform technique owes its success to the fact that

f “u (x — s) @ (s) ds is a convolution having the formal property that

@) f e-‘x[f (x—s) )ds]dx—(fwe—‘xu(x)dx)

(f:’ e g(s)ds) .
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Hence (1) yields, proceeding completely formally,

3) f°° =t 1 (%) dx — f°° et f(x) dx | (1 — f:’ et @ (x) dw) ,

o

from which a great deal can be deduced concerning the asymptotic be-
havior of u (x) as ¥ — co, using either Tauberian theorems or complex
variable theory, under appropriate assumptions concerning fand ¢.

However, the properties of most interest to us here, positivity, con-
vexity, et al, can most readily be deduced by considering the sequence of
approximants

(4) o = f(x)
tn +1 = flx) + Jx sn (x — ) @ (s) ds,
o
and showing that each function . (x) has the required property.
This approach is justified by the following result.

THEOREM 9. Let us assume that

(5) a. f(x)is bounded in every finite interval [0, x,]
b. f°° lgs) |ds <1.
o

Then there is a unique solution to (1) which is bounded in any interval
[Or xo]-

This solution may be obtained as the limit of the sequence given by (4).
If f (%) is differentiable and @ (x) is continuous, we have

(6) W@ =S W+ w0+ [ =9l ds.

Iff(x) > 0,0 (x) = 0, then u (x) > 0.

There are a number of other combinations of conditions corresponding
to those given in (5a) and (5b) which also yield existence and uniqueness.

The proof of Theorem 9 is readily obtained following the techniques
we have by now applied many times over.

Exercises and research problems

1. Obtain the analogue of Theorem 3 for the case where the distribution
function of demand varies from stage to stage.
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2. Consider the case where there are fixed costs in both initial purchasing
and the penalty cost and the distribution of demand has the form ¢ (x)
=1RO0<<x<<h @) =02x>h

3. Consider the process with a fixed cost in the case where there are only
two levels of demand, high and low. Can one generalize the result ob-
tained here to the case of an arbitrary finite number of different demands ?

4. Obtain the analogues of Theorems 1, 2, and 3 in the case where there
is a storage cost at each stage proportional to the quantity of items stored
over the previous stage.

5. Obtain the functional equations corresponding to the process in which
both the demands and times of demand are random. Consider the cases
where the times of demand have a continuous distribution and a discrete
distribution.

6. Obtain the analogue of Theorem 5 for processes with arbitrary time
lags.

7. Consider the case where there is fixed cost and determine
a. The “constant stock level” policy which minimizes expected cost
b. The ““sS”-policy which minimizes expected cost.

8. We are interested in producing a single item over a given number of
time periods in order to satisfy known future demands. We wish to do
this in such a way as to minimize costs, knowing the costs for production,
storage, and change in production rate as functions of time.

Let us consider the discrete version first. Let

T = the number of periods,

r¢ = demand at time ¢,

x¢ = amount produced in time interval [t — 1, £],

X» = given initial production,

Ye = xe+1— % > 0, the increase in production rate
at time ¢,

u; = excess of supply over demand at time ¢.

The costs are

¢i = cost of producing an item in the period [ — 1, 7],

di = cost of storing an item in excess of demand for
one period,

e; = cost of increasing production rate by one unit

per unit of time.

Assume that we wish to minimize the total cost of the T-period process
under the condition that the supply must always exceed the demand.
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9. Consider the above problem under the condition that production
cannot be expanded in an arbitrary fashion. In particular, discuss the
two cases

a we<xm+1<<ax, 1l <a<oo

b. xtgxt+1gxt—l—b,b>0.

10. Consider the case where the demand is stochastic, under the following
two alternative assumptions

a. Demand must always be satisfied
b. Demand can be postponed one stage

11. Obtain the functional equations corresponding to the process de-
scribed in § 2 under the assumption that we desire to minimize the prob-
ability that the cost exceeds a given quantity c.

12. Consider the functional equations discussed in the chapter under the
assumption that the distribution function ¢ (s) ds is replaced by the more
general Stieltjes distribution 4G (s). Obtain the requisite existence and
uniqueness theorems and determine in which ways the theorems esta-
blished above must be modified in order to remain valid.

13. In what ways is the problem of ordering for a military supply depot
different from the problem of ordering items for a department store ?

14. Assume that there is no penalty for not being able to meet the de-
mand, but that there is a return of & dollars for each item demanded and
supplied. Suppose that this return can be used to increase the quantity
available at the next stage. Given an initial stock of x, and a supply of
money equal to ¥, how should one order so as to maximize the total ex-
pected return? Consider both finite and infinite processes under the
assumption of proportional costs.

15. Consider the equation

S = Max [g) +h—n) + [ /=) k() ds]

0<y<=
where
0=r0)=0

g

g W >0r(y) >0g(0) <h(0).
k

g

") >04"(y) >0

e) % (y) — g (y) is monotone increasing in y.
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Show that the solution is given by
f=h{x),0<<x<x

x) + f“f(x_s) E(s)ds, x> %
where x is determined as the non-zero root of
h(x) =g(x) + f h(x —s) B (s) ds.

16. Consider a situation where one must order items to be sold in antici-
pation of an uncertain demand which can be taken as a known stochastic
variable. Let equal ordering periodsbe indexed 0,1, 2, . . .,and the demand
be described by a distribution

F; (x) = probability that the demand is less than or equal
to x in period <.

Let p be the unit selling price and C (y), assumed differentiable, be the
total ordering cost for y units in any period; I be the inventory at the
beginning of the present period (period 0); and suppose that all units
ordered at the beginning of the period are immediately available—units
may be ordered only once during a period and cannot be disposed of
except through sales at price p on demand.

Given any ordering policy, #;, at each stage there will be a cash return
of

P@(xz,yz, ) i)mln(Il_‘"yl:xl)_C( )
Let the purpose of the process be to maximize the expected value of

[ X ai Py (xi, v, 15)],0<a <1,

t=0

Show that the resultant system of recurrence relations is

felly =max [ | [pmin(l + v, %) —C (¥

vz=0 Jo
+ afr+1(max (0, I 4+ y — x)] dF (x)],
and solve in the case where C (y) = cy. (Harlan D. Mills)

17. Consider the equation

f{x) = Min | kz+af p(s—x)@(s)yds + af (2 f (s

+a [ fle—s g6 b)),
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corresponding to a one period lag in supply.
Assuming that the optimal policy is to choose z so that x + 2z =L,
for 0<<x<<L,and z = 0 for x > L, determine L.

18. Prove or disprove that this is the optimal policy.

19. Examine the conjecture that in the general % period lag case, the
optimal policy is to order nothing if the sum of the quantities on order
and on hand exceed a certain quantity L, and to order a quantity equal
to the difference if L exceeds this sum.

Bibliography and Comments for Chapter V

§ 1. The mathematical model of the inventory problem we consider here
originated in the pioneer paper of K. D. Arrow, T. E. Harris and J. Marschak,
“Optimal Inventory Policy,” Econometrica, July, 1951. Stimulated by their
investigations, two further papers appeared A. Dvoretsky, J. Kiefer and
J. Wolfowitz, “The Inventory Problem I, I1,”” Econometrica, vol. 20 (1952),
pp. 187-222.

The first of these papers is devoted to existence and uniqueness of the
solution of the basic functional equation, and to a discussion of some parti-
cular processes. The second paper is more statistical in nature and devoted
to the question of determining the distribution of functions of demand as
the process continues.

The results of this chapter were obtained in conjunction with I. Glicks-
berg and O. Gross, R. Bellman, I. Glicksberg and O. Gross, ‘“On the Optimal
Inventory Equation,” Management Science, vol. 2 (1955), pp. 83-104.

Since the appearance of these papers, a large number of papers, both
published and privately circulated, have appeared on the topic of inventory
control. We suggest that the interested reader thumb through the pages of
Econometrica, Jour. Soc. Ind. Appl. Math., Jour. Operations Research Society,
Management Science, and Naval Quarterly Jour. of Logistics, where he will
find further results and references.

§ 3. The results discussed here are in accordance with the remark of an
earlier chapter that the derivatives of the return functions, or ‘“marginal
returns’’ possess a simpler structure that the return functions in many cases.

Appendix. Further results concerning renewal equations and functions of
similar type may be found in W. Feller, “On the Integral Equation of
Renewal Theory,” Ann. Math. Stat., vol. 12 (1941), R. Bellman, (with the
collaboration of J. M. Danskin), “A Survey of the Theory of Time-Lag,
Retarded Control and Hereditary Processes,” RAND Corporation, 1954,
R-271.
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CHAPTER VI

Bottleneck Problems in Multi-Stage
Production Processes

§ 1. Introduction

In this chapter we shall discuss a particular class of significant and
difficult variational problems arising from the study of multi-stage pro-
duction processes.

We shall first formulate a discrete version of the process, which under
certain assumptions of proportionality of output to input leads us to the
problem of determining the maximum of a linear form subject to linear
constraints, a basic problem to which the theory of linear programming
has made notable contributions in recent years. Although the state of
analytic research on this fundamental problem is still in its early stages, a
large class of problems arising in applications can be successfully resolved
numerically, with the aid of modern computing machines and various
iterative techniques such as the “‘simplex” technique.

The study of bottleneck processes, however, which combine a moderate
number of activities at each stage with a large number of stages, encoun-
ters the usual difficulty of dimensionality if conventional computational
methods are used. As in the treatment of the processes of the previous
chapters, we can circumvent this obstacle to some degree by using a for-
mulation in terms of functional equations. Since, however, we are interest-
ed in explicit analytic solutions, in order to study the character of optimal
policies, we shall formulate continuous versions of processes. It is worth
emphasizing that the continuous process may actually be closer to re-
ality than the discrete version in many cases. An essential weapon in our
mathematical armory is the use of the dual continuous process, thus ex-
ploiting the linearity of the process.

To illustrate the method, we shall treat a simple process in detail, in
this chapter, while a more complicated process will be discussed in the
subsequent chapter. In many cases, these analytic methods, applied with
faith and resolution, permit us to obtain explicit analytic solutions of the
maximization problem, together with an explicit description of the opti-
mal policies, Many difficulties, however, remain as far as the construction
of a general theory is concerned. Examining the following pages, the
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reader will quickly see that the mathematical theory of these problems is

in its rudimentary stages.
The variatijonal problem is that of determining the maximum over the

vector function z (f) of the inner product (x (T), a), where x and z are
connected by the vector-matrix differential equation

(1) dxjdt = Ax + Bz, x (0) = ¢,
and z satisfies the constraint
2 Cz << Dx,

forO<it<<T.

The techniques we employ to discuss this problem will be further de-
veloped and applied to classical problems in the calculus of variations
in Chapter 9.

§ 2. A General class of multi-stage production problems

A central problem in the theory and application of mathematical eco-
nomics is that of integrating a complex of industries, of similar or varie-
gated type, so as to produce a given product in a most efficient manner.
Here the criterion of efficiency may be minimum time, or maximum
profit, or some combination of both.

As an example, which is quite elementary from the economic point of
view, but sufficiently advanced from the mathematical viewpoint to
generate problems which we cannot resolve as readily as we would desire,
let us consider a simple model of a three-industry production process
where the individual industries are the “‘auto” industry, the “steel” in-
dustry, and the “‘tool” industry.!

In this highly condensed or “lumped” model of economic interplay 2
we shall assume that the state of each industry is completely specified at
any time by its stockpile of raw material and by its capacity to produce
new quantities using these raw materials. Furthermore, we shall begin by
assuming that it is sufficient to consider that changes in these basic
quantities, stockpile and capacity, occur only at discrete times ¢ = 0,
1,2, ..., T.

1 Needless to say, these names are used merely to guide our intuition. It is
not suggested that any deep significance be attached to them.

2 This type of lumping is precisely analogous to what is done in the study of
electric circuits in the low frequency case, where we introduce the concepts of

[ Y3

“resistance”’, “inductance’”’ and ‘‘capacitance”.
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Let us then define the following state variables:

(1) %y {) = number of autos produced up to time ¢,
%, (£) = capacity of auto factories at time ¢,

x4 (#) = stockpile of steel at time ¢,

%, (f) = capacity of steel mills at time ¢,

x5 (f) = stockpile of tools at time ¢,

% (t) = capacity of tool factories at time ¢,

We make the following assumptions concerning the interdependence of
these three industries:

{2) a. An increase in auto, steel or tool capacity requires only steel and
tools;
b. Production of autos requires only auto capacity and steel;
c. Production of steel requires only steel capacity;
d. Production of tools requires only tool capacity and steel.

The dynamics of the production process may be described as follows:
At the beginning of each unit time period, say ¢ to ¢ 4 1, we allocate
various quantities of steel and tools, taken from their respective stock-
piles, for the purposes of producing autos, steel, and tools — which is to
say increasing the stockpiles of these quantities—and for the purposes of
increasing the auto, steel, and tool capacities.

Let, for:=1,2, ...,

(3) a. 2 (f) = amount of steel allocated at time ¢ for the purpose of
increasing x; (f),

b. wi () = amount of tools allocated at time ¢ for the purpose of
increasing x; (2).

Upon referring to the assumptions in (2) we see that
(4) a. 2(8)=0
b. w,(t) =w;(f) =ws () =0

In order to obtain relations connecting x; (¢ + 1) with x; (f), z: (f) and
w; (f), we must make some further assumptions concerning the relations
between output and input. The simplest assumption to make is that we
have a linear production process with output of an item always directly
proportional to the minimum input of required resources.® Thus, produc-

3 As we have observed in the preface, this may not actually be the simplest
for mathematical purposes. A more realistic assumption predicated upon a law
of diminishing returns, involving nonlinear functions, may actually lead to a
simpler mathematical problem. The reason for this is that nonlinear functions

take more kindly to a variational approach. On the other hand, linear problems
may be more readily treated numerically, in some cases.
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tion is directly proportional to capacity whenever there is an abundance
of raw materials, i.e., stockpile, and directly proportional to the minimum
quantity of raw materials whenever there is an abundance of capacity.

It is because of this dependence upon the minimum resource that we
use the name ‘“‘bottleneck problems.”

As an illustration, the increase in the number of autos from ¢ to £ 4- 1
will depend upon the capacity of auto factories at ¢, x, (f), and the quan-
tity z, (#) of steel, as defined above in (3a). Since production depends upon
the minimum of capacity and supply of raw material, we obtain the
equation

(®) x4+ 1) =% () + Min(y, 4, (), a1 2. (8)),

where ¢, and «, are taken to be known positive constants.

In a similar fashion, combining the assumptions in with those of the
previous paragraph, we obtain the following equations which relate
2 (¢ + 1) to x: (9), 2 (9), and w; (2) :*

(6) %, (¢ + 1) =2 () + Min (y; %, (¢), @y 21 (f))
%5 (8 + 1) = x, () + Min (a; 2, (1), f2 w. (£))
s+ 1) =25(8) — 21 () — 22 (8) — 24 () — 25 (f) — 26 (&) + y2 %, (F)
%y (E 4+ 1) = x4 (f) 4 Min (a, 2, (¢), Ba w4 (¢))
X5 (84 1) = x5 () — we () — wy () — w4 (£) + Min [y, x4 (1), a5 25 (£)]
% (£ -+ 1) = x4 (£) + Min (a4 26 (2), Bs w5 (7)),

where ai, i, and y; are constants.
The constraints upon z; and w; are obviously

(7 (a) 2z, wi >0
(b) 2tz 2+ 2+ 2 < 7
() wy+ wy+ w, < x;

together with the “common-sense” constraints

8 (@) a2, <yix,

(€} ayz, = f,w,
(b) a,2,=f,w,
d) a5z, < v;%

(
(€) ag 26 = fg We

¢ All these equations are conservation equations which state that the quantity
of an item at time ¢ + 1 is the quantity at time ¢, minus the quantity used over
[t, t + 1], plus the quantity produced over [¢ ¢ + 1].
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The meaning of these equations is that there is no advantage to any
allocation beyond the capacity of production, and again that the mini-
mum resource determines the production level.

By means of these additional constraints we may eliminate the va-
riables w; completely, obtaining in place of (4.6) the system of equations:

B+ 1) =x0 + a2, 20 =c
Kot 4 1) = 2, (8) 4- a2, (¢), %2 (0) = ¢4,
G+ 1) =20 —208) —20) —2.0) — 2z () — 2 (t)
9) + Y2 %4 (8), %5 (0) = ¢,
Fo(t 4+ 1) = 24 (8) + ag 2, (F), %, (0) = ¢4,
s (E+ 1) = x5 (8) — €222 () — €024 () — &5 26 () + a5 25 (7),
& = aiffi, x5 (0) = c5,
X (0 + 1) = x4 (8) + aq 26 (t), %6 (0) = cs.
The constraints, in turn, have the form, for each ¢:

(d) =0

) 2tz 2+ 25+ 2 < x5
(10) (€ yaza+ Yat2s+ Y26 << x5
d z<<foxe
(e) 25 << fs%-
We must now choose the z; () for £ =0,1,2, ..., T — 1, subject to

the above constraints, so as to maximize x, (7).

§ 3. Discussion of the preceding model

It is easy to see that x, (T), the total number of autos produced over
the time period [0, 7], may be written as a linear expression in the quan-
tities 2 (¢),¢=0,1,2, ..., T —1,4=1,2,...,6. The problem of
maximizing %, (I) subject to the linear constraints of (2.10) is conse-
quently within the domain of linear programming. It may be solved
computationally for explicit values of the coefficients and the time 7, by
iterative processes of various types, provided that T is not too large. In
particular, for dynamic processes of the kind considered here, a number
of important simplifications are possible.

However, in general, in analyses of the type presented here, we are not
so much interested in the numerical solution corresponding to any par-
ticular set of constants as we are in the complete set of numerical values
obtained from a range of parameter values. In other words, in most cases
the whole interest of the investigation lies in a “sensitivity analysis,” or
equivalently a “‘stability analysis,” of the solution.
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This sensitivity analysis is required because of the many assumptions
we have made such as linearity of output, the crude description of indus-
tries in terms of lumped capacities and stockpiles we have employed, the
absence of time lag or “lead time”’ in production, and so on. Any conclu-
sions concerning the structure of optimal policies that may be drawn
from the simplified mathematical model can have validity only if these
conclusions are relatively insensitive to the precise values of various para-
meters which occur.

It is clear from what we have said above that the numerical work
involved in performing any reliable sensitivity analysis using purely
computational techniques, involving as it does a probing of many-dimen-
sional space, will be tedious, time consuming, and inevitably incomplete.

The question arises then as to whether or not it is possible to determine
the intrinsic structure of an optimal policy, regardless of any numerical
values we may subsequently assign to the parameters. This knowledge is
not only of importance in itself, in allowing us to make a complete sensi-
tivity analysis of the solution, but is also extremely helpful in determining
approximate solutions in cases where explicit analysis seems hopeless,
and in furnishing analytic clues to the solution of more complicated pro-
cesses.

As a first step towards obtaining the solution, both analytically and
computationally, we shall reformulate the problem in terms of functional
equations.

§ 4. Functional equations

It is clear that the total output of cars obtained using an optimal allo-
cation policy is a function only of the initial resources, ¢,, ..., ¢;, and
the duration of the process, T. Furthermore, ¢, need not be explicitly
mentioned.

Let us then definefor T =1, 2, ...

(1) flcs s -, €e; T) = The total output obtained over a time interval
T starting with initial resources ¢, ¢ =
2,3, ..., 6, and employing an optimal policy

Employing the principle of optimality, we obtain the following functional
equation for f(c,, ¢5, ..., ¢q; T):

(2) fles €y ovnsce; T+ 1) =Max{oyz, + flel, 65,. .., 66" T)H,
z

where
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¢ =C a2y

€y = Cp— 2y — 2 — 2y — 25— % -+ Va2 €y
(3) ¢ =cqtagz,

€ == C5— 8,2y —— €47, — &g %5 + U5 25

cs' = €5 + Qg Zg,
and Z denotes the region in the (z,, 2,, 24, %5, %5)-Space defined by the
following inequalities

(a) 22>=0

b) zitzm+tz+zt+z<c
(c) Y222+ VaZy + Ve 26 < C5
d zmn<fic,

(&) 25 foce

[=})

The analytic problem of determining f, and, more importantly, the
nature of the optimal policy is still one of great difficulty. The computa-
tional problem is also formidable involving as it does the tabulation of a
function of five variables for each value of T. The homogeneity of the
process enables us to reduce this to a problem involving four variables.
We shall refer to this fact again in following sections.

The computational problem involved in determining the maximum
over the region Z, a polyhedral region bounded by planes, may be greatly
simplified by observing that the maximum occurs at vertices.

§ 5. A Continuous version 5

To simplify the analytic problem, we shall transform the discrete
process into a continuous process. In so doing, our purpose is to avail
ourselves of the combination of the powerful methods of calculus, to-
gether with the resources of linear algebra. It is very often true, in dealing
with the physical world, that continuous models are far simpler to discuss
than discrete models.

To obtain a continuous version, we assume that decisions are made at
times 0, A¢, 2 A¢, and so on, and that the allocations z; (¢), w; (¢) previously
made over the time interval [¢, £ + 1] are replaced by allocations z; (f) 4¢,
w; (t) At over the interval [t, ¢ -+ Af]. The quantities z: (f) and w; (¢)
are now rates of allocation of resources.

Turning to the equations in (2.9) describing the discrete process and
allowing A¢ to approach zero, the new equations take the form

5 Chapter VIII is devoted to a similar continuous version of the discrete process
of Chapter 1I.
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x () = ayz1 (t), %1 (0) = ¢4,
Xy () = @z 25 (8), %2 (0) = ¢y,

Xy () = — 2, () — 23 (f) — 2, (&) — 25 () — 26 (&) + y2 % (8),
1) %3 (0) = ¢,

X () = a5 2, (), 2, (0) = ¢4,

X5 () = — ez () — &4 24 () — &6 26 () + a5 25 (8), %5 (0) = ¢,

%6 () = ag 24 (1), %6 (0) = cs.

(* signifies differentiation with respect to t).

The constraints upon the z; are now

@) z2=0

(b) z 42+ 2,4 25+ 2 o0
(2) (€) Veza+ Viza+ Ve2s < 00

d) z“<faxe

(€) 25 << /fo %

This means that the constraints of (2b) and (2c) disappear. Two con-
ditions which were automatically satisfied before must now be added.
These are the conditions that the stockpiles be non-negative at all times,

(3) (b") x5 =0
(C’) x5 >0,

From these constraints we see that whenever x; = 0 we must have
(4) R R TR T S e P A
and similarly when x; = 0 we must have
(5) £9 25 - E4 24 + €5 25 << U5 %5

It follows that z,, z,, z,, and z, are unbounded whenever x, and x; are
posttive. This means that delta-function type solutions may occur. This
point will be discussed in more detail in the subsequent chapter where an
example involving this type of solution is discussed. However, a rigorous
discussion of this feature of a solution will be postponed until the second
volume. We shall proceed essentially in a formal manner in this and the
following chapter at various points where a rigorous discussion would take
us too far afield.¢

8 It is important to point out that the continuous process is described by the
above equations. A detailed discussion of this point is given in Chapter VIII,
where we also discuss the connection between the discrete and continuous processes.
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The problem is now to maximize x, (T) subject to the above constraints,
After some discussion of notation, we shall approach this problem
using the functional equation approach of dynamic programming.

§ 6. Notation

Let us introduce vector-matrix notation which will greatly simplify
the notation and thus be of considerable help in presenting the general
theoretical approach, unclouded by a superabundance of superscripts.
Following the discussion of the basic concepts, we shall consider a par-
ticular example, to illustrate the analytic minutiae, which are not trivial.

Let x (#), z(¢), and ¢ denote respectively the n-dimensional column
vectors

% () zy (¢) (21
%3 (f) z; (?) (2

xn.(t) Zn &t) c;,

and A4, By, for such values of 7 and § as occur, denote # x m matrices.
We shall be dealing only with vectors ¥ and z whose components are
non-negative. To indicate this fact we use the notation x > 0 to denote
the relations x; > 0,7 =1, 2, ..., #n. The inequality x > y is equivalent
tox—y >0
Turning to the equation in (5.1), we see that it may be written

(1) dxjdt = A, x4+ A, 2,x(0) =¢
where 4, and A4, are matrices determined by the coefficients in (5.1).
Similarly, the constraints in (5.2)—(5.5) take the form
(2) 2>0
B,z<<B,x

The problem of maximizing %, (T') is a particular case of the problem of
maximizing a linear combination, Zn' ¢i % (T). To express this in simple
form, we introduce the inner prod;:tlof two vectors x and y, namely
® (x3) = &

The general problem is then that of choosing z () so as to maximize

(% (T), a) where a is a given vector, subject to the relations giveri above in
(1) and (2).
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One of the difficulties that arises in the continuous case, and not in the
discrete process, is that this maximum may not exist if we restrict z (f) to
be a function in the usual sense. We shall proceed on the assumption that
the constraints in (6.2) are sufficient to ensure the existence of a maxi-
mizing function. This will be the case if (6.2) has the form z << B, x,
where B, is a positive matrix. A complete treatment will require the use
of Stieltjes integrals.

§ 7. Dynamic programming formulation

Since the forms of the equations in (6.2) are time-independent,
it follows that Max (x (T), @) (where we shall assume throughout

Z
the remainder of this expository chapter that the maximum actually
exists) is a function only of T and the components of ¢, which is to say, of
the initial stockpiles and capacities, the state variables and the duration
of the process.
Let us then write

1 Max (x (1), a) =flc, TV =flen, oy oo -sn; T).

§ 8. The basic functional equation

We shall now derive a functional equation for f using the Principle of
Optimality ?, which in this case states that the nature of any optimal
allocation policy over the interval [0, T, which is to say, one which yields
the maximum of (x (T), a), is such that its continuation over any final
sub-interval [S, 7] must be an optimal policy for a process of duration
T — S starting from the initial state ¢ (S).

Here ¢ (S) is the vector x (S) obtained from (6.1) using an allocation
policy over [0, S].

The mathematical transliteration of the verbal principle yields the
functional equation

(1) fleS+T)=f((5)T)

for an optimal policy over [0, S + T7].
It follows that the policy over [0, S] is determined by the equation

(2) fle, S+ T)=Maxf(c(S),T),
[0, 5)

where we maximize over all feasible policies over [0, S], that is to say,
over all z {#) satisfying the constraints.

Equation (2), together with the initial condition f{c, 0) = (c, ), is the
basic functional equation governing the process.

? Chapter III, § 3.

192



BOTTLENECK PROBLEMS
§ 9. The resultant nonlinear partial differential equation

Let us now use the basic equation in (8.2) to derive a partial differential
equation for £, on the assumption that fand x possess the requisite differ-
entiability properties. As we shall see below, it is quite permissible to
proceed formally at this point since we shall derive a technique for veri-
fying the validity of any proposed solution.

Let us take S to be an infinitesimal. Then we have
O @ fle,S+T)=7fCT)+Sfr+0(S)

(B) ¢(S)=c+S[dyc+ Az z(0)] + 0(S),
© f(5.T)=flc+ S[drc+ 4:2(0)T) + 0(S)

=fT)+ S((4ic+ 4:2(0),
where 0 f/é ¢ denotes the vector
L
acy
i

P ac,
@ g0 "

K

aCN

As S shrinks to 0, the maximum over the interval [0, S] shrinks to a
maximum at S = 0, or a maximum over z (0), under our assumptions of
continuity. With reference to the expansions in (1) above, we see that the
infinitesimal analogue of (1) is the nonlinear partial differential equation

_ if_)
3) ofjoT = 1\:[(::.;( [(Alc + A4,z (0), r ]

where z (0) is constrained by the equations in (6.2).

§ 10. Application of the partial differential equation

The importance of the equation in (9.3) resides in the fact that it per-
mits us to determine the solution over [0, T + A T if the solution has
already been determined over [0, T] for a/l initial states.

It turns out to be true that in many of these problems the difficulties
are readily resolved for small 7, since for processes of short duration, the
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obvious, crude, policies are optimal. It follows then that we have, in
theory, a systematic means of continuing the solution up to any desired
value of 7. Although systematic, the details are by no means trivial, as
we shall see in the next chapter.

In the next section, we shall go through the analysis involved in re-
solving a relatively simple problem. Much of the analysis can be discarded,
once we have ascertained the structure of the solution, which in many
cases 1s plausible on economic grounds.

§ 11. A Particular example

As an application of the general approach presented above, let us now
consider the problem of maximizing x, (T'), where

(1) dx,\[dt = a, z,, %, {0) = ¢,,
dxyfdt = a; 2, — 2,, %, (0) = ¢,

and z,, z,, the rates of allocation, as functions of ¢ are subject to the
following constraints:

(2 (@ 2,220,
(b) 21+ 2, < o,
(€) z<x,
(d) x,>0.
foro<<t<T.

In this case, the rates z, and z, are uniformly bounded, and it is easy to
see, using either a direct weak convergence argument, or relying upon
classical theorems in the calculus of variations, that the maximum is
assumed. Hence we may set in rigorous fashion,

(3) flen €3, T) = Max %, (T).

[0, T]

As in the general case, f satisfies the functional equation

(4) flene, S+1T) = Max f(x:(S), % (S), T),

which, in the limit as S — 0, yields the partial differential equation

of [ of g:l
(5) T = I\:I(QO)X a2 2c, + (@22, — 29) cal

which, at the moment, we recall, is purely formal, since we do not know
whether or not f has the requisite continuity properties.
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The maximum is taken over the region defined by
(6) (a) 0<<z, 2z,
(b) 2+ z2:<c,
() 2z < ¢,
with the additional constraint
(M Ay 2y — 2, >0,

if x;, = 0. The variables are now z, = z, (0), z, = 2, (0).

Let us now sketch the analytic procedure that will yield a solution. We
begin with the most complicated case, that where ¢, < ¢,. For a process
of short duration, the solution is trivial. We have
(8) 2, = 0,2, = x,,

f=cyemT,

This policy is pursued until a “‘bottleneck’ develops, which is to say,

¢, exceeds ¢,. Using the optimal policy described in (8) we see that this

situation will occur as soon as T exceeds T, = log (¢,/c,)/a,.
To obtain the solution for T > T, we rewrite (5) in the form

of of of of
(9) aT I\ZII:)')X [21 (al‘a?l_a—c_) + aza_czza] .

The location of the maximizing point (z, (0), 2, (0)) will depend upon the
sign and magnitude of the coefficients of z, and z,. For T < T, we have
of of

(10) a @_cl— 302 = ’

Ay 7— = a, eMT,

oc,

Using our assumption concerning the continuity of f/dc,, of/dc,, we
suspect that the solution for T slightly greater than T, will have the
form

(11) (@) 2,=0,2=xfor0<<S<T,
b) znn=0,z,=x0orT, <S<T.
Applying this policy, f takes the form
(12) f=cl+(T_‘T1) azclr

where T, is as above. In order to determine how long this policy endures
when T > T,, we consider the process as starting from S = T,. In terms
of ¢, = ¢, (Ty), ¢y’ = ¢, (T,), f has the form

(13) f=¢' +ae)/ (T—T)
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The equation which replaces (9) has precisely the same form with ¢, ¢,
replaced by ¢,’, ¢,’, namely

o _ of o ) of ]
(14) o7 — Max ["" (“‘ dor oey) T % acy

We have, using (13),

of of
(15) a 301' - 302, = 4,4 (T - Tl) —1 ’
o
% oc,' = G

The coefficient of z, is negative for T << T* = T, + 1/a, a,, 0 at T*, and
positive thereafter.

It follows that the new policy given by (11) remains optimal for T, <C
T<<T*

Furthermore, since T* — T, is independent of ¢, and c,, we see that
we know the form of the optimal policy over a tail interval.

It remains to determine what the policy is in the middle of the interval
[0, T) in the general case when T exceeds T*. We suspect from an exami-
nation of the vertices in the figure below that it has the form

(16) Zl = xg _xl, 22 = xl.

It is instructive to consider the region determined by the constraints
in (6) when ¢, > ¢,

Z
Z,2C
N o
P
Z|+22:Cz
0 R Z,
Figure 1

When maximizing over z, the three crucial points are the vertices P,
Q and R, where P = P (0,¢,), Q = (c;— ¢y, ¢1), R=(cy, 0). It is the
principle of continuity which leads us to choose () as the maximizing vertex
as s0on as Cy SUrpasses ¢;.
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Instead of verifying this directly, which may be done, we shall describe
in the next section a more elegant technique which exploits the linearity
of the process. This technique serves not only as a means of verifying
proposed solutions, but also as a theoretical tool for the determination of
the nature of optimal policies.

§ 12. A Dual problem

Let us, to illustrate the principles we shall employ, take our basic
equation to have the form

(1) dxjdt = Az, z(0) = c,
with constraints of the form
(2) @ z>=0

(b) Bz<{«x

() x=>0.

Note that the equation in (6.1) may always be written in the form of
(1), if A, > 0, by first writing it in the form

(3) dxjdt = A, w + A, 2,2 (0) = ¢,

with the constraints

4) @ 2=0
(b) Bz<<«x
() w=Tx.

and then combining the vectors w and z into one. However, an equation
of the type appearing in (6.1) may also be treated directly by these
methods.

Since x = ¢ + ft Azdt, the constraint of (2b) may be written
(5) Bz+f‘Czdtgc, (€ = —A)

The problem of maximizing (x (T'), a) is equivalent to that of maximizing
T T
f (Az, a) dt = f (z,a')dt, wherea’ = A’ a. Here A’ denotes the transpose

0

of 4.
Beginning all over again, we start with the problem of maximizing

T
J= f (z, &) dt over all z satisfying the constraints
o
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(6) (@ 2=0
(b) Bz + ftCzd_tlg ¢

Let w (¢) be a non-negative vector of the same dimension as ¢. Then by
virtue of (6b) we have

(M f * (@, Bz + f‘ Crdty) dt < f: (w, ) dt

o

Let, as above, B’ denote the transpose of B. Then, as is easily seen,
(Bz, w) = (2, B’ w). Integration by parts yields, for any constant matrix
C’

T t T T
(8) f (w, f Crdty) dt — f ( f Crwdt,, 7) dt
o 0 [4 t
Combining these two results, we have

(9) JT (w, Bz 4 f: Czdty) dt = JT (B'w + f;T C'wdt,, z) dt

4 [

Let us now assume that it is possible to find a vector w = w (¢#) which
is non-negative and satisfies the inequality

T
(10) B'w + f Clwdty, > o'
4
We then have the chain of equalities and inequalities:

(11) fT (w, ¢) di > LT (w, B + f: Czdty) dt

T T T
- f (B'w + f Crwdl, 2) dt > f (o, 2) dt
0 t 0
From this it is clear that

(12) Inf JT (w, ¢} dt > Sup fT (z,a") dt

where the infimum and supremum are taken over all w and z satisfying
the inequalities of (10) and (6b). If the minimum and maximum are as-
sumed, the details are as above. If, however, the minimum and maximum
are not assumed, then delta-functions will occur, which is to say, we must
reformulate the problems in terms of Stieltjes integrals. A number of
interesting and difficult problems arise in this way, which we shall not
discuss here.®
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If the two extremes in (11) are equal, we see that the following rela-
tions must hold *

(13) wi = 0 if e > (Bz + f " Cadt):
T
z=0ifa/ < (B w -+ f Clwdt);
t

The important fact which we now wish to establish is that, conversely,
any pair of non-negative z and w satisfying (13) and the original con-
straints will furnish solutions to the maximum and minimum problems.

To demonstrate this, let us note that if (13) holds, all the relations in
(11) are equalities. Assume now that z is another vector satisfying all the
constraints and for which

(14) f "o o) dt < LT 2, ') dt

[

Then with the w associated with z we have

T _ T _ T
(15) [[earas| epw (" cuia
o [ t
T 3 T
- f (Bz + f Cdty, w) dt < f (c, w) dt

T
=f (2, a") dt,

a contradiction.

It follows then that we have a procedure for verifying a conjectured
solution. Given 2, we seek to determine w by means of (13). Having ob-
tained w, we test to see whether or not w satisfies the given constraints. In
the next section we shall carry through the details for the problem of § 11.
This procedure will encounter difficulties if w is not uniquely determined
by (13). In this case, various alternative solutions must be considered.

& In particular, we shall not discuss the connection with a min-max result in
the theory of games, a result corresponding to known results for the discrete
problem.

? Apart from sets of measure zero.
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§ 13. Verification of the solution given in § 11
Applying the techniques described above, we find that the dual of the
problem posed in § 11 is the problem of minimizing JT (crwy + ¢y w,) dt
over w, (¢) and w, (¢), where ¥ and w are connected b; the equations,

(1) dy\fdt = — ayw, + wy, Y1 (T) = — 1,
Ayyfdt = — a, w,, yo (T) = a, °,

and the constraints have the form

(2) (@) 1w, wy,>0
(b) w,F+w, >y,
(©) we=n

The equations of (12.13) are now:
If

)

(@) 2z <2y, thenw, =0
by z;+2, <%, thenw,=0
() wy >y, thenz, =0
(d) w, + w, >y, thenz, =0

We have omitted the conditions corresponding to x, > 0 since we
suspect that the proposed optimal allocation policy automatically keeps
x5 >> 0. This is actually the case.

We wish to verify that the policy which maximizes x (T) is the follow-
ing:

4) @) ForT—1jaya, <t<<T, z (@) =0z, = Mn(x,, x,)
(1) ifx,<x,2,=0,2, = x,

(b) For0<<t<< T — 1/a, a,, .
(2) 2, =%, 2, = X% — %y, 2 = X4

It is easily seen that this is a permissible policy in that z; = x, — x, is
actually non-negative when z, and z, have the above values.

Having prescribed z, we can determine w» using (3) and then test for
consistency. There are two cases to consider, depending upon whether x,
ever exceeds x; or not.

Let us assume then that T > T,, in which case x, can exceed x, if
appropriate policies are used.

10 Observe that the dual process proceeds backwards in time.
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Case I: T —1/a, ay < T, < T. The solution is given by
(5) fort < T :2,=0,2, = 2,
fort >T,:2,=0, z, = x,

For ¢ < T, these results yield, in conjunction with (2) and (3)
(6) for T, <T:w () =0, w, (t) =y, ()

forT, >T:w,(t) =0,w,(f) =y, ()
For ¢t > T, we obtain, using (1)

(7) yoll) =g,y () = — 1+ a,a,(T—1) <0
while for ¢ < T,, we have
(&) V() = azess =0 >0

Y1) = aya, (T —T,) —em -8 <0

Hence, the inequalities w,, w, > 0, w, > y,, w, > ¥, are satisfied in their
respective intervals.

Case I1: T, < T — 1/a, a,. This is the most interesting case. The vectors
z and w are now determined as follows:

forT—1/a,a,<t<<T: 2, =0,w,=0

2 =2%,W, =Y,

9) forT,<t<T—1aya;,: 2, =0, —2%, W, =%,
2 =%, W)y =Y — N1
for0<<t<< Ty 2;=0,w,=0

2y = Xp, Wy = Yo
For T —1/a, a, <<t < T we have
(10) Yelf) =ap, 1 () = — 1+ aya, (T —1¥)

Hence, in this interval y, (f) << 0 = w,. Note that y, (T — 1/a, a,) = O.
In the range T, <t << T — 1/a, a,, we have the equations

(11) ay\jdt = —agy, + (@, + 1)y,
dy,fdt = —a ¥,

Let us show that y, > 0 and y, > ¥, in this range. Starting from
t =T —1/a, a; where the inequalities are satisfied, let us reverse the
time. The backward equations are

(12) dy\Jdt = ay,y,— (1 4 a)) y,
By,[dt = a3y,
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From this we obtain
(13) djdt (y; —v,) = (1 + ay) y,

Hence, if y, remains non-negative, we will have y, — y, > 0. It is clear
that dy,/d¢ starts out positive and stays positive as long as (y,, ¥.) remains
above a, ¥, — (1 + a,) y, = 0. Ifit hits theline we have dy,/d¢ = 0, which
means that y, has a maximum or a point of inflection. Both are excluded,
since

a2y, dy,

(14) F7 e S i

(14 ay) @ = a2y, >0
Vg Tk Ve
This shows that w, and w, remain non-negative in this interval.
Finally, for ¢ << T; we have
(15) ay,fdt = y,, dy,[dt = — a, ¥,

As ¢ decreases, v, increases and y, decreases. Hence, y, > y, remains
valid.
This completes the verification.

§ 14. Computational solution
The problem of maximizing x», where
(1) Xk +1 = gy Xk + Ay Vi + by 2k + by Wi, %0 = ¢4,
Yk +1 = Qg1 ¥k + Qg Yk + ba1 2k + bay Wk, Yo = €y,
over sequences {zx} and {w} subject to constraints of the form
(2) diy2r + digwi << dig %k + dig Ve, 1= 1,2, ..., M,

may be reduced, as we know, to the computation of the sequence
{fe(cr, el k=1,2, ..., N, where

B Nflwe)=c
Sy +1(cy, cg) = M:;x [fvlapci+ aypcs + 052+ byp w0,
@y €1+ Ggg €3 + by 7 4 by w)],
where R is the region defined by
(4) divz+disw << dige, +diyce,t=1,2,..., M.
Although it is not difficult to show that the maximum value is attained
at a vertex of the region defined by (4), an exercise we recommend to the

reader, which means that the maximization at each stage is trivial com-
putationally, we are still faced with the problem of the tabulation of a
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sequence of functions of two variables. What seems to make the problem
particularly onerous in this case is the fact that wehave a possibly increa-
sing grid in the (c,, ¢;) plane. In other words, if we wish to compute
S (¢4, ¢5) in the region 0 << ¢, << ¢, 0 < ¢, << ¢,, we may have to calculate
Jwv — ;in a larger region, fv - , in a still larger region and so on.

It is clear that whenever a situation of this type arises, we have a very
costly and time-consuming computation.

Let us now show that we can simultaneously reduce the computation
of the sequence { fv (c,, ¢;)} to the computation of two sequences of func-
tions of one variable, and to the case where we have a fixed grid.

Our basic tool is the following homogeneity property of fx (¢, ¢,),

(5) fN (€1, €3) = leN (1, 02/01),

= chN (61/021 l) »
for ¢y, ¢, > 0.
We may thus write (3) in the form

(6) Svsrle,c) = MI?X [(“11 61+ a6+ by z 4 by, w)

@91 C1 + @29 Co - boy 2 + by w)]

1, -
fN( 16+ aypce + b2+ b w

= Max [(“21 1+ @gp Co 4 bay 2 + byy )
R

f (“1101+a1262+b113+b12w 1)]
N Ay €1+ Qg9 €3 + by 2+ by’

We see then that the calculation of fy +1(cy, ¢,) can be effected if we
know the two functions

(7 gv(x) =fv(x, 1),0Cx <1,
h]v(x) =fN(1,x),ngg 1.

Hence the computation of the sequence { fn (c,, ¢.)} may be reduced to the
computation of the two sequences {gn (x)}, {hn (¥)}.

§ 15. Nonlinear problems

A variety of problems in analysis, and in applications to control prob-
lems arising in engineering and mathematical economics, reduce to the
maximization or minimization of an integral of the form

(1) ](z):fTF\xl,xz,...,xn;zl,zz,...,zm)dt,

over all functions z; (¢)
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subject to a number of constraints of the form
(2) (@) dujdt =Gi(x,2),1=1,...,k
(b) Rj(x,2)<0,i7=1,2,...L

In some cases, the nonlinearity leads to a more complete analysis, since
it permits us to determine the extremal by classical variational techniques,
rather than test vertices as we must do in linear problems. In cases where
constraints of the type above enter, we must combine the two approaches.
In either situation, the functional equation technique may be utilized for
both analytic and numerical purposes.

Problems of this type will be discussed in Chapter 9.

Exercises and Research Problems for Chapter VI

1. Consider the problem of maximizing the linear form

n
L (x) = 2 b; x4, subject to the constraint x; >> 0 and

t=1
n
2oayx;<<ei,t=1,2, ..., M, where we assume that the coefficients
i=1
aij and b; are positive. Let

faler, o vvo,om) = Max L (x).

Show that l
filey cq ovn,ep) = b, Min ¢i/aq,,
Javr(cy, Ca oo OM) = Maxz[b,. +1%
+f:(01 — A +1%, ..., CM — AMn +1 %)],
where 0 << x << Min [¢i/@in +1] .
i
2. Show that f5 (c1, ¢z, ... ,Cn) is a concave function of the ¢; for ¢; = 0.

3. What conclusion can be drawn from this result concerning the number
of the maximizing x; which are non-zero?

4. Consider the above problem for the case where M =1, 2, or 3, and
determine the dependence of the maximizing x; upon the parameters ¢y,
and the analytic form of f.

5. Show that the tabulation of the function fx (¢,, ¢,, . .., ¢m) can always
be reduced to the tabulation of the function fa {¢;, ¢5, . - ., 1). Establish
the corresponding result for the bottleneck process discussed above.
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6. Consider the problem of maximizing # (') where
duldt = au + v, u (0) =c,

over all function v (¢) satisfying the constraint 0 v <lufor0 <<t << T.
Here all the quantities involved are scalars.
7. Solve the general problem of maximizing (x (T'), @) where

dxjdt = Ax 4 By, x (0) = ¢,

over all vectors v (¢) satisfying the constraint 0 <<y << xfor 0 <t << T,
Here x, y, ¢ and a are vectors, while 4 and B are matrices.

8. Show that the problem of maximizing x, (I') under the conditions
(@)  dxyfdt = ay 25 — 23, %, (0) = ¢,,

Axafdt = by y, 23 — Vo 20, %5 (0) = ¢35,
where z, and z; are functions of ¢ subject to the restraints
(b) 1. 23+ 23 << x,,

2. ya 2y + y5 23 << %3,

3. 25,2, >0,
is equivalent to solving the partial differential equation
R (O ]

where D (z) is the region determined by (b), under appropriate assump-
tions of continuity.
All parameters appearing are assumed to be non-negative and f =

f(c2n Csr i)‘

9. Show that optimal policies depend only upon the ratio » = ¢,/c;, or
%./%,, and T the time remaining.

10. Determine the form of the solution for small 7.

11. Solve the problem in the special case where b, = 0.

Bibliography and Comments for Chapter VI

§ 1. A discussion of the theory of linear programming may be found in
Activity Analysis of Production and Allocation, Edited by T. C. Koopmans,
Cowles Commission, U. of Chicago, 1951, where there is an account of the
“simplex”’ technique of G. Dantzig, and a number of applications. An
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account of an iterative technique of a different type, the “flooding”’ technique
of A. Boldyreff may be found in A. Boldyreff, Determination of the Maximal
Steady Flow of Traffic Through a Railroad Network, RAND Corporation,
P-687, 1955. Both of these are “relaxation techniques’ of the kind brought
into prominence by R. V. Southwell.

§ 5. The methods and results of this and the following section were
announcedin R. Bellman, ‘‘Bottleneck Problems and Dynamic Programming,”’
Proc. Nat. Acad. Sci., vol. 39 (1953), and presented in detail by R. Bellman,
“‘Bottleneck Problems, Functional Equations and Dynamic Programming,”’
Econometrica, vol. 23 (1955), pp. 73-87.

§ 9. A rigorous theory of these variational problems will involve at least
Lebesgue-Stieltjes integrals and, most likely, the theory of distributions of
L. Schwarz. It may well be that this will serve as a motivation for the study
of variational problems involving distributions.

§ 12. Asin the discrete case, the dual problem is most logically discussed by
treating the min-max problem containing both the original and the dual
process. A number of results can be established concerning the existence
of a value of the corresponding game and the equivalence, min-max =
max-min, using existing results in the theory of continuous games, in the
case where the policy functions are uniformly bounded as a consequence of
the constraints. The general case however, awaits a theory of games over the
space of the distribution functions of L. Schwarz.

It is remarkable that so much can be obtained using only the easily derived
result of (12.12).

§13. R. S. Lehman has found a continuous version of the ‘‘simplex”
method of Dantzig which can be used to obtain the solutions of variational
problems of this type in a systematic fashion. A preliminary account of his
results may be foundin R. S. Lehman, “On the Continuous Simplex Method”’
RM-1386, RAND Corporation, 1954.
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CHAPTER VII

Bottleneck Problems: Examples

§ 1. Introduction

In the previous chapter, we discussed a multi-stage production process
involving three industries, which we called the auto, steel, and tool indus-
tries. Taking this problem as our motivation, we were led to a general
theoretical formulation of a class of continuous multi-stage production
processes in terms of the concepts and techniques of the theory of dy-
namic programming.

The purpose of the present chapter is to show by grinding through the
details of a particular example that this new approach may be utilized
to provide explicit analytic solutions of problems of this general type.
The analysis is decidedly difficult and it cannot be said that these prob-
lems have in any sense been tamed.

We shall consider a lumped two-industry process, involving what we
call the auto and steel industries. The high degree of lumping (or more
pedantically “conglomeration”) is indicated by the fact that at any time
t we assume that the state of the industrial system is completely specified
by the following quantities:

(1) %, () = auto stockpile at time ¢

Taking ¢ to be a continuous variable, at each instant we must deter-
mine rates of allocation of the steel stockpile towards three distinct
objectives:

(2) a. Production of autos

b. Building of auto factories,
i.e., increase of auto capacity

¢. Building of steel mills,
ie., increase of steel capacity
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The last two of these three objectives are to be sublimated to the pri-
mary objective of maximizing the total number of autos produced over a
time-period T, which is to say, the quantity x, (T).

The basic assumptions of our model are the following: The measures
of stockpile and capacity are chosen so that one unit of capacity, either
auto or steel, is required for the production of one unit of stockpile in
unit time. We assume that b, units of steel are required to make one unit
of autos, b, units of steel are required to increase auto capacity by one
unit, and b, units of steel are required to increase steel capacity by one
unit. However, we shall assume that no steel is required to produce addi-
tional steel.

A very important assumption is that there is no time-lag between allo-
cation and increase in capacity of production. The problems which arise
when time-lag is considered are an order of magnitude more difficult and
will not be discussed here.

Let
3) (@) 2z (¢) = rate of production of autos
(b) =z, (¢¥) = rate of increase of auto capacity
(c) 25 (t) = rate of production of steel
(d) z, () = rate of increase of steel capacity

We derive, following the lines of the argumentation of the previous
chapter, the following system of equations

4 dx,[dt = z, (8), % (0) =¢
dx,fdt = z, (8), %5 (0) = ¢,
dxgfdt = 23 (8) — by 2, () — by 25 (8) — by 2, (F), %5(0) = ¢4
dx,jdt = 2z, (1), % (0) = ¢4

where the z; and x; are subject to the following constraints
() @ 2@ <%n0@
(b) 2 () < %, (1)
) 2() =0, 1=1,2,3,4,
d %@ =0
The first two constraints are capacity constraints, i.e., limitations of
bottleneck type; the third is a statement that rates of production must be
non-negative, i.e., no scrapping or “cannibalization,” and the fourth

asserts that the steel stockpile must be non-negative, i.e., no borrowing.
The problem is now to determine the z; (¢), satisfying the restrictions of
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(5), which maximize x, (T'). Because of the lack of any explicit upper
bound on z, and z,, various difficulties arise which must be surmounted
by the use of delta functions.

§ 2. Preliminaries

In § 1, we formulated in mathematical terms the problem of utilizing
the steel and auto industries so as to maximize auto production. Let us
continue from equations (1.4) and (1.5).

The equations can be combined to provide an equivalent system of
integral inequalities:

t

(1) 2 < Xy 2, (t)—f 2, (s) ds < ¢,

0= [ (—ml) +hnl) +hnl) +ha@)d<e,
14

23 << %, z,(t)——f 24 (s)ds < c,

]

Our problem is a special case of the following more general problem.
Let Z be the set of all vector functions z (f) which satisfy the conditions

) @ z( =0
(b) Bz(t)—i-J-tCz(s)dsgc

where B and C are matrices and ¢ is a constant vector. We now wish to
find a vector function z (#) in Z which maximizes

®) f OT (= (), o) dt

This is the problem we discussed in the previous chapter. It was shown
there that there is a dual problem which furnishes a sufficient condition
that a 2 (¢) belonging to Z be a maximizing vector, or in other words, that
a feasible solution be optimal.

Let W be the set of vector functions w (¢) for which

4) w{f) =0
T
Bw()+C f w(s) ds >a
¢t
where B’ and C’ are the transposes of B and C. The dual problem is that
of finding the minimum of f ! (w (8, c) dt, for we W.
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As we showed in § 11 of Chapter 4, we have for all zand w in the respec-
tive classes Z and W, the inequality

(5) LT (2 (0), a) dt < LT (@ (1), ¢) dt

If we can find two vector functions z and w for which (2.5) holds with
equality, they must yield the maximum and minimum, respectively, for
the two problems. Two such vector functions for which equality holds
will be said to be paired with each other. Thus, a sufficient condition that
a z belonging to Z be optimal is that it can be paired with some w in W.

For the auto-steel problem formulated above we have

1000 0 —1 0 0 1
© B={0o 00 o0 |c=1{b b —1 b Ja=| o0
001 0 00 0 —1 0

The dual system of inequalities is therefore
T
) llzwz(t)—[—b,f @y (5)ds —1 >0
t
T T
zzz—f @, (3) ds—}-bzf w, () ds > 0
t
T
Li=w, () — f wy {s) ds >0
t

hzbf w3sds_f w, (s) ds > 0.

We have chosen to call the components of w, w,, w, and w, in order to
keep the connection with the inequalities 2z, < %,, 0 << %3, 2, << #, clear.
The optimality conditions, i.e., the conditions that (2.5) hold with
equality, are:
(8 If2;(¢) > 0, thenl (¢) =0, (¢ =1,2, 3,4)
If 2, (¢) < %, (¢), thenw, () = 0
If0 < x,(¢), thenw, (¢) = 0
If 2, (¢) << x4 (¢), then w, (¢) = 0
The following are equivalent to the optimality conditions:
(9) If:(t) >0,thenz () =0, ¢ =1,2,3,4)
If w, ({) > 0, then z, (¢) = %, (¢)
If w, (f) > 0O, then 0 = x, (¢)
Ifw, (¢) > 0O, then z; (¢) = x, (¢)
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§ 3. Delta-functions

Before we proceed to determine the solution, let us discuss the use that
we will make of delta functions. It can easily happen that the general
problems discussed above have no solutions if the sets Z and W are com-
posed only of vectors having components which are integrable func-
tions. In fact, as we shall later see, this is the usual case in the auto-steel
problem. This difficulty can be evaded by enlarging the sets Z and W so
that they contain vector ‘‘functions” whose components are sums of
integrable functions and ‘“‘delta functions.” In these enlarged classes
the problems have solutions. 3y a delta function concentrated at #, with
weight o, which we denote by wd (t — ¢,), we mean an improper function
such that

¢ 5 i 0if¢ <t
fo @ (3 tO)(p(S) s—w(P(to) ift>to
for every function ¢ continuous at ¢,. (For £ = ¢, the integral in undefined
except when ¢ (f,) = 0, in which case it is defined to be 0.)

The use of delta functions can be justified rigorously either by the
alternative use of Stieltjes integrals, or by regarding the delta functions
as obtained by completing the space of integrable functions by a process
similar to that used in obtaining the real numbers from the rationals.

The optimality conditions remain the same even when Z and W are
enlarged in the above way. We observe that there is no harm in the viola-
tion of the optimality conditions at isolated points or even in sets of
measure zero when only measurable functions are allowed as components
of z and w. But, when one of the vectors, w, for example, has a component
w;which is a delta function at the point #,, then for a zto be paired withw,
the corresponding optimality conditions must be satisfied at the point #,.

We shall find that we never have to use delta functions concentrated
at any point other than 0 to obtain an optimal z. Intuitively, this means
that discontinuous changes are not necessary except at the beginning.

§ 4. The solution

The procedure that we use will be to construct a number of w-solutions
which we can pair with z’s belonging to Z and hence obtain solutions of
our problem. The chief difficulty occurs in constructing w-solutions with
suitable properties. In this we are guided by a combination of guesswork
and observation of properties that an optimal z should have. Guesswork
could be eliminated at the expense of considering a very much larger
number of cases.

First of all, it is clear that we should always have z; = x,. To produce
too much steel is not harmful. This tells us that we should have /; (¢)
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= 0 for all ¢; 1.e., w, () = JT w, (s) ds. The remaining inequalities of
(2.7) then become i

(1) Lh=w, () +-bw, () —1=0
12Eb2w4(t)-—fTw2(s)ds20
¢

ZAEb4w4(t)——JTw4(s) ds >0
t

Shortly before T it is clear that we should be producing autos since x,
is the quantity we wish to maximize at time 7. Hence, we will have z,
> 0, which implies that /, = 0. This alone will not give us sufficient
information to determine w, and w,.

We first construct a w solution, which we shall call the basic w-solution,
with the property that /, = 0 near the end. This means that we must have
w, (') = 0. Then by (4.1) we have

1

(2) w4 (t) = z)“ (]. —e by (T~ t)/b)

w2 (t) == e"bl (T‘t)/bz
We see that w,, w;, and w, all remain positive as ¢ decreases. We must

check to see whether the inequality I, > 0 is satisfied. With the above
choice of w we have
by (T'—14 b,

1 — g~b (T-)/b,
bl( e- ) — h b2(

B =

1 — =t (T—0)/0,)

The quantity on the right side of this equation is positive for T — ¢ small
but is negative when T — ¢ is large. Let ¢, be the value of ¢ for which the
right side becomes zero. Then T — £, is the solution of the equation

b
(4) T —_ to == <b4 + b_z) (1 _— e‘bl (T'to)/bi)
1

Thus we see that at ¢, we must abandon one of the equations /, = 0
and /, = 0. Let us try to choose w so that /, = 0 and /, = 0 before £,. We
have

(5) W, (t) = W, (to) e(to—t)/b4
W, (8) = 1 — by w, (o) elto=D1bs
To verify that [, > 0 we compute its derivative. We find

dl, dw
O =h St b= 1— (bt 1) w0 etemoms
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A condition sufficient to insure that /, > 0is that di,/dt <Z 0 for all £ < ¢,.
This will hold if

b,
by + by b,

which by (4.2) and (4.4) is equivalent to T — ¢, > b,. This last inequality
can be checked by putting b, in place of T — ¢ in (4.3) and verifying that
the quantity thus obtained is positive. We have

__big_bu/b [ebb/b _(1+b1 b“)] -0
b b, )

Hence [, > 0 for all ¢ << {, with the above choice of w.

We also see from (4.5) that w, and w; remain positive. Thus (4.5) will
give a satisfactory choice of w until w, becomes zero. Let £, be the value
of ¢ when this happens. Then, by (4.2) and (4.4) we have

by + byfb,
(T —t)

(7) Wy (to) >

(9) g(to—t|)/b4 =

Before ¢, let us see whether we can choose w, = 0 and have /, = 0. We
see that w, > 0 and w, > 0. We have dl,/dt = b, dw,/dt < 0 so that
ly > 0, and dl,/dt = b, dw,/dt << 0 so that /;, > 0. Hence this choice of w
will be valid for all ¢ << ¢,.

Our basic solution is summarized in the following table. This table also
lists the properties that a z paired with this w solution must have. Any z
with these properties gives a policy which, if feasible (i.e., satisfies the z
constraints), is optimal.

t <t b, <t <1, to <t <T

L >0 2, =10 IL=0 Iy =0
Iy, >0 2, =0 ly, >0 2, =0 lh=0

0 | =0 Iy =0 Iy = 0
ly =20 ly=20 ly, >0 2, =10
wy, = 0 wy, > 0 2y = Xy | wy >0 2y = X
wy > 0 x3 =0 wy; > 0 X3 =0 wy > 0 x5 =0
wy, >0 23 = X4 | wy >0 Z3 =X, | wy >0 23 = X4

Figure 1

Let us see how this table can be used to obtain a partial solution of the
auto-steel problem. For the moment let us assume ¢; = 0. For ¢ < ¢, we
must have
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(11) 21 = 0,2, = 0, 23 = %4, 24, = %4/by.
For ¢, <<t <, we must choose
xy— by %,
(12) 2= %, 2 = 0,2, = %, 2, = b
4

This can be done if and only if x, (¢,} — b, %, ({;) = 0. Let us assume that
this inequality is satisfied. Then for f, << ¢ << T we must have

Xy — by %y
b,

which is possible provided x, (,) — 8, x, ({;) > 0. Thus we see that for
certain initial conditions we can obtain the optimal solution.

(13) 21 = Xg, %y = y %3 == Xy, 2y = 0

§ 5. The modified w solution

As already has been noted, we run into trouble if x, (¢,) — b, x, ()
<< 0. To handle this case we consider a modification of the basic w solu-
tion of Fig. 1 above. Let u, be in the interval {¢,, T]. For each such %,
we define a solution as follows:

For u, <<t < T we let w {f) be the same as in the basic solution. For
t < u, we choose w, (f) = 0. For ¢ < u, but near u, we choose w, (f)
= 1/b, so that /; = 0. This choice will keep /, > 0 for a while before u,.
We define #, to be the point where /, becomes 0 with this choice of w.
For t < u, we choose w so that /, = 0. It is easily seen that this choice
makes /;, > 0,1, > 0, w, > 0 and w, > O for-all ¢ < «,. Hence, in this
way we obtain a w solution for each u, in the interval [¢;, T]. We observe
that for #, = t;, #, = f, and this solution is identical with our basic
solution of Fig. 1. Note that #, depends continuously on u,. Since for #,
=T,u, =T —b,, there is a w solution for each #, in the interval
[t T —b,].

These w solutions together with the properties of the corresponding 2
solutions, are summarized in the following table:

t<uy i uy, <t <u, }ua<t<T: t1<t<tgyruo<t<T;tD<t<T

| |

L,>00z,=0]5,=0 !ll=0 L=0 |

Lb>012,=0 | 5, >012=0]4>0 | z,=0 | ,,=0 |

I, =0 I, =0 I, =0 =0 |
V] =0 ly>0)2,=0] [, =0 >0 | z,=0
w, = 0 wy, =0 wy, >0 | 2, =%, Wy, >0 | 2z, =%,
Wy >0 |2, =0 | w, = 0 Wy >0 | =0 lwy >0 | x,=0
wy >0z, =x,|wy >0|23 =2, w, >0 z3=x41{w4>0{23-—x4

l
Since w, is a delta function at u,, we must have x; (1,) = 0.

Figure 2
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Note that if #, > t,, then there is no { satisfying the conditions of the
third column; and if #, = T then there is no ¢ satisfying the conditions of
the last column either.

§ 6. The equilibrium solution

A policy which seems plausible in some instances is the following:
Make an initial adjustment to bring x; down to zero in such a way that
after the adjustment x, = b, x,. If this is done, after the initial adjust-
ment no increase in capacities is necessary and all available steel can be
used for auto production. Such a policy would require for the w paired
with it that /, (0) = 0 and /, (0) = 0, because in general both z, and z,
will have to be delta functions. We shall construct a w solution with this
property.

First, we note that our basic w solution has this property when T is
such that £, = 0. This suggests that we try to choose

(1) w4 (t) = ae_bl (T_t)/ba —I— ‘B
where a and § are constants. If w, is chosen so that /, = 0, the inequalities
(4.1) become
@) l2§b2w4(t)—(T——t)+b1fTw4(s)ds_>_0
£
T
Z4Eb4w4(t)——f w, (s) ds > 0.

¢
If 7, (0) =/, (0) = O, then
T
T byt by by
We set E = ¢~ T/%: and from (6.1) — (6.3) derive the following two
equations for « and §:
4) boat+ (b, +0,T)=T
by + by b)) Ea + (b + 0, 0)p=T.

A solution of these equations will give a w for which /, (0) =/, (0) = 0.
We have

3) w,y (0)

(5) a=T|1 by+5b,T | =T[b(by—T)]
Al1 by 4 b, b, A
p="T]|b, 1 =T, (1 —E)—b, b E]
A (b, + b0y E1 Y|
where
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b, by + 0, T

6 A= (bs + by by) E by + by by = (by + by by) (b, — b, E—b, ET)
Also
(7) A= (by + b, b)) E (bye®:Tibe — b, — b, T)

> (by + by b) E (by + b, T — by — b, T) = 0

Now let us assume that T — ¢, > T > b,. Then from (6.5) we see that
a << 0. Let us check to be sure that for the w we have defined w, (¢),
wy (¢), and w, (f) are non-negative for 0 <C ¢ < T. This is equivalent to
verifying that 0 <<w, (f) < 1/b, and dw,/dt < 0. We have dw,/df =
a by by ev -0 < 0, Hence it will be sufficient to check that w, (T)
> 0and w, (0) << 1/b,. Since T — ¢, > T, we conclude from (4.4) and
{6.3) that

T T—ty  by+ bbs
by + 010y T by b0y by + by 0,

(8 w,y (0) =1/b,

T
(9) w4(T)=a+ﬁ=zbl[(b4+bz/bl)(l——E)—T]20
We also must check that for 0<<¢<<T,Il, >0and !, > 0.
Since
(10) alyjdt = by dw,fdt +1 —byw,(t) =1—05,8

and /, (T) = b, w, (T) = 0, we have [, > O for all ¢ in [0, T']. Similarly,
we know that [, (T) = b, w, (T) = 0. Hence, if we show that 42/,/dt? < 0,
we will have proved that /; > 0 for all ¢ in [0, T]. We have

11 G (b bz) (b‘)2>0
(11) a M\t ) =%

This completes the proof that the w which we have defined is a solution.
Its properties, together with those a z paired with it must have, are sum-
marized in the following table:
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t=0 0<t<T
L =0
L=0 | I,>0 2, =10
i =0
=0 = ;>0 z, =0
(12) w, > 0 2, = X,
wy >0 Xy =0
w, >0 Xy = X4

Note: This solution is valid only
for T = b,.

Figure 3
§ 7. A short-time w solution

The w solution which we construct next will be useful in finding the
solution of our maximum problem when the total time is short, T < 5,.
This solution differs from those already constructed in that it allows x,
to be positive and z, to be a delta function concentrated at 0.

ForO0<¢t<<Tletw, () =y, w,(t) =1—b,y where 0 <y < 1/b,.
Then I, () = 0,7, () > 0for 0 << ¢t < T. Also

1) @) =byy—(T—)A—0by)=[bs+ b (T —§)]y — (T —1

Now, if we choose y = then 7,(0) =0and , (¢) > Ofor ¢ > 0.

by+0, T
Thus we obtain a solution of the system of inequalities (4.1). It is sum-
marized below together with the properties a z paired with it must have.

t=0 0<t<T
5L, =0
ly=0 L, >0 2, =0
ly=0
ly >0 2, =0
w, > 0 2, = X,
(2) Wy =
wy > 0 23 = %,

Since w, is a delta function at
T, %3 (T) = 0.

Note: This solution is valid for
T < b, only.

Figure 4
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§ 8. Description of solution and proof

We now can give the complete solution to the original problem. There

are quite a few cases that we must consider separately. The critical values
to and ¢,, which are defined by (4.4) and (4.9), depend on T, but in such a
way that for fixed b,, b, and b,, T — ¢, and T — ¢, are constants.
Case 1: T is large enough so that t, >> 0. In this case we choose z, to be a
delta function concentrated at 0 to bring x, down to zero immediately.
This means that if the total time is long enough we should not keep any
steel in storage but should be using it to build more steel plants. The use
of the delta function is permissible because [, = 0 for ¢ near 0. For
0 <t <t welet

1) 7 =0,2,= 0,25 = %, 2, = %,/b,
thus keeping x, at zero level. At ¢, we must distinguish different subcases:
(2) TA: x ) —byx,(8) >0

IB: x,(t) —bi%:(f) <O

In case IA we can produce autos at capacity without running out of
steel. Hence we let

Xy — by x
3) 2y =%y, 2y =0, 25 = %4, 2, = e
by
for ¢, <<t << t,;and for ¢, <t << T we let
Xy —by x
(4) zl'__xZ)zz:‘_Zi:Z:i:xbz«l:O'
2

This solution for Case IA is optimal because it can be paired with our

basic w solution of Fig. 1.

In Case IB we do not have enough steel to produce autos at capacity.
Hence we continue to produce no autos for ¢ > ¢, i.e.,
X4
by’
We do this until x, — b, x, becomes zero or ¢ = T — b,, whichever
happens first. If x, — b, x, becomes zero at ¢’ then we choose 2z, = x,, z,
= 0, 2, = #,, z, == 0 thereafter. This solution is seen to be optimal by
pairing it with the w solution of Fig. 2 for which #, = #. As we have al-
ready remarked there is such a solution no matter what ¢ is, so long as
t, <t << T — b, If, on the other hand, x, (T — b,) — b, %, (T — b,) <O,
then for T — b, < ¢t << T we choose

(5) 21 =0,2, = 0,23 = %4, 2, =

Xy
(6) zlzz—,22:0,23=x4,z4=0.
1

218



BOTTLENECK PROBLEMS: EXAMPLES
This solution can be seen to be optimal by pairing it with the w solution
of Fig. 2, for whichuo =T, u, = T — b,.

Case 11: T 1s such that t, << 0 << {,. As before we choose z, to be a delta
function concentrated at O to bring x; down to zero immediately. There-
after the solution is as before. There are two subcases:

(7) ITA: %,(0) — b, %, (0) >0
IIB: #,(0) —b,%,(0) <O
In Case ITA we let z; = x,, i.e., produce autos at capacity. We use the

remaining steel to increase steel capacity before £, and to increase auto
capacity after ¢,. That is, for 0 < ¢ < 4, we let

%y — by %,
1= ’ =Y = y &g — T T
(8) z Xp, 29 = 0, 23 = X,, 24 =
be
and for ¢ > ¢, we let
Xg— by x,
(9) zlzxz»zzz_‘b““——,zssz%:o-
4

This solution is optimal because it can be paired with our basic solution
of Fig. 1.

Case I1B is similar to IB. The same prescription holds, and the solution
is paired with one from Fig. 2.

Case IIL: T is such that to << 0 << T — b,. There are three subcases:

Cs
ITTIA: ¢, —b,¢, > b1b~
2

C
(10) IIB: ¢,—bycy <— b—“
4
— b
IIC: — gy — bycy < 222,
b b

In Case IITA we use our initial stockpile of steel to increase auto capa-
city, i.e., we let z, be a delta function concentrated at 0 bringing x, down
to zero. Thereafter, we let z; = x, and use any remaining steel to increase
auto capacity, i.e.,

Xy — by %,

b )Z3=x4»24=0'
2

(1) B = X, 2y =

This solution is optimal because it can be paired with the basic w solution
of Fig. 1.
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In Case IIIB we find ourselves short on steel capacity. The policy and
proof are the same as in Case IB.

In Case ITIC we can make an initial adjustment so that x; becomes zero
and x, = b, x,. We do this by choosing z, and z, to be delta functions
concentrated at 0. After that we let 2, == x,, 2, = 0, 2, = x,, 2, = 0. This
solution is optimal because it can be paired with the equilibrium w solu-
tion of Fig. 3.

Case IV: T << b,. There are three subcases which depend on the initial
values:

b, ¢y
IVA: ¢,—by¢; > —
b,
(12) IVB: ¢, —b,¢y > a
—_03

by
< cg—byey < -

IVC: b,

by s

In Case IVA the solution and proof are the same as in Case I1IA.

In Case IVB we choose z, = 0 and z, = O for all £. As always we let
23 = x4 We choose z, in any way such that 2, (f) << %, (f) and x, (T) = 0.
Thus, in this case the solution is not unique. Any solution of this form
can be seen to be optimal by pairing it with the w solution of Fig. 2 for
which u, = T.

In case IVC we find ourselves in an intermediate case, unable to follow
the policies suggested by IVA and B. In this case we make an initial ad-
justment of the steel stockpile down to the value ¢;’, using this steel to
increase auto capacity. Thereafter we choose 2z, = %,, 2, = 0, 25 = x,,
and z, = 0. The value ¢,’ is determined so that x, (') = 0. It is found that

_ by ey — by (¢4 — by ¢)
- by + b, T

(13) ¢y’

has this property. This solution is optimal because it can be paired with
the short-time w solution of Fig. 4.
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Summary Initial Adjustments

Cases| I: £, 2 0. JI1:4, <0<t | HI: 4, <O T —b,| IV: T <b,

A Adjust x4 to 0 by | Bring , to 0 by
increasing x,. increasing x,
“Build auto capacity”.
B “‘Build steel capacity”. No initial
adjustments.
C No Case No Case Adjust so that x; = 0, Adjust x,
xy = byx,, by downward,
increasing x, and but not to 0,
g so that
23 (T) = 0.
Increase x,.

After the initial adjustments the optimal policy can be determined by
a priority system. Before ¢, building steel capacity, i.e., z,, has first
priority. This continues after ¢, until either x, > b, x, or ¢ = b,, whichever
comes first. When this happens, which may be at ¢,, of course, first priority
is given to auto production, z,. This will use up all available steel unless
x4 () > by %, (¢,). In that case second priority is given to building steel
capacity until the time ¢,. After ¢, second priority is given to building
auto capacity.

Bibliography and Comments for Chapter VII

§ 1. The results of this chapter were obtained in collaboration with
R. S. Lehman in an unpublished paper; R. Bellman and R. S. Lehman,
Studies on Bottleneck Problems in Production Processes, Part I, P-492,
RAND Corporation, 1954.

An analysis of similar type, but more intricate, resolving a variational
problem in this general class, may be found in R. S. Lehman, Studies in
Bottleneck Problems in Production Processes, Part II, P-492, RAND
Corporation, 1954.
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CHAPTER VIII

A Continuous Stochastic Decision Process

§ 1. Introduction

As we have seen in Chapter II, the formulation of the goldmining prob-
lem in its discrete form leads to a number of unsolved problems in con-
nection with the three-choice problem, the non-linear utility problem,
and many others we could formulate. We turn, therefore, to a continuous
version of the problem in the hopes of overcoming these difficulties by use
of the more powerful tools of continuity. As we shall see, we can now
resolve the corresponding questions in complete detail and thereby obtain
a clear insight into the structure of optimal policies. The information we
obtain concerning the structure of policies can now be used to furnish
useful approximations to the original discrete process.

One very interesting and significant fact emerges. Whereas the original
discrete problem had certain linear aspects which made variational ana-
lysis difficult, at least in the case where we considered expected return,
the continuous version is sufficiently non-linear to permit us to employ a
variational approach in the classical manner, with certain modifications
required by the presence of constraints. However, in carrying through
this approach, our knowledge of the form of the solution for the discrete
case is of great service in telling us in advance what to expect to find. It
i1s a combination of the two techniques, old and new, which permit a
successful attack upon the problem.

Before turning to the method we shall actually employ, we shall discuss
two alternative approaches, each possessing certain features of difficulty
which render them inappropriate.

It is perhaps equally as important to know which methods fail, and
why, as it is to know methods which work. In more general decision pro-
cesses of this type, a correct formulation of a continuous version is not
trivial. Particularly is this true in the case of multi-stage games of con-
tinuous type.

There are many different possible formulations, and the correctness of
an approach must be judged not only on the grounds of its mathematical
rigor, but also on the grounds of analytic difficulty. If we do not have a
systematic means of resolving specific problems, we do not have a satis-
factory theory.

222



CONTINUOUS STOCHASTIC DECISION PROCESS

After this preliminary discussion, we shall turn to the approach we
shall actually employ, which is a compromise between the two prelimi-
nary methods.

A justification of our approach lies in the fact that we can demonstrate
that the limit of the discrete process, in a suitable sense, is the continuous
process we discuss. We shall, however, not discuss in this volume these
important and interesting questions.

§ 2. Continuous versions—I: A differential approach

Let us now proceed to discuss some possible continuous analogues of
the functional equation of (5.1) of Chapter II.

Our basic assumption in this and the following sections will be that
each operation is to have a high probability of obtaining a small amount
of gold and leaving the machine undamaged. In other words, we re-
nounce any hope of solving our problem for al/ values of the parameters,
and consider, instead, a small region of the parameter space, (7, 7,, ¢1, ¢3)-

We introduce the quantities

1 — ¢, 6 = the probability of obtaining 7, x § and leaving the machine
undamaged if Anaconda is mined,

1 — ¢, 8 = the probability of obtaining 7, ¥ § and leaving the machine
undamaged if Bonanza is mined.

where ¢, and ¢, are positive and ¢ is a small enough positive quantity so
that 1 —g¢, 4 and 1 — ¢, 6 are probabilities, and 7, é and 7, d are less
than one.
With f (x, y) as before, we have the functional equation
A 1—qg;8)(ryx0 x—7r, %0,
(1) f(ry) = Max [B. ( g:9) (ry + /A 1 3’))]
P (1= 0) ey o+ flx,y —7,0))
This equation is precisely (5.1) of Chapter 2 for these new parameters.

Proceeding formally, on the assumption that f has continuous partial
derivatives, we have, for small , the approximate equation

Ar floy) +00nx—qf (v y) —rix 8ffox) + 0(6%)
(2)f(x,y) = Max | :
B: fl,y) +6(ray—q:/ (%, 9) — 7.y 8f[y) + 0(5?)
The limiting form as § — 0 is the equation
A rix—q f—rx 3f/8x]
B: roy—quf—r2ydfjoy
This approach does not seem to be a fruitful one because of the diffi-

culty of establishing existence and uniqueness theorems for functional
equations of this type.

(3) 0 = Max [
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§ 3. Continuous versions—II: An integral approach

Let us now consider a diametrically opposed approach. Let Sy denote
some sequence of 4 (or Anaconda)-choices and B (or Bonanza)-choices
totalling N in number. Set

Pk (x, ¥) = the probability of surviving N stages and ending in the
state represented by (¥vx, ¥~x), using S, upon starting
in state (x, y).

Ry (%, y) = expected return from N stages using Sw, starting in state
(x, ).

If Sn actually consists of the first N choices of an optimal policy, we
obtain for f (x, ¥) the functional equation

1) fxy)=Rx(x9) + f Pk (%, 9) f(xvE, YNk

If N6, where § is as above, is chosen to remain finite as § — 0 and
N — oo, and set equal to ¢, the analogue of (2.1) is a functional equation
of the type

@) foy) =Max[Rs(ry,0) + [ [* flr,39)dGs(r, 5, 3,9)

where S denotes a continuous policy over the interval [0, f] and dGs is a
transition probability determined by this policy.

Functional equations of this type occur in the general theory of sto-
chastic processes. We shall not pursue this approach in this volume be-
cause of the many difficulties involved in justifying this equation and in
defining general continuous policies. Instead, we shall employ an approach
intermediate between the differential and the integral approach
which yields a functional equation bearing the same relation to (2) as the
diffusion or heat equation bears to the Chapman-Kolmogoroff equation
in the theory of diffusion processes.

A justification of this approach is the fact that it can be demonstrated
that the solution of the discrete process approaches the solution given by
the continuous process as § — 0. However, as stated above, we shall not
discuss this question here.

§ 4. Preliminary discussion

Let us continue to use the simple equation of (2.1) as our model for the
following discussion. According to the solution discussed earlier in Chapter
II, the A- and B-regions are separated by the boundary curve

71 X Y
M Lil=q18) = = (1 —:0) =~

1 qa
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which, as d — 0, approaches the line

@) L ar_ny
Q1 92
For each 6 > 0, the optimal policy has the following form:
“If below L4 continue using the A-policy until in the B-region, above
L;s. Then use the B-policy until in the A-region, below L;, and so on;
similarly if above L; to start.”

Geometrically:
y B-region LS
R /-(x,y)
A-region
0 X
Figure 1

The limiting form of this policy as § — 0 is the following:

“If (x, v) is below L, use 4 until the line L is reached, then continue
along L thereafter; if (x, y) is above L, use B until the line L is reached,
then continue along L thereafter.”

y L
B -region

(x,y)
(x,y)

A-region

Figure 2

Let us observe that a policy of this type, which requires motion along
L, is not included in the set of policies associated with any nonzero 4.
These policies, allowing only the use of A or B, yield broken-line paths
consisting of horizontal and vertical pieces, as in Fig. 1.

It is clear, however, that a path such as that given in Fig. 2 may be
arbitrarily closely approximated by an optimal policy as § — 0.

This suggest the important point that a continuous version of the ori-
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ginal discrete problem may not possess an optimal policy yielding a
maximum return. Instead there may only exist a sequence of policies
yielding a supremum-unless we suitably broaden the concept of a policy.
The natural way to accomplish this extension s to allow for the mixing of
dectsions, in some suttable sense, at each time.

§ 5. Mixing at a point

The introduction of mixing at a point is, however, with no intention to
pun, a mixed blessing, since it carries along with it a number of difficulties
of both physical and mathematical nature. Mathematically, we find
ourselves confronted by the same difficulties that made us wish to bypass
the integral formulation of § 3; physically, we are reluctant to accept a
policy which involves mixing decisions as one applicable to a problem
where a choice of one or the other decision is required.

To avoid simultaneously the conceptual difficulties of both mathema-
tical and physical origin, let us employ an interpretive device which has
been used before in a very similar situation. The essence of this device is
the observation that, under certain natural continuity assumptions,
mixing decisions at a point is equivalent to mixing decisions over small
intervals about the point.

We shall assume then, to construct our mathematical model, that we
are considering a process which requires at the times ¢ = 0, 4, 24, etc.,
that we determine the proportion of the following time interval of length
A which will be devoted to 4 and B respectively. Thus, over a typical
interval [k4, kA 4 A], we devote the first part, [kA, 24 + ¢, A] to the
use of A ; and over the second part [k4 + ¢4, kA + A), B is used:

A B
1 !

f
| ! I
kA A+ g A4 (E+1)4
Figure 3

The choice of ¢, will depend upon %, or more specifically upon x (k4),
and y (k4), and % itself, if the process is finite.

Assuming that A is small, so that the process is sufficiently well de-
scribed by first-order effects, we shall in the limit as 4 — 0 obtain a set of
differential equations which we will use to define our continuous process.!
A continuous policy will now be equivalent to a function ¢, (f).

In the next chapter, we shall derive the differential equations. To
illustrate the power of the method we shall, in turn, solve problems cor-
responding to the two-choice problem, to the two-choice problem for a

1 Recall the corresponding comment in Chapter VII.

226



CONTINUOUS STOCHASTIC DECISION PROCESS

finite number of stages, to the two-choice problem with a nonlinear
utility function, corresponding to the problem discussed in Exercise 1
of Chapter II, and to the three-choice problem of § 13 of that chapter.
Although the analysis is quite detailed, the guiding ideas are simple.

To justify the use of this formalism, it should be shown that the con-
tinuous process obtained in this way is actually the limit of the original
discrete process in a natural sense. This will be discussed in the second
volume.

§ 6. Reformulation of the gold-mining process

Let us now proceed to carry through the program outlined in the pre-
ceding sections. An interesting feature of the mathematics will be the
continued interplay between the techniques of the classical calculus of
variations and those of dynamic programming.

Let us, to clarify the issue, rephrase the problem we are considering:

“At each of the time instants £ = £4 we shall have to make a decision
concerning the proportion of the following interval of length A which will
devoted to the use of the machine in mine 4 and to the use of the machine
in mine B. This involves the choice of a fraction g;, which depends upon
the amounts of gold in the two mines at time ¢, and upon ¢ itself, if the
process is finite.

We arbitrarily assume that once this proportion ¢, has been chosen, the
first part of the interval (24, (k¢ + ¢,) 4], is devoted to use of the machine
in A, and the second part, [{# 4 ¢,) 4, (k¢ + 1) 4], to use of the machine
in B. If x is the amount of gold in mine A4 at time &4, there is a probability
1— ¢, ¢ ;4 that an amount 7, x ¢, 4 is mined, and that the machine is
undamaged; and a probability ¢, ¢, 4 that no gold is mined and that the
machine is irretrievably damaged. If mine B contains y at time £/ there
is a probability 1 — ¢, ¢, A that the amount #, v ¢, 4 is obtained, and
that the machine is undamaged; and a probability ¢, ¢, 4 that the opera-
tion ceases, where ¢, = 1 — ¢@,.

The problem is to determine the sequence of operations which maxi-
mizes the expected amount of gold mined before the machine is damaged.”

§ 7. Derivation of the differential equations

It is easily seen that if A is small, permuting the order of operations
in [kA, (k + 1) A] is a second-order effect. It is this feature which allows
mixing over intervals to perform the function of mixing at a point.

A policy now consists of a sequence {p, (#4)}, k= 0,1,2,.... For
any given policy, let
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% (¢) = amount of gold remaining in 4 provided the operation has
continued to ¢,

v () = amount of gold remaining in B provided the operation has
continued to ¢,

p (f) = probability that the machine survives until ¢, i.e., that the
operation continues until £,

f () = expected amount of gold mined up to time ¢,

where t =nd, n=0,1,2, ....
Ignoring the second-order terms in 4, we have

(1 xt+A)y=x{t) —rigp: () x() 4
Y+ =yO) —rep@®yH4
P+ A =pO (1 —q9() A — 9. (1) 4)
fC+N)=FfO)+2O (@@ rnx®) +e. () .y @®)]4

Letting 4 — 0, we obtain the system of differential equations

(2) dx/dt = — e, (8) 7, x (8), x (0) = x,,
dyldt = — @, (t) 725 (8), ¥ (0) = o,
dpldt = —p () [91 () ¢ + 92 () g2, p(0) =1

afldt =p @) [, ) i x(®) + @) 2y ()], f(0) =0

We now take these equations as the defining equations of our process, and
ignore their formal origin. The problem we set ourselves is that of deter-
mining ¢, = ¢; (¢{), where

3) 0<p: ()<L () =1— (h),

so as to maximize f (T). A case of particular importance is 7 = oo.
We shall derive similar equations for the three-choice problem in § 12
below.

§ 8. The variational procedure
Let @, and ¢, be functions furnishing the maximum,? and let
(1) @i = @i + 8B (8),

where ¢ is a small positive quantity, and §,, B, are two functions of ¢
satisfying for all ¢ > O the conditions

(2) 0<gi+efi<lp+p=0
(which implies | 8¢ | << 1/e), so that the @; are also admissible ¢ s.

2 It is easy to show, as a consequence of the uniform boundedness of the function
@, (¢), that the maximum is attained.
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It follows that 8: (¢) << Oif @i (1) = 1, B: (¢) = O if g (¢) = 0, and f: can
be of either sign if 0 < @i () << 1, the region where free variation is per-
mitted. Performing the variation, we find readily that

(3 %0 =50 0 —enBi@) +oep
7 =501 —ernBi) +0()
PO=pO(1—eqBil) —cg.B:(0) +0(0)

O =D =e [ —F @B () + 0:B:0) + B0 0O O

+ B POy O +nprO)p @) x@) + B0 ) yO)}
+o(e)

~

where we have set
t
4) Bi(t) = f Bi(s) ds

and the bars refer to the perturbed variables.
Integrating by parts to eliminate the B; (¢), we find

6 FD—f@) = [ 0B O+ K p ) dt+ 000

6) K. () = ff )ds + 7, p (T ‘“f (s

K, () ff@k+np —@fp

Since f (Ty — f(T) < 0, we see that whenever K; () > K; () we must
have ¢; (#) = 1, ¢; (f) = 0. These relations yield implicit equations for
@i and @;. In the next section we shall discuss the behavior of the K-
functions in more detail, in order to determine ¢, (¢) explicitly.

§ 9. The behavior of K;.
The fundamental relation is
(1) dldt (Ky—Ky) = (@1 —q2) [/ () — " () (ray — 11 %)
=p(q17:Y — g2 71 x].

3 The term o (¢) denotes a function of ¢ which approaches 0 as ¢ — 0 for all ¢

in [0, T].
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Thus a “mixed policy” (one for which more than one of the ¢; is positive
for a given ¢, which implies K, (f) = K, (¢)) can be optimal only on the
line ¢, 7,9 = ¢, 7, . This line is precisely the boundary line that one
obtains by passage to the limit from the solution in the discrete case as
A—0,asin § 4.4

If a mixed policy is pursued along the line, ¢, and ¢, must be chosen to
stay on this line, which means that the slope, s = y/x, must be kept
constant. Since

(2) ajdt (y|x) = y'jx — (x']x) s (t) = [F1 1 — 72 @a] §
we see that we must have
£ [£1

,(Pz“—
¥y 4 7y 7L+ 7,

3) P =

§ 10. The solution for T=o0

With these preliminaries out of the way, let us determine the optimal
policy for the infinite process, I' = oo. The infinite problem is, as usual,
simpler than the finite case because of the homogeneity introduced by
infinite time; after any initial actions, we are confronted by a problem of
the same type, with different initial values. Let us note that a conse-
quence of this, and the homogeneity of the equations with respect to x
and v, is that the decision at any point is a function only of the slope
s = y[x.

Let us begin by observing that if policy 4 is ever used above the line
g17;Y = ¢, 7, x in the (x, y)-plane, it is used thereafter. This follows im-
mediately from (9.1) whichshows that K, — K, is increasing when g, 7, ¥
— ¢, 7, x > 0. Since use of 4 decreases x and leaves y unchanged, once
K, > K, the use of 4 maintains the inequality.

Near the y-axis, however, the use of 4 continually is not as rewarding
as continual use of B. For with ¢, = 1, ¢, = 0, for ¢ > 0, we have

(1) x(f) = xoe "t
y () =vo
plt) =eat

t
f @ =f ¥y X Se 0sds

0

and thus
Sfa(o0) =71 %0[(gs + 71) -

4 Having been led to expect the appearance of this line as a consequence of
the analysis of the discrete case, it is relatively easy to spot it.
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However, ¢, = 0, ¢, = 1 for all ¢ yields similarly fz (c0) = 7, ¥of(g2 -+ 72).
For yo/x, sufficiently large fg (c0) > fa (o0). Thus, there is a region near
the y-axis where B is used.

This region where B is used extends down to the line ¢, 7, v = ¢, 7, .
To prove this we observe that a mixed policy cannot be pursued above
the line, and that if 4 is ever used above the line it is always used there-
after. Using 4 indefinitely, however, would eventually take (x, y) into
the region near the y-axis where B is known to be optimal, a contradic-
tion. Hence B is always used above the line. Similarly, below the line A
is always used.

When the line ¢, 7, ¥ = ¢, 7, ¥ is reached, the point (x, y) must remain
on the line thereafter. For if not, then an A policy must be used in a B
region or vice versa, which is impossible. Hence, on the line itself the
mixed policy of (9.3) must be employed.

We have thus demonstrated

THEOREM 1. With reference to the equations (1.2) and the constraints (7.3),
the maximum value of f (co) is attained by use of the policy

(2) o= 1forg, v,y <g.7: %,
Qo =1forq.7.y > g %,
¥y 7,
1= 71‘]‘72’(})2: 71+72forq172y=qzrlx.

Note that ¢, and ¢, are determined almost everywhere by the above
arguments, and hence are essentially unique. The above constructive
derivation of the solution furnishes an alternative existence proof.

§ 11. Solution for finite total time

In finding the solution for finite T, we shall begin by determining what
policy is used last. Since an optimal policy has the property that its
continuation after any initial part is also optimal, we shall consider first
the case where T is small. We have

(1) SO = [T20 6 rnx ) + 929y () ds

= 7, Xo fT @1 (s)ds + 75 ¥ LT . (s)ds + o (T)

for T close to 0.

It follows then that for small 7T the maximum is obtained by taking
@1 () =1,95(s) =0forr,x, >r,y,and @, (s) = 0, @, (s) = 1for 7, v,
> 7, %o. As is to be expected, for processes of small duration expected
gain, without worry about termination, is the determining factor.
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1f ¢, = ¢, the lines 7,y = 7, x and ¢, 7, y.= ¢, 7, x coincide, and the
optimal policy is easily found to be the same as that for T = oo.

Let us consider the general case where ¢, # ¢,. Assume, without loss
of generality, that the line r, y = 7, x lies above theline g, .y = ¢2 7, %.
The positive quadrantthen is divided into three regions, which we label
I, I1, II1. (Fig. 4).

y Foy=rix
rpy rix
I dz ~ q,
II
I
X
Figure 4

As before, it follows that in region I a B-policy once used must be con-
tinued thereafter, while in regions II and III the same holds for an
A-policy. Also, inregions I and I1 an A-policy is used if the time remaining
is sufficiently small, and in IIT a B-policy under the same conditions.
From this we conclude that an A-policy is always used in I, and a B-policy
always while in IIT.

Let us now establish that an optimal policy never switches from 4 to
B. Let us suppose otherwise and let ¢, be the time at which the change
occurs. Since at £, 4 is terminated, the point (x (,), ¥ (¢,)) must be in
region I, or on the boundary between I and II. Using B will keep the
point (x (#), y (¢)) in I for all # > £, since we know that B once used in I
must be continued. However, this contradicts the fact that 4 isused in I
whenever the time remaining is sufficiently small. Similarly, the combina-
tion of using the mixed policy and then B cannot occur, since the change-
over must occur on the boundary between I and II, and then B is used
thereafter in region I, a contradiction.

This reduces the number of types of solutions to six: 4 always; B
always; the mixed policy followed by A4; A then the mixed policy and
finally B; B then the mixed policy and then 4 ; B followed by 4.

Let £, be the value of ¢ at which the last change of policy is made in an
optimal strategy, if such a change occurs. For ¢, < ¢ << T, we must have
@ (&) = 1, @, (¢) = 0. We now compute the value of K, (¢,) — K (to).
We have for ¢, <t<<T,
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@ 50 = % (t) e 0, y (1) = y (t)

PO =p (ta) e b0,

FO=pt) e @rm ez (k)

and, after some simplification,

(8) Ky(td) — K, (to) = 9 (to) 71 % (20) [(1 — ch )6‘(‘11“" r) (T—t,)

e
q: r2 Y (to)]
+ ¢+ 71 % (fo)

For any fixed point (x (t,), ¥ (£o)) in 1I, the right side is positive for
T —t, small, and negative for T — ¢, large. It is equal to zero for pre-
cisely one value of T —¢,. This zero determines when the changeover
occurs. When it occurs, A is used for the remaining time, with any of the
six beginnings above, depending upon the location of the initial point.

§ 12. The three-choice problem

The continuous version of the three-choice problem mentioned above
in § 13 of Chapter II leads via the same formal process as given in§ 7to the
following. Given

(1) dx|di = — [y () 71 + @5 () 72] 2 (2), % (0) = %o
dyldt = — [‘7’2 @) re+ @s (&) 7al v (), y(0) = yo
dpldt = —p ) [p1 () @1 + @2 () ¢ + @ () @], 2 (0) =
dfjdt = p (&) [(@s (&) 71 + @3 () 73)x (&) + (@2 (£) 72 + @2 (¢) 4) y (@)

f(O) =0,
where, for all £,
(2 o+ +es=1 ¢ >0,

It is required to determine the @; (f) so as to maximize f (T).
We shall consider only the case where T = oo.

As before, let us set @i = @i + ¢f, and B (¢ f B (s)
We obtain
(3) ) =2 (A —er B () —ers By (1)) + 0(e)
y@ =y@( —8723 (#) —ers By () + o)

P =20 ~827iBt())+0(8)

i=1

df/dt [(‘Pl 14+ Qs 7)) X A+ (g2 72 + @3 74) V)
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Consequently, following the same technique as before, we obtain

@ T —f(T) =¢ f (K, By + Ka By + Ko Bl dt + 0 (&)

6) Kalt)=—qu [ f ) ds +np(D)s (D—r [
Kyl =—a: [ /6 ds+rp@y@—n | s
K =—g [ £ ds+ (D) irx (D) +ray (D]

— [ # @ rax ) + ey (s

§ 13. Some lemmas and preliminary results

The statementsin the lemmas below concerning the dependence of the g;
upon the K; are, of course, taken to hold almost everywhere.

Lemma 1. If Ki (t) > K; (8), then @i () = 1 or @; () = O.

ProoF: Let E be the set of ¢ for which the assertion does not hold. Let
pi=1,0;=—1fortin E, and let the §’s be zero otherwise. The varia-

tion is admissible for & sufficiently small and makes;‘(T) — f(T) positive
if m(E) > 0.

LEMMA 2. If K (f) > K; (t) for 1 5= 4, then ¢;s = 1.
The proof follows immediately from the above.

LemMma 3. If there is a | such that K; (t) << K; (t), then ¢ = 0.

Again a simple consequence of Lemma 1.
Let us now compute the derivatives of the K;. A straight-forward cal-
culation yields the symmetric results

(1) K/ () =p[Cip: + Co 93]
Ky () =p[—Cin —Cs 5]
K () =p[—Cap:i + Cs95]
where we have set
(2) Ci=qny—¢@ns
Co=qry—(@sh— Q) %
Co=1{(¢s72—q27) Yy — @275 ¥
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The relative positions of the three lines C; = 0 are determined by the
quantity
3) D=g,7,75+ a1 7a—gqs 717,

If we assume that all three lines lie in the positive quadrant, a straight-
forward calculation shows that if D > 0 the lines have the position shown
in Fig. 5, while if D < 0 they lie as shown in Fig. 6.

Figure 5 Figure 6

Ttis possible for both cases D > 0, D << 0 to occur. The case where one
of the lines C, = 0, C; = 0 lies outside the positive quadrant yields an
immediate simplification of the following arguments without changing
the over-all structure. Consequently, we shall discuss in detail only the
above cases.

§ 14. Mixed policies

As above, we denote by the term “mixed policy” a situation in which
some of the @; have values different from 0 and 1. By an A4-policy we
shall mean ¢, = 1, a B-policy ¢, = 1, and a C-policy ¢, = 1. Let us prove

LEMMA 4. No optimal policy contains a mixture of A, B, and C policies.

ProoF: Let us assume that in some interval we have simultaneously
@1, @2, s > 0. In this interval we must have K, = K, = K,
This yields

(1) Pr+ @+ =1
K/ —K,)=p[Cipr+Crps + (Co + C3) 5] =0
Ky — Ky =p[Cops +(C1—C3) g+ Co5] = 0
The solution for @,, @,, @5 is, if C; —Cy, — C3 #£ 0,
—C, —C, C,
Ta—G—¢ " a—a—a' T a—a—c
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Since the @; must be positive in this interval, we must have C;, — C,,
and — C; all of the same sign. It is easily verified upon referring to Figs.
2 and 3 that in both cases D > 0, D < 0, this can never occur.

Furthermore, C, — C, — C, = 0 only if the lines C, =0, C, =0,C,
= 0 coincide. When this occurs the problem is equivalent to the two-
choice problem.

Let us now investigate the possibility of using mixed policies involving
only two of the three policies, 4, B, or C.

LEMMA b. Concerning the mixing of two and only two policies, we have the
Jollowing results:

(3) (a) A maxture of A and B is permissible only along
Cy =0, where p, = 15/(ry + 13), o = 74/(r1 + 73).
(b) A mixture of A and C is permissible only along C, = 0, where

Yy —¥; ¥y
pr=—" Py = ———————
7yt 1y —73 Yoty —7;

(c) A muxture of B and C is permissible only along C; = O, where

Yy —— 7, 74
B (pa e —
re+ 13— 17 ToF ¥y — 7,

P2 =

Proor: If ¢, @, >0, p; =0, we must have K, = K, > K,. In an
interval where this occurs,

(4) 0=K,’— Ky =p[Ci(p+ @]

Hence C; = 0. The values of ¢, and ¢, which keep (x, y) on this line are
determined as in the two-choice case. The other assertions in Lemma 5
are obtained similarly.

§ 15. The solution for infinite time, D > 0

Having obtained these auxiliary results, we now proceed to find the
solution to the problem of maximizing f (co). We shall assume that »; >
74, since the case 7, > #; can be handled by interchanging the roles of ¥
and y and 4 and B. The degenerate case, », = 7,, will be discussed
separately.

Let us make an initial observation that when 7, > 7, the mixed
AC policy is never used, for by (14.3) ¢, and ¢, cannot both be positive.
The solution takes two distinct forms depending upon whether D > 0 or
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D << 0. Let us begin by considering D > 0. We shall establish the prin-
cipal results in a series of lemmas.

LEMMA 6. In an optimal policy, B is used near the y-axis.

ProoF: There is a region near the y-axis where A is not used. For if
C,>0,C, >0 and A is used, ie., ¢,(f) =1, we have K," = 0, K,’
< 0,K," < 0. This means that K, remains the largest for £, >> ¢. Hence,
if A is used in this region, it must be pursued thereafter. Let us now
compute the results of a continued A-policy, a continued B-policy, and a
continued C-policy. We have

1 Sfa(00) = 7y %0[(g1 + 71)
SB(00) = 73 ¥o[(g: + 72)
fe (00) V3 Xo Y1 Yo

—92+7a P

A comparison of f4 {c0) and fz (co) shows that fg (co) > fa (c0) for
¥o/%, sufficiently large.

Let us now show that in the region above the line C, = 0, if C is used
it is used continually thereafter. Using C increases the slope s (f) =
y (#)/x (¢), for with g3 = 1 we have

(2) S =s@)(ryg—ry >0

On the other hand, using B decreases the slope. Hence, we cannot use B
after C, for to do so would return us to a region where C was to be used.
We have already shown that 4 cannot be used after C when close to the
y-axis. A comparison of fg (c0) and f¢ (oo) shows that it is better to use
B rather than C near the y-axis if 7, y/(gs + 73) > 7. ¥/(¢s + 74), oOT
ga 7y — ¢3 ¥4 > 0. This, however, is precisely equivalent to the condition
that C; = 0 lie within the positive quadrant, which we have assumed.

It follows that there is a region near the y-axis where neither 4 nor C
is used. Since by Lemma 5 no mixed policy is used above the line C; = 0,
we conclude that there is a region adjoining the y-axis where B must be
used.

LeMMA 1. The lower boundary of the B-region adjoining the y-axis is the
line Cy = 0. On that line a mixed BC-policy is employed. Below C3 = 0,
B is never used.

ProoF: Let us begin with initial values (x,, y,) near the y-axis in the
region where B is used and consider what form an optimal strategy can
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have. B cannot be used indefinitely since this would eventually take
(%, ¥) near the x-axis where comparison of f4 (o0) and f (0o) shows that
A 1s superior. However, since both 4 and C increase the slope y/x, B
cannot be followed by A4 or C since both of these would immediately put
the point (x, y) back into a region where B is to be used. Consequently, B
must be followed by one of the mixed policies.

As we have already seen, for 7, > 7, the mixed policy AC is never used
in an optimal strategy. We assert that if a mixed policy is used in an opti-
mal strategy, then continuing the mixed policy forever is optimal. For
let (., ¢,) be an interval on which the mixed policy is pursued. Since the
point (x (¢,), v (¢,)) lies on the same ray as (x (f,), ¥ (t,)), because of the
homogeneity the same policy, continued for an equal length of time,
is optimal. Hence the mixed policy may be continued forever. Taking
this remark into account, we can show that for D > 0 the mixture AB
never occurs in an optimal strategy. By Lemma 5a, AB could only be
used on the line C, = 0. If AB were used there, we would have

Ky = P[Ca‘Pz—Cz‘Pl] <0

since C, > 0 and C; < 0 there (cf. Fig. 2). Since K, (co) = K, (00} =
K;(o0) = 0 and K, = K, = 0 while AB is being used, it follows that
K, > K, = K, while the AB-mixture is being used. This, however,
implies that ¢, = 1, ¢, = @, = 0, which is a contradiction.

The remaining possibility then is that BC is used after B on the line
C; = 0. B cannot be used below this line as a consequence of the above
arguments.

LeEMMA 8. There is a line L = O between C, = O and the x-axis such that
C is used in the vegion between C; = O and L = 0, and the policy A is used
in the region below L = 0.

Proor: By the results already established we know that the only policies
which can be used in the region below the line C; = 0 are 4 and C. Since
both of these policies increase the slope exponentially, eventually the
point (x, ¥) will reach the line C; = 0 where the mixed policy BC is em-
ployed.

Let us investigate the possibilities of changes from 4 to C and from
C to A. By (13.1) we have

Ky () — Ky (t) =p[Crps + Cops + Cop1 — C;5 @3]
and hence when only C or 4 is used,
(3) K () — K" (1) = p Co g1 + @3]

which is positive above C, = 0 and negative below. Now in a changeover
from C to A we must have K," — K;" > 0. Consequently, a change from
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C to A cannot occur below C, = 0. Similarly, we observe that a change
from A to C cannot occur above C, = 0. Also there cannot be a change
from A to BC because when 4 is used above C, = 0, K, — K is positive
and increases; hence BC, which requires K; > K,, cannot be used. Thus
the assumption that 4 can be used above C, = 0leads to a contradiction,
since, as we know, BC must be used eventually.

We also can prove that a change from 4 to C cannot occur on the line
C, = 0. For suppose that such a change occurred. At this time of change
we would have K, = K,. The C-policy will then take the point (x, y)
above the line C, = 0 where K,  — K," > 0, hence K, > K,, which
means that 4 must be used, a contradiction.

There are now two possible cases:

(1) € is used in the entire region below C; = 0.

{2) Thereis aline L = 0lying between the x-axis and C, = 0 such that
A is used below L = 0 and C is used above.

The following proof by contradiction shows that the first case does not
occur. Let (x,, vo) be a point below C; = 0. By assumption C and BC
are the only policies used so that we must have K’ {f) = 0 for all £ > 0.
Since K, (00) = 0, we have K, (0) = 0. Because C is preferable at (x,,
Vo), we must have 0 = K, (0) > K, (0). Hence, since K, (c0) = 0, we
have by (13.1)

4) 0<K,(00) —K,(0) = f:'w) Codi+ [ 4O Comn+ Cagaldt

where ¢’ is the time of changeover from C to BC. Keeping x, fixed, let
yo—> 0. This entails ¢ — oo, Since C, ¢, + C, ¢, is uniformly bounded,
the second integral tends to zero. We have then, using the expressions for
x, ¥, p, obtained from a C-policy

t/
(5) lim e~ Gt vy Voe Tt — (g ¥y — @y ¥5) Ko e~ Tt] dt =0
Yo — 0 Jo
or
o (@571 — g1 75)
(6 — fo (g3 71— q173) Xo e~ @+ 7o)t dt == —>%——7:-_3- o =0,

which contradicts the assumption that the line C, = 0 passes through
the positive quadrant.

This completes the consideration of the case D > 0 when both C, =
0 and C; = 0 are contained in the positive quadrant. The complete result
is

THEOREM 2. If D = g, 7, %3 -+ qo ¥, 74 — g3 ¥1 ¥5 > O, the solution to the
problem of maximizing f (co) subject to (12.1) ¢s given schematically by Fig. 7.
It does not seem possible to specify L in any simple way.
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C =0

Figure 7

Finally, let us discuss the degenerate cases in which C; = 0or C, = 0
do not lie in the positive quadrant. If C; = O lies outside, the C-region
extends all the way to the y-axis.

§16. D < 0

Let us now consider the case in which D < 0. In this case it turns out
that C is never used, which means that the solution is as given in the
two-choice problem

LemMA 11. B is used near the y-axis.
ProorF: Precisely as before.

Lemma 12. The lower boundary of the B-region adjorming the y-axis is
C, = 0. On that line AB is used. Below the line B is not used.

ProoF: Asin the case D > 0 we conclude that a B-policy must be follow-
ed by one of the mixed policies AB or BC. However, in the present case
where D << 0, the mixed policy BC cannot be used in an optimal strategy.
For when BC is used, we have

(1) K/ (t) =p [Cl @2 + C, (Pa] <0

because C3 = 0 is below C, =0 and C;, = 0. Also K, (00) = K, {00)
= K4 (o0) = 0, and K, ({) = K;’ () = 0 when the mixed policy BC is
used. Hence K, (f) > K, (t) = K, (¢f) when the BC-mix is used. This,
however, is a contradiction since it implies that ¢, = 1, ¢, = ¢, = 0.
Hence, a B-policy must be followed by use of 4B on C; = 0.

Again the same argument as above shows that B is not used below C,
= 0.
LemMma 12. A4 ¢s used tn the entire vegion between C, = 0 and the x-axis.

Proor: First, C is not used just beiore the 4 B-mixture. While 4B is em-
ployed, K, () = K,'(t) =0, and K;'(t) = p [ —Co 1 + C3¢,] > 0, as
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can be seen from Fig. 7. It follows that K, < K, and K, < K, immedia-
tely before the changeover to AB occurs. Hence C is not used immediately
before AB.

It follows then that there is a region below C; = 0 and adjoining this
line, where A is used. However, it is impossible to use another choice
before A is an optimal policy. When 4 is used below C,, we have

(@) K/ () =0,Ky (f) =—pC >0, Ky (t) = —pCy >0

Hence, K, is the largest for all smaller ¢, and the A-region extends to the
x-axis.
Collecting the above results, we have

THEOREM 8. If D = ¢ 7375 + Qo ¥, ¥4 — s ¥, 75 << O, the solution to the
problem of maximizing f(co) never uses a C-policy and has the two-choice
Sorm:

J C;i =0

Figure 8

§ 17. The case r;=r,

Some of the preceding arguments fail in this case because the C-policy
keeps the slope y/x constant. It follows from (14.3b) and (14.3c) that
neither of the mixed policies AC or BC is ever used.

Let us first of all show that if D < 0, C is never used. To do this we
compare the result of using AB repeatedly with that obtained from using
C.

When AB is used continually, an easy calculation yields

"

W fan(09) = 75— (o + 34

where

(2) , — Y1 ¥, ’ =Q17'2+Q271
7L+ 7 Y172
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Similarly the result of using C continually is

£
- g3+ 73

(3) Jfe (e0) (%o + ¥o)
The inequality fag (co0) > fc (00) is equivalent to D < 0.

If D > 0, the above argument proves that no mixed policies are pur-
sued. Different cases arise depending upon which of the lines C, = 0, C,
= 0 pass through the positive quadrant. As before, it can be established
that if C; = 0 is the positive quadrant, it is better to use B rather than C
near the y-axis. Let us now determine where the changeover from B to C
can be made. Let £, be the time of changeover. For ¢, < ¢ < oo, we
have

(4) K/ () =—0Co Ky (t) = —pCo Ki/ () = 0

Also, we must have K, (t,) << K, (fo) = K; (to). Using again the remark
that K, (o0} = K, (00) = K; (o0), we see that for ¢ > ¢,, we must have
C,; = 0. Thus, B is followed until the line C; = 0 is encountered and then
C is followed. In this degenerate case C plays the role of BC. Similarly,
changeover from A4 to C occurs when C, = 0 is reached. If C, does not lie
within the positive quadrant, C is used up to the y-axis. If C, = 0 does
not lie within, C is used up to the x-axis.

§ 18. Nonlinear utility—two-choice problem

Let us now consider briefly the two-choice problem discussed in § 6—10
under the condition that we wish to maximize the expected value of some
function # of the total return R.

In view of the results obtained for the discrete problem, or rather of
the lack of results, it is somewhat surprising to find that for every utility
function #, which is strictly increasing and has a continuous derivative,
the optimal policy is precisely the same as that for the linear utility
problem solved above. This alone should be sufficient to warn the un-
wary that continuous versions should not be used without close atten-
tion to the kind of approximation they afford.

Since any monotone-increasing utility function can be approximated
arbitrarily closely by a function of the above type, it follows that this
policy is optimal for any monotone-increasing utility function, although
not necessarily unique. A function of this class of great theoretical and
practical importance is

(1) #(R) =0for0<< R <R,
= 1lforR>R,
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The expected value of « (R) is the probability that R is greater than or
equal to R,.

Let the variables have their previous connotations; we obtain as
before

(2) dxjdt == — @, () 71 2 (F), x(0) = x,
dyldt = — @2 () 125 (1), ¥y (0) = o
aplat = —p () [g2 ) g1 + 92 (1) 2], p(0) =1
Let z(t) = %o + yo — x (f) — ¥ (£), the quantity which represents the total

amount of gold mined up to ¢ if the machine has survived up to this time.
The expected value of u (R) is given by the integral

3 G=—[Tuizwapt)

This is easiest seen by considering that we are paid for the total amount
of gold that the machine has mined up to the time that the machine is
damaged.

Our aim is to find the functions ¢, (), @, (¢) subject to the constraints

(4) 0<@i<lp+g,=1

which maximize G.
Pursuing the same perturbation techniques as above, we obtain after
some straightforward calculation

(5) C—G=c [ (KB ) + Kr0)fu ()] dt +0(0)

where

(6) Ki=qupOuO)— [T 0w @) rnx
— g p' (5) w (= (5))] ds

Ky =q:1 (0 — [ OwEonye

— gt (8) (2 (s)] ds

Furthermore,

) K () — K0 =p 0w (20) @729 () — 42717 0]

It follows that if we assume that %’ (z) > 0 when z > 0, the arguments
and results of the linear case carry over with very slight modifications.
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CHAPTER IX

A New Formalism in the Calculus of Variations

§ 1. Introduction

In two previous chapters, in our treatment of multi-stage production
processes, we encountered the problem of maximizing the functional
{(#(T), a) over all functions z () subject to the relations

(n a. dx/dt = Az, x(0)=c,
b. Bz<<Cx,
c. z>0.

Utilizing the fact that the maximum, which we assume is attained, is a
function only of the initial vector ¢ and the duration of the process T', we
obtained a functional equation for f(c, T) = Max (x (T), a), which we

z

converted into a partial differential equation. As we mentioned at the
end of Chapter 7, this same approach is equally available for the study of
other classes of problems in the calculus of variations.

We shall pursue the investigation in this chapter, devoting our atten-
tion to two particular classes of problems. The first is that of determining
the maximum or minimum of functionals of the form

(2) Jz) = fTF(x1 Koy ooy Xn, 21, 29y -+ o, Zm) AL,
0

subject to relations and constraints of the form
(3) a. dxifdt =Gi(x,2),x:0) =¢;,i=1,2,...,n,
b, Re(x,2)<<0, k=12 ...,1.
The second is the eigenvalue problem associated with the equation
4) uw +e()u=0, u(0) =u (1) =0.

Since this problem is, under reasonable assumptions concerning ¢ (f),
equivalent to the problem of determining the relative minima of

(5) J(u) = fl w'?dt,

]
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subject to the constraints
1

(6) a. fqp(t)uzdt:l,
]

b. u(0) =u(l) =0,

we have a problem closely related to that described in equations (2) and
(3). The two-point boundary condition, however, introduces features of
novelty and difficulty.

Following our usual approach, we shall introduce suitable state vari-
ables and derive a functional equation for the minimum of J () as a
function of these variables. The limiting form of this functional equation
will be a partial differential equation.

We shall then turn to a discussion of the numerical solution of these
equations. After indicating the conventional solution by means of partial
difference equations, we shall show how difference equations can enter
along another route. The importance of this alternate approach lies in the
fact that it enables us to bypass a number of thorny, analytic difficulties
native to the domain of the calculus of variations. It also enables us to
avoid a number of difficulties associated with the stability of computa-
tional techniques.

Using this approach, we shall consider also some problems involving a
Cebycev functional

J @) = Max F (%), %5, ..., Xn; 21, 2, -« «, Zm)
0stsT

Tn any case, we shall throughout the chapter consistently adopt a
purely formal viewpoint. In this introductory, expository account we
are primarily interested in presenting the basic principles of the func-
tional equation method. A rigorous account, necessarily of a higher level
of difficulty, will be reserved for the second volume.

§ 2. A new approach

Before embarking upon the high seas of analysis, let us discuss the
basic idea of this new approach to continuous variational problems.

The classic technique in the calculus of variations, patterned directly
upon the finite dimensional techniques of calculus, depends upon the
concept of a function yielding an extremum as a point in function space,
and the characterization of this point by means of variational properties.

We shall instead consider the calculus of variations as consisting of a
particular class of multi-stage decision processes of continuous type. A
function yielding an extremum may then be considered to be a contin-
uous policy.
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Let us give some simple examples which may serve to illustrate this
idea more clearly than any abstract discussion.
ExAMPLE 1. Determine the curve connecting two points, P and Q, having
the property that a particle travelling along the curve under the influence of
gravity will go from P to Q in munimum time.

y

Figure 1

(the classical brachistochrone problem)

It is clear that along an extremal, whatever the path between P and
some intermediate point R, the path between R and Q must be such as to
minimize the time required to traverse RQ, given the left-hand velocity
at R.

At each point on the curve, we determine a direction of motion, which
Is to say a tangent to the curve. The optimal policy or extremal may be
expressed not only by means of an equation for y in terms of x, the
usual approach, but also by means of an equation for dy/dx in terms of ¥
and the given left-hand velocity at (x, v).

EXAMPLE 2. Suppose that we ave presented with the problem of drawing a
curve passing through P and Q, as in the figure below, of fixed length L,
which will include a maximum area in the curvilinear quadrilateral bounded
by the curve, the perpendiculars PP', QQ’, and the segment P'Q" of the
X-ax1S.

It is clear that along an extremal, whatever the path between P and R,
and whatever the shaded area obtained in this way, the continuation
from R to Q must maximize the area RR’ Q’Q subject to the restriction
that the curve RQ have length L — L',

The optimal policy may be expressed by means of an equation for dy/dx
in terms of y and L — L', rather than by an equation for y in terms of x.

Both of the conclusions in these two examples are applications of the
“principle of optimality’’ discussed in Chapter 3, and applied in all of the
preceding chapters. The mathematical expression of this principle will
yield our new approach to the calculus of variations.
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0o P’ R’ Q’
Figure 2 (the classical isoperimetric problem)

An advantage of this new approach lies in the fact that very often in
the determination of optimal policies for multistage processes, the deter-
mination of the next move in terms of the current state of the process is
in many ways a simpler, more natural and even more important piece
of information than the determination of the entire sequence of moves in
an optimal policy to be followed from some fixed initial position.

Speaking in geometrical terms, we seek to determine the intrinsic
equations of extremal curves. In place of considering the curve as the
locus of points, we regard it as the envelope of tangents, a dual approach
to the classical treatment.!

In general, as is always to be expected, the combination of the two
approaches, local and global, will be most powerful, since some aspects of
an extremal are most simply described in point coordinates, and others in
tangential coordinates.

We shall in the following sections apply these ideas to a number of
representative problems, and discuss the application of this approach to
the computation of solutions.

§3. Max f” F(x,y)dt
Y o

In Chapter 1 we considered the discrete process which gave rise to the
functional equation

(1) fi) = Max [g@) + h{x—y) + flay + b (x—y))], f(0) = 0.

0<y<=z

1 In the terminology of game theory, there may be a considerable advantage
to viewing a process in its extensive rather than normal form. Essentially, only then
do we take full advantage of the intrinsic structure of a process and thus differentiate
it from other multi-stage processes and other multi-dimensional maximization
problems.
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A continuous version of this process gives rise to the problem of maxim-
izing the functional

© TO) = [T igo) + b -,
with respect to y (f), where
(3) a. dxjdt=—ay—bx—y),a,b>0x(0)=c,

b. 0<y(t)<x(),t=0.

Let us then, to introduce our method, consider as our first example, the
problem of maximizing an integral of the form

(4) T ) = f:"F(x, y) dt,

subject to the relation between x and y,
) dx|dt = G (x, ), x (0) = c.

To begin with, let us omit any constraint such as (3b).

Let us once again repeat that we shall proceed tormally since we are
interested here only in presenting the mechanics of our approach. This is
to say, we shall consistently assume that maxima and minima exist, and
that the extremals possess the requisite differentiability properties we
shall need. The problem of establishing these properties rigorously is
quite distinct from that of deriving the formalism and will not be con-
sidered here. Furthermore, as we shall indicate below, in a number of
cases, we can pursue a path which eliminates any necessity for obtaining
a priori results concerning the nature of the maximizing y.

Returning to the maximization problem posed above, we observe that
the maximum value of J (y) will be a function only of the initial value of
%, namely ¢. Let us therefore write

(6) M'c;X JO) =f©),

and proceed to derive a functional equation for f (c).
Let y = y (¢) be a function yielding the maximum of J (y). We have
then

Y f@=[Fana+ [[Feya,

for any S > 0.

Consider the second integral. The effect of any initial choice of y (f),
for ¢ in the interval [0, S], will be, by way of the differential equation of
(5), to convert ¢ into the value of x at S, which we call ¢ (S). It follows
then, that whatever the initial choice of y over [0, S], we will have over
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the remaining interval, [S, o], a problem of precisely the same form as
the original, with the difference that ¢ is now ¢ (S) = % (S). Since the
integrand is independent of ¢, and also the differential equation, the new
interval may be considered to be [0, o], with x (0) = ¢ (S).

It follows then, invoking the principle of optimality, that equation (7)
may be rewritten

® for = [ Faya+res).

Since the choice of the function ¥ must be made so as to yield the maxi-
mum value f (¢}, we obtain the basic functional equation

(9) Fe) = Max [ [ Fxy)dt+fleS),

¥ (0, S] °
forany S > 0.
From this equation we shall derive a differential equation for f(c) by
letting S approach 0. For small S we have, under appropriate assump-
tions of continuity,

(10)  fle) = Max [F(c,y(0) S +flc + SG (¢, ¥ (0)) + 0 (5)]-

¥ 10, 8]

As the interval [0, S] shrinks to zero, a choice of y over [0, S] becomes
ultimately a choice of y (0). Let us, for notational simplicity, set v = y (0).
Then (10) leads to

(11) fle) = Max {F(c,v) S+ flc) + SG(c, v) ' (€)] + o (S),

which in the limit as S — 0 yields
(12) 0= Max [F(c,v) +G(c,v)f (c)].
v

Applying calculus to determine this maximum, we obtain the fwo
equations
(13) 0=F{(,v)+Gv)f (¢,
0=Fu(c,v) +Golc, o) f (c).
Elimination of f' (c) between these two equations yields the determi-
nantal equation
Fc,v) G(c,v)

(14)
Fylc,v)Golc, v)

:O’

which determines v as a function of c.
Having determined v as a function of ¢, which is to say, y as a function
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of x, we return to the differential equation of (5) and find x, and subse-
quently y, as functions of ¢ by solving the differential equation

(15) dxjdt = G {x,y (x)], x (0) = c.
From this we see that relatively simple policy, ¥y = ¢ (x), may yield a
relatively complicated extremal function, x = x (f).

§ 4. Discussion

Let us take G (x, ¥) to be uniformly negative and equal to — 4 (x, y) so
that we may consider the above to represent a continuous allocation
process where the rate of return is F («, ¥) and the rate of expenditure of
resources is 4 (x, ). Starting from the basic equation

1) 0 = Max[F (c,v) — 4 (¢,9) [ ()],
we have, for all v,
(2) 0>F(c,v)—Al,v)f (),
and thus
) fle)=Flev)dlev).

Since there is equality for at least one value of v, we obtain the equation
(4) £(6) = Max 22

o A )

This equation tells us that the policy which maximizes the overall
return proceeds locally to maximize the ratio of the rate of return to the
rate of expenditure of resources, a policy we have encountered before,
cf. Exer. 18 of Chapter 1, § 8 of Chapter 2.

This is a very interesting interpretation of the Euler equation for varia-
tional problems of the above simple form. We leave it to the reader to
verify that (14) of § 3 is a first integral of the Euler equation obtained in
the classical manner.

§ 5. The two dimensional case

We leave as an exercise the proof of the result that the same technique
applied to the problem of determining the maximum of

M [T Fe
o
over all functions y, (f) and y, (¢) subject to
(2) dxsfdt = G (%1, %5, Y1, ¥2) , %(0) = ¢,
dxpfdt = H (%1, %3, Y1, ¥3) %3 (0) = ¢,
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yields the determinantal equation
Fey, 18,0 Gcq, o, u,v) Hcy, ¢y, #, V)
®) Fy Gu Hy =0,
F, Gy H,
connecting the valuesy; (0) = # (cq, ¢5), ¥5 (0) = v (cy, ¢3) -
It is an open problem as to whether or not a solution to the above

variational problem can be obtained in the same form as in the one-
dimensional case, i.e., in the form y, = @, (¥;, %), Y2 = @5 (%4, %,).

T
§ 6. Max f F(x,y)dt.
¥ o

Let us now consider the more general problem of determining the
maximum of

~

) Jo)= [ Feya

subject to the relation connecting x and y,
(2) dxjdt = G (x,), 2(0) =c.

As we shall point out again below, there are certain advantages to
considering the finite problem, despite the complication caused by an
additional parameter.

The two state variables are now ¢ and 7. In many applications, ¢
represents the initial quantity of resources and T the duration of the
process. We now write

®) M;IX J) =1 T).

Employing precisely the same reasoning as in the previous section, we
obtain the functional equation

@ feT)= Max [ [ F(xy)dt+f(S), T—S),

y [0, 8] °

which leads, in the limit as S — 0, to the nonlinear partial differential
equation

(5) 0= Max[F (c,v) + G (¢, v) fe — fr] .

This, in turn, leads to the simultaneous equations

(6) Jr=F(c,v)+G(0)fe
0 =Fulc,v) +Golc,v) fe.
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Solving for f. and fr we have
) fe=—Fy(c,v)/Gu(c,v) = P (c, v)
Jr=F —GFy/Gy = Q (c, v)

To obtain an equation for v, the fundamental variable, we equate fr.
with fer and obtain the equation

(8) vaT=vic+Qc.

This is a first order linear partial differential equation for v = v (¢, T),
which may be solved by means of the method of characteristics, a point
we shall mention again below in § 14, or by numerical means, given v
0, T) or v (c, 0).

It is here the advantage of a T-dependent formulation becomes clear.
We can determine v as a function of ¢ for T = 0 quite readily, since for
small T, we have

(9) fle,T) =Max[F(c,v) T + o (T)].

Consequently, for 7 = 0,v = v {, 0) is determined by the condition
that it maximizes F (c, v).

T
§ 7. Max f F(x,y) dt under the Constraint 0 <y <«
¥y o

Let us now consider the problem of determining the maximum of

Jy) = f "F {x, v) dt subject to the relations
0

1) (@) dxjdt =G (x,¥),x(0) =c,
b) 0<y=<x.

As far as the classical approach is concerned, the difficulty of the
problem resides in the fact that y cannot be determined, in general, by
means of an unrestricted variation. When 0 <y < x, we may vary
freely, and in intervals where this inequality holds, y must satisfy the
Euler equation. However, when y = 0 or x, we merely have an Euler
inequality. The heart of the problem lies in determining how to fit
together the three types of solution, y = 0, ¥ = x, and y a solution of the
Euler equation. This is equivalent to determining the transition points
where two types of solution join.

At the present time, there exists no uniform technique for solving
these problems in explicit analytic form. Certain classes of problems of this
type do have a simple structure to their solution, as we shall briefly
discuss below.
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Let us now see how the functional equation technique applies to this
problem. Define

(2) fe, T) = Max [ (y)
Yy
As above, we derive the partial differential equation
(3) fr= Max [F(c,v) + G {c, ) fe].
0<v<e

The original constraint 0 <C y < x has been translated into the con-
straint 0 << v << ¢. The initial condition is

(4) fle,0)=0,

for all ¢.
We see that the constraint 0 <C v <C ¢ prevents us from differentiating
freely with respect to v. In § 10, we shall show how (3) can be used to

derive the structure of the solution, under certain assumptions concerning
F and G.

§ 8. Computational solution

Let us examine the nonlinear partial differential equation

(1) Jfr=Max[F{c,v) + G{c, v) fe],

with f (¢, 0) = 0 and sketch a procedure that may be used to compute the
solution.

In place of allowing the variables T and ¢ continuous variation, we
restrict their range to the set of values

(2) T=04,24,...,k4, ...
c=0,+6,+25, ..., 4+ %6, ...
where 4 and é are both positive quantities.

The partial derivatives fr and f. are now approximated to by the
difference quotients

T +A)~f, T
) fT;f(c +2| fle 1)

—~ f(0+6, T)—f(c-—é, T)
fe = 20

with the result that the nonlinear differential equation in (1) assumes the
approximate form
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) fle, T+ A4)=fT)
+A4 [Max {F (¢, v) + G (c, v)

fle+4, T)2—6f(0—5» T)}]

fle,0)=0

Starting with the known values for f (¢, 0) we can compute successively
the values of f(c, 4), f (¢, 24),. .., and so on.

Although this method is conceptually very simple, there are great
difficulties encountered in actual computing practice. Essentially the
main question is how to choose the quantities A4 and 4. The convergence
of the process and the stability of the numerical solution depend upon
the proper ch oice ofthese parameters. For the linear equations that appear
when the maximum is removed, there is a fairly complete and satis-
fying theory of these matters. For nonlinear equations, however, prac-
tically no theory exists and the matter rests in the realm of art and
experience.?

It is interesting to observe that the numerical solution of (7.3), an
equation with a constraint, is easier to obtain than the numerical solution
of (1) above, due to the fact that the existence of the constraint narrows
the range that must be examined to determine the maximum. Conse-
quently, in many cases, the more realistic process will possess a simpler
computational solution.

In § 11 we shall discuss an alternate computational scheme, also based
upon difference equations, which in practice seems to be more efficient
and which enables us to proceed in a rigorous fashion, without having to
enter difficult domains of the calculus of variations.

§ 9. Discussion

We have mentioned above the difficulties that may arise in solving a
variational problem subject to restraints, and also the fact that certain
cases may be completely resolved.

Let us show how the functional equation in (8.1) may be used to yield
information concerning the structure of the solution. We shall consider
only the case where F (¢, v) is strictly concave in v for all ¢, and G (¢, v)
is linear in v. The nonlinear partial differential equation then has the
form

(1) Jr = Max [F e, v) + (g () + 2 (¢) v) fe]

0<e<e

2 There is also the problem of choosing a suitable difference-quotient approxim-
ation. In (3), we choose a symmetric approximation for f, and an asymmetric
one for fp. For the case of linear equations, stability considerations may often
be helpful. For nonlinear equations, practically nothing is known.
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The function F (¢, v) + (g (¢) + 4 (c) v) fe is strictly concave in v for all
values of ¢ and T, and the maximum over v is uniquely assumed. It may,
however, occur at v = 0, v = ¢ or at an interior point.

Assuming that all the functions involved vary continuously with ¢ and
T, we can make the following important observation. Since the function
F (¢, v) 4+ (g (¢) + A (c) v) f varies continuously and is strictly concave,
the maximum cannot shift from v = 0 to v = ¢ without passing through
interior points of the interval [0, ¢] first.

This is a particular case of the fact that the maximum value for v
depends continuously upon ¢ and 7. This remark can be used fo shorten
greatly the time involved in the computational solution of these proces-
ses, and furthermore, it makes feasible the numerical solution of multi-
dimensional processes.?

It follows that any extremal must have the following structure. An
interval where y = 0 must be followed and preceded by an interval in
which 0 < y < x, and similarly for an interval where y = x.

The question arises as to how often the solution can switch from one
type to another. In order to answer this, we must make further as-
sumptions concerning the functions which appear. It is not difficult to
construct examples showing that there may be an arbitrarily large num-
ber of such transitions if F is chosen suitably. In the example considered
in the next section we will carry through the discussion in greater detail.

§ 10. An example

Let us consider the problem of determining the maximum of

(1 7o) = [ w—na
under the conditions
(2) a. dxldt=10b(),x(0) =c¢
b. 0<<y=<x
The basic equation is

(3) fr= Max [c—v +b(v)f].

0<e<e

Let us now assume that b (y) satisfies the conditions

(4) a. b(0)=0, b (0) = oo
b. o' (y) >0, b (y)=>0asy—> o0
c. b'(y) <O,

3 Cf. the remarks in § 22 and § 23 of Chapter 1.
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A simple function satisfying these conditions is y1/2.

Let us assume, as is quite plausible, that f; > 04. Then, turning to the
determination of the maximum of K (v) = ¢ —v + b (v) fe, we see that
the derivative with respect to v, K’ (v) = — 1 4 b’ (v) ¢, is positive for
small v, negative for large v and zero for just one value of v. Let us further-
more assume, as is also plausible in this case, that f, = 0at T = 0 and
monotone increasing thereafter as a function of 7.

If we allow v to traverse the interval 0 < v < oo, we see that there
will always be a solution of K’ (v) = 0. However, if v is constrained by the
condition that 0 <C v <C ¢, then if f. is large, which is to say, if T is large,
K' (v) will remain positive throughout the interval 0 << v <C¢. This
means that the maximum will be at v = ¢, or y = x, for T large compared
1o c.

It remains to determine the transition curve T = T (¢) at which this
cross-over in policy occurs. We know that the solution will have the form

(5) a y=ux, 0o<i<t
b. 0<y <y, Lh<t<T,

The first part of the curve, where y = x, will appear only if T is suffi-
ciently large. If T is small, the solution will consist only of the second part,
where 0 <y < x.

Consider then the case where T is small. There are two courses we may
pursue. We may first use the fact that the maximum in (3) occurs inside
the interval, which means that (3) is equivalent to the two equations

(6) fr=c—v+b0)f
0 =—140b(@)f

These equations, combined with the boundary values
(7 fl,00=0,v(,0 =0

suffice to determine f (¢, T), for T small.
Alternatively, we may use the classical variational technique, armed
with the knowledge that we can ignore the constraint 0 <y < x. Setting

T ¢
© 7o) = [T+ [[b0)ds—ya,
we readily obtain as the variational equation, the Euler equation
9 (T—td@y)y—1=0.

With y determined uniquely by this equation, we can compute J (y) for
the extremal and thus f(c, T).

4 In the following section, we shall show how these results may be derived by
a consideration of the discrete process.
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As T increases, the critical value of T, as a function of ¢, is furnished
by the value for which the equation

(10) —14+b@)f=0

has the solution v = ¢, which is to say the value of T furnished by the
equation

1
11 e (¢, T) = 57—
(11) fole. D) = 5
If fc (c, T) is monotone increasing as a function of T, as surmised, this
equation has one root T (¢). Once we have determined this critical value
the solution is completely determined.

§ 11. A discrete version

One of the methods we can employ to make the above arguments
rigorous is based upon the discrete approximation to the continuous
problem.’ Considering the problem above in § 10, a discrete version is the
problem of determining the maximum of

(¥ — y&)
1}

@ JO) =T o1 Y2 -0, ¥N) =

b=

over all y; subject to the relations
(2) a. xp+1= 2k + b (),
b. Ogykgxk, k=0,1,2,...,N.

If we set
(3) un (¢) = Max J (y),

we obtain the recurrence relations
(4) a. wuelc) =c,
b. un+1(c) = Max [c—v+un(c+b(®)], N=01,....

0<v<e

Using the same methods we have employed in § 12 of Chapter 1, and in
our discussion of the optimal inventory equation, it is easy to establish
the following result:

THEOREM 1. For each N > 1, theve exists a function vy (c) with the follow-
ing properties:

5 They may also be rigorously established using classical techniques. A reference
will be found in the bibliography at the end of the chapter.
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(p) a. wn (c) 7s monotone decreasing as ¢ increases,
b. on+1{c) >onv(c), N=1,2, ...
c. There is a unique solution to vy (¢) = ¢ which we call
CN;CN+1 > CN .
d. ForO<<c<<en,un(c) =unv_1{c+ b(c)),1e.v =vc.

e. Forew<<c,un{c)=c—on(c) +uv-1lc+ b(un(c))],
f. un' () >un’" —1(c), N=1,2, ..., forc > 0.

The proof, which is inductive along the usual lines, we leave to the
reader.

A similar result can be obtained for the more general case, correspon-
ding to the problem in § 7, if we impose suitable conditions on F (x, y)
and G (x, ¥). The proof is much more detailed.

As we saw in § 7—8, the problem of determining the maximum of J (y)

T
= f F (x, y) dt subject to the relations
o

(6) (@) dx/dt=G(x,v),x(0)=c¢
(b) 0<y<w

can be reduced to the problem of solving the nonlinear partial differen-
tial equation

(7 Jr= Max [F(c,v) +G(c,0)f, fle,0) =0

0<v<e
This equation may be approached numerically by converting it into a
partial difference equation.

In order to use this method with confidence, we must first establish the
fact that the variational problem is equivalent to solving this nonlinear
equation, a matter of some difficulty when constraints are imposed, and
then that the finite difference method yields an approximate solution to the
nonlinear equation, again a complicated question. Both of these problems
may be avoided in the following way. We replace the original problem by
the problem of determining the maximum over y; of the function

N
® F(lyh) =4 5 F (v, 30,

subject to the relations

9) (@) %x+1=xr + AG (%, Vi), %, = ¢
(b) 0<yr<x, k=012 ...,N,

where xx = x (£ 4), ykzy(kA), NA=T.
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Setting
(10) fwle) = ij J {ys}),
we replace the above maximization problem by the recurrence relations
(11) fole) =0,
fye1() = Max [AF (c,0) + fw(c+ A6 (e, )]

0<e<e

In cases treated to date this has turned out to be a more reliable
computational procedure, and it possesses a number of other attractive
features from the numerical point of view as well.

It turns out to be not too difficult to show that

(12) lim fn(c) =f(c, 1),
40
under conditions upon F and G that are normally assumed in the calculus

of variations. Actually, these conditions can be greatly lightened. How-
ever, any discussion of this would take us too far afield.

§ 12. A convergence proof

Since a discussion of the convergence question, even under strong
assumptions, becomes quite long-winded in its full generality, without
adding much in principle, we shall content ourselves with the proof of a
typical result.

Let us set
1) f(e, T) = Max fTF (x, ) dt,
v o
subject to the constraints
(2) a. dx/dt =G (x,v), x(0) =c,
b. 0<y<x.

It is convenient to set y = ¢ x,% so that we have, introducing a new F
and G,

(3) f(c, T) = Max f "F (v, ) dt,

6 This is particularly so in the numerical calculation since this change of inde-
pendent variable permits the maximization to be over a fixed region, 0 < ¢, < 1,
rather than over a variable region. On the other hand, there are cases where the
variable region is desirable, particularly in connection with shrinking processes.
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where
(4) a. dxjdt =G (x, ), x(0)=c,
b. 0<g<1lforalli>0.
Let us now define, for n = 1,2, ..., a sequence of approximating
problems: Maximize
~
) T, ) = I F (xa gifn, N = [Tjn).
where xy and @y are related by the equations
(6) Xk+1—xk=G(xk,(pk)/%, k:O,l,...,n——l,
Xo=2¢,

and the variables gy are constrained by the relations
(7) 0<gr<1, £R=0,1,...,N.

Here, asabove, xx == x (2 4), xr = ¢ (k.A) .
For each ¢ and T, let

(8) fe, T, n) = Max Jn (g}, 7) .
We wish to show that
(9) lim f{c, T,n) =f(c,T).

We first require the following

LeEMMmA: Let G (v, @) satisfy a Lipschitz condition for m <<x << M,
0<<gop<1. Let

(10) a. @ () be a step-function with constant value px, 0 << @r <L 1, in
the interval kjn <t <(k + 1)/n, 2 =0,1, ..., N;
b. {xx} be defined recursively by (6), and let the uniform bounds on
the sequence be m and M ; m << xp << M.

c. x (f) bestep function with constantvalue xyfor kjn <<t < (k + 1)/n,

d. x (¢} be defined as the solution of the differential equation in (4).

Then there exists a constant k depending only upon G and T such that
x(t) —x(f) | < kfn, for 0<<t < N.
This may be proved by the Cauchy-Lipschitz method, applied in the
same way as in the proof of the existence theorem for systems of ordinary
differential equations.
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Let us now state the limit relation of (9) as
THEOREM 2. Under the assumptions

(11) a. F and G have continuous second partial derivatives.
b. There exist constants p, q,r such that px << G (x,vy) << qx + 7,
Jorx >0and 0 <<y << x

c. Gy is of one sign.: either Gy, > 0 or Gy, < 0 for all x > 0, and
0<y<x

we have

(12) lim f(c, T,n) = f(c, T),

n -+ 00

foralle >0, T > 0.

ProoF: Givenc¢ > 0and T > 0, let N = [T/n], as above. The condition
of (11b) enables us to assert the uniform boundedness of x (¢) tor
0<<t<<T. Let m<<x () << M, and thus m < xz <C M. Since, by as-
sumption, F (¥, ¢), and G (x, ¢) satisfy Lipschitz conditions in the region
m<x<M,0< @ <1, by virtue of the Lemma above, there exists a
constant B, dependent only on ¢, T, F and G, such that

(13) I]((p)—]N ({(pk}) n) IéB,/n:

whenever @ (f) and ¢ are as in Lemma 1 above. It follows that

(14) fleT,ny<flT)+ Bn,
forallm =1,2, ....

Let {n:} be a subsequence of {n} for which. lim f (¢, T, n:) == lim inf
fle, T, n). Given ¢ > 0, let ¢ (f) be chosen so tlh:LtC>o e
(15) fleT)y<J(p +e.

Now g (¢) is the limit almost everywhere of a sequence {gm (¢)} of step-
functions for which 0 <C ¢gm (f) << 1, and we have lim [ (pn) = J (¢)-

m —» oo
Hence we may take the ¢ appearing in (15) to be a step-function, and
actually a step-function constant in each interval of the form &/n < ¢ <
(£ + 1)/n, for some arbitrarily large # = n;. From (13) we have

(16) fic, T)<Jnlprp,m)+B'jn+e<<fl, T,n) +Bn—+e.
Hence

(17) fle, TYy<< tim f(c,T,n) +e=liminf f{c, T, n) +¢.

ng—> o0 n— co

262



A NEW FORMALISM
On the other hand, using (14) we see that
(18) limsup f(c, T,n) < f(e, T).

n—> oo

Since ¢ is arbitrary, we see that (12) holds.
If {pra} maximizes Jn ({gr}, #), then {pi.} determines for each #

= 1,2, ..., a step function ¢, (f) with the property that
(19) lim [ (gn) =f(c, T).
n— oo

If there is a convergent subsequence which converges almost everywhere
to a limit ¢ (¢), then lim [ (pn) = J (¢), and @ (¢) is a maximizing func-

n~—~>

tion.

If this function possesses suitable monotonicity properties we can
employ Helly’s theorem to obtain a convergent sub-sequence. Otherwise,
we must use weak convergence arguments or analogous techniques.

§ 138. Max JTF(x, y, t) dt
Yy o

So far we have considered time independent processes—those where
F and G are independent of ¢. Let us now treat the more general case,
that of maximizing

T
(1) Jo) = [ Fyaa,
subject to the relation
(2) dxjdt = G (x, 9, 1), x(0)=c.

In order to apply the functional equation technique, we imbed this
problem within the wider problem of determining the maximum of

T
3 To)= [ Fayya,
subject to the constraint
(4) dxldt =G (x, v, 1), x{a) =c.

Here a ranges over the interval [0, T].
Keeping T fixed, the two state variables are now & and ¢, and we may
write

©) Max J (v) = fa, ¢} .
y
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The functional equation for fis
6  flao) = Mm(f Fxyt)dt+fla+S c@S),
yla,a + 8]
for0 <S <T—a.
Letting S — 0, we obtain the equation

(7 0=Max[F(c,v,a)+ fa+Glc,va)f],

where v = v (a, ¢) is the value of y (a).
From (7) we obtain the two equations

(8) 0=F(cv,a)+fo+Glcova)fe
0=Fy(c, v, a) + Gy (c, v, a) fe

Solving for f, and fe, we obtain
9 fe=—Fy/Gy=Pc,v, a)
Jo=FGy—FyG)|Gy=0Q{c, v, a).

As above, equating the values of feq and foc, We obtain the first order
partial differential equation for v,

(10) Pv'Ua+Pa=Qv'Uc+Qc-

Those who are familiar with quasi-linear partial differential equations
of this type will readily verify that the characteristics of this equation
are equivalent to the Euler equations obtained by classical variational
techniques.

§ 14. Generalization and discussion

If we now consider the problem of determining the maximum of the
functional

) Jo) = [ Feoye e,
subject to relations
(2) dxjdt =g (x,y), x(0)=c,

where x, v, ¢ and g are #-dimensional column vectors, and F is a scalar
function of x and y,” we can proceed in a similar fashion. Setting

(3) feT)= Mix JO,

? Any explicit dependence upon ¢ can always be removed by consideration of ¢
as a dependent variable #, , ,, defined by dx, ; yJdt =1, %, ,(0) = 0.
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the principle of optimality yields the functional equation

S
4) fe.s+1)= 1\%0;[ , Py dt+f(e(S), 1)
v 10, 4

The classical transversality conditions fall out as a special case in this
equation, as might be expected on the basis of the duality between point
and tangential coordinates which we have indicated above.

Carrying through the calculations similar to those in (8) and (9) in § 11
above, we obtain a system of quasi-linear partial differential equations
for the vector v = v (¢, T) = ¥ (0).

This equation has a characteristic theory, and, as is to be expected,
the characteristics are equivalent to the Euler equations of the varia-
tional problem. The rigorous proof is quite complicated and will not be
presented here.

§ 15. Integral constraints

We considered above in § 7 a variational problem where y was con-
strained by the condition 0 <C ¥ <C x. Let us now discuss the problem for
the case where we impose the additional constraint

) nydtgm.

o

The minimum of JT F (x, y) dt will now be a function of the three state
o

variables ¢, T and . Denote it by f (¢, T, m). Using the above methods,
we see that f satisfies the equation
(2) Jr = Max [F(c,v) + G (c, v) fe — vfu].
0<v<e¢

Problems involving constraints of the type encountered in the pre-
ceding sections arise in the consideration of many physical problems if
we impose realistic bounds on such quantities as velocity, acceleration,
radius of curvature, rate of allocation of resources, and so forth. Integral
constraints, such as that appearing above, or a constraint of the form

T
f v'? dt < m, appear if we assume that resources are bounded, that the
0

kinetic energy is bounded, and so on.

Generally speaking, integral constraints are morereadily handled than
point constraints. Although, theoretically, the Lagrange multiplier
method is capable of treating both types of constraints, as well as more
general classes, in practice we encounter the difficulty discussed above of
determining when the variable is within the domain of variability, and
when it is on the boundary.
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§ 16. Further remarks concerning numerical solution

Let us consider the problem of determining the maximum of the in-
tegral

1) 7 () = LTF(x, ¥4 dt,

where x (0) = ¢, but x is otherwise unrestrained. Assuming that F satis-
fies appropriate conditions, the solution is determined by the Euler
equation

(2) OF [0x — djdt 0F [0x" = 0.
This is a second order equation, of the form
(3) =G (x50,

which means that two boundary conditions are necessary to determine
the solution. One condition is furnished by the original constraint x (0)
= ¢, while the other, arising from the variational procedure is

oF
@) =0

ox' t=T

As we see, one condition is at ¢ = 0, and the other at £ == T. On the
other hand, in order to integrate (3) in a convenient fashion, either with
a digital computer or an analog computer, we require the values of ¥ and
x" at t = O or at ¢ = T. Unfortunately, we do not obtain either of these
sets of conditions from the above analysis.

We are thus confronted by the classical difficulty of a fwo-point bounda-
ry condition. If G is linear in x and %', we face no particular difficulty; If,
however, as is generally true, G is nonlinear, we must face the fact that
there is no systematic technique for determining the solution of (3),
satisfying (4) and the initial condition.

The usunal procedure is to start the integration at { = 0, beginning with
a range of values of »” (0), and narrowing the range until (4) is sufficiently
well approximated. This is a time-consuming procedure, sometimes com-
plicated by stability problems, which becomes rapidly more inefficient as
the dimension of the variational problem increases.

We have assumed that F is a function possessing a sufficiently smooth
behavior to justify the use of (2). If we allow F to possess terms such as
|x—a]| or Max (x —a, x" — b, ¢ (t)), functions which arise very na-
turally in economic and engineering processes, the application of the
usual variational approach becomes increasingly difficult.

Combine the above complications with those furnished by the exist-
ence of constraints, and we see that conventional methods must be sup-
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plemented if we wish to resolve a variety of problems arising in a very
natural way from the physical world.

Let us note, finally, that the remarks we made concerning the need
for a sensitivity or stability analysis, in Chapter 7 and in connection with
discrete decision processes, are, of course, equally valid in the context of
continuous decision processes.

§ 17. Eigenvalue problem
Let us now devote our attention to the problems of determining the
values of 2 which permit a non-trival solution of the equation
(1) u - Ret)u =0,
u(0) =u(l)=0,
to exist.
The connection between our previous work and this problem, which at

first sight seems far removed, arises from the fact that under light condi-
tions on ¢ (¢), the eigenvalue problem is equivalent to the problem of

determining the relative minima of f Ywrdt subject to the constraints
() f¢mmﬂ=L w(0) =u(l) =0,

1
or, conversely, to that of determining the relative maxima of f p(t)utdt
o

subject to the constraints
3) f%wa=1, u(0) = u(l) = 0.
4

What makes this problem different in quality from those we have
considered above is the fact that as we traverse an extremal the condition
# {0) = 0 is violated. Consequently, we must imbed this problem in a
more general class of problems possessing the requisite invariance pro-
perties if we wish to employ the functional equation approach. Happily,
there are several ways of doing this.

In the first approach, we consider the minimization of

(@ T = [Twear,
over all # satisfying the conditions
(%) (@ #u(@="Fku(l)=0

(b) f¢wmﬁ=1
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Here the new state variable a satisfies the condition 0 <Ca << 1. We
assume that the function ¢ (f) satisfies the constraint 0 < b, < @ (#) < b,
for 0 << ¢ << 1, and is continuous over [0, 1].

An equivalent problem is that of maximizing

(6) Kw=[" pouad,
subject to the constraints
(N (@) u(@=*~ru{l)=0

(b) flu’zdtzl.

A second less obvious formulation that serves the purpose is the follow-
ing: Minimize

(8) 1w=fWWt

a
subject to the constraints

(9 @ u@=0ux(1)=0,
® [wow+rQ—gp@ua=1.

§ 18. The first formulation

Let us set
) f(a, k) = Min f Cwrdt,
subject to the constraints ’
(2) (@) u(@ =*~ku(l)=0,

(b) fltp(t) wrdi =1
a
We write, along an extremal,

® @ [, swd=1—sg@k,
(b) u@+s)=k+sv,
() fla k) =uvts+ L‘H wedt,

to terms in o (s).8

8 In order to simplify the analysis, we shall proced directly to the derivation
of the limiting partial differential equation.
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Now make the change of variable

(4) w(t)=[1—sq@k2wt),ats<t<l,
in order to maintain the condition (26). We then have
(5) (a) w(@+s)==~kF+sv+sgpla) k2,

) fla k) =vis + (1 —s¢ @) &) f:ﬂ w'? dt

to terms in o (s).
Combining the above results, we obtain the approximate functional
equation

(6) fla,k)=Min[v?s+(1—sq@la)R?)fla+s k+ sv
+sgla) k[2)] +ofs).

Letting s — O, the result is the equation

. @ (a) k®
(7) O0=Min[o* +ofi] + fo+ —5— fe—pla) B f,
or
8 Jo=ftf4 —@(a) & fx/2 + @ (a) R2f

The initial condition is at @ = 1, and not trivial, since f(a, &) = co as
a — 1. There are two ways to determine this initial condition, as we shall
discuss in the next section.

§ 19. An approximate solution

If a is close to 1, and ¢ (#) continuous, as assumed, we may replace the
variational problem in (17.1) and (17.2) by the approximate problem:

1
Minimize f u't dt, subject to the constraints
a

(1) (@ wun@==%u(l)=0
(b) f‘uw:l

a

upon absorbing the factor ¢ (1) into the function # (f).
This problem may be approached in two ways. Using the classical ap-
proach, we obtain the Euler equation

(2) w4 Au=0,

which may be resolved explicitly. The unknown parameter is determined
by the constraints in (1a) and (1b).
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The second method uses (17.8) with ¢ (a) = 1. Since the solution of the
problem in (1) above is known for £ = 0, namely

n2

3) f(a, 0) = a—1

we can obtain a solution to (17.8) as a power series in &, for £ >> 0. Since
we are primarily interested in the solution for small %, this is a useful
form of the solution for numerical purposes.

§ 20. Second formulation

We leave the derivation of the corresponding partial differential equa-
tion for the variational problem defined by (16.8) and (16.9) as an exercise
for the reader, with the hint that the essential point is to renormalize
u () constantly so as to maintain the initial condition % (a) = 0.

§ 21. Discrete approximations

Since the partial differential equation for the minimum f (a, &) posses-
ses certain unpleasant features as far as initial values are concerned, the
following discrete formulation may be of value.

Let us consider the problem of minimizing the function

~
(1) Fuy, g oo, un—1) = & (ue— ug - 1),
E=1
subject to the constraints
N—1
2 @ 2 grua=1,
E=1

(b) #o=a,uy=0.

Corresponding to the use of the state variable R, we consider the se-
quence {fr (a)} defined as follows

N
3) fr(@) =Min X (up — ux —1)?,
{“k} k=R
where the 1y are subjected to
N
(4) @ 2grut=1,
k=1

(b) #r-1=a,uy =0,

fork=1,2 ..., N—1.
Since this involves a variable range for each quantity ug, let us make a
change of variable

) Qr Uk = Uk,
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under the assumption that 0 <<b, <Tgr<<{ b, < oofork=0,1,2, ..., N.
Then

6 M 2‘7’ vE  Uk-1\?
©) m@—&ﬁzxw—%Jy
where
N
(7) (a) 2 Vi = 1
k=R

(b) vR_1:<pR_1a,vN=O.

We leave as an exercise the task of determining the recurrence relation
for the sequence {fr (a)}.

§ 22. Successive approximation

Returning to the equation

s
& £l = Max [ [“F(x,)di + /()]
Do,5) Jo
obtained in § 3, it is tempting to envisage the use of successive approxi-
mations for the solution of the equation. If, however, we choose an
initial function f, (¢), and define a second approximation by means of the
equation
S

(2 file)= Max [ [ F(x, ) dl+ folc(S)],

Do, sy Jo
we see that in the limit, as S — 0, we must have f, (c) = f, (c), provided
that f, (¢) is continuous.

At first sight, this would seem to render the use of successive approxi-
mations impossible. Actually this is not so. What is true is that we must
approximate in policy space rather than in function space. We must con-
centrate our attention primarily upon v = v (¢, T) rather than upon
f (e, T). Nonetheless, f(c, T) still plays an important auxiliary role.

To illustrate this point, let us discuss the problem of maximizing

(3) Hw=ﬁFwﬂM

subject to the relations
4) dxjdt =G (x,9), x(0)=c.
Then, as in § 6, we obtain the equation

(5) Jr=Max[F(c,v) +Gc,v) fe].
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Let us now choose an initial approximation v, = v, (¢, T}, which is
equivalent to y,=1v, (¥, T — #), keeping in mind the connection between
physical time #, and T, the remaining time for the process. Using this
value of ¥,, we compute x, by means of the differential equation,

(6) dxoldt = G (%o, Yo (%0, T — 1)), %0(0) =c¢,

and then f, (¢, T) by means of

(7) fole, T) = LTF (X0, o) dt.

This function, f,, satisfies the linear partial differential equation
(®) for =F (¢, vo) + G (¢, vo) foe.

To obtain the next approximation to an extremal y, or an optimal v,
we determine v, (¢, 7) as a function which maximizes the function

(9) Fc,v)+ Glc,v) fo-

Using v, (¢, T), we obtain y, (x, T —¢) and then x, and f; as above.
Having obtained f, we compute v, as a function which maximizes

(10) Flc,v) + G, ) fie,

and continue in this way, deriving a sequence of approximations to
[, {f»}, and a sequence of approximations to v, {va}.

§ 23. Monotone approximation

Let us now show that this sequence of approximations to f is monotone
increasing, a fact which is important theoretically and computationally.
We have

1) fir =F (¢, v;)) + G (c, vy) fre,
Jor = F (¢, vo) + G (¢, vo) foe < F (¢, vy) + G (¢, 1) foe .-
Hence

(2) (fi—=So)r =G (¢, 1) (L —fo)e.

Since f, (¢, 0) = fo (¢, 0) = O, we see that f, —fo > O0forall 7T > 0.

Continuing in this way, we readily establish the monotone property
of the sequence {f»}. If the sequence is uniformly bounded, we have
convergence. However, it is essential to know when the sequence of
partial derivatives, {frc}, {fer}, and the sequence of policies {v,} also,
converge. The general question is a difficult one and we shall not enter
into it here.

It is interesting to note, however, that we do possess a systematic
technique for improving any particular policy.

272



A NEW FORMALISM
§ 24. Uniqueness of solution

As we have noted above, we are bypassing any of the rigorous aspects
of the derivation of the partial differential equations we have encoun-
tered and any study of the existence of the solution of these equations.
It is, however, worth noting that the unigueness of solution may be es-
tablished quite readily by means of the same device we have formalized
as Lemma 1 in Chapter 3.

Consider, for example, the equation

(1) fr=Max[F(c,v) +G (e, v) f],

and assume that there exists another solution of this equation, g =g (¢,T),
which possesses the same initial value, namely

(2) fe.0) =g, 0)=0,
for all ¢. Then, we have also
3) gr = Max [F (c,w) + G (c, w) g] -

oW

Let v = v (¢, T) be a function which furnishes the maximum in (1) and
w = w (¢, T) a function which furnishes the maximum in (3). Then we
have the inequalities

(4) fr=F(,v)+G,v)fe=F(c,w) + G, w)fe
gr=F(,w) +G,w ge=>Fl(c,v)+Glv)ge.
These inequalities yield
(5) Jfr—gr =G (c,w)(fe—ge)
<Gl v)(fe—egd).
Thus, if we set # = f — g, we see that u satisfies the inequalities
(6) G, w) ue<<ur<<Gle,v) ue.
Since the solutions of
(7 xr—G,w)xe=0, x(,0 =0,
yr—G (6 v)ye =0, y(, 0 =0,

are identically zero, it follows from a comparison theorem that # is
identically zero.

§ 25. Minimum maximum deviation

Let us now discuss the numerical solution of a variational problem
of the following type:
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Minimize

(1 Max |#u—a],

0<t<T
over all functions v (f) satisfying the constraint — 1 <C v <C 1, where
(2) duldt = g (u, v), u (0) = ¢, .

Consider the corresponding discrete process where

(3) Ur+1= i + g ux, vi) A, o = ¢4,
and ur = u (RA), 4 = TN, vx = v (kA4).
Define
(4) fv(c,) = Min Max |uxr—al.
{vk} 0<k<N
Then
(5) fole) = e —al,
and
(6) fvsr(e) =Max[[e,—al, 1\|41n fvler + g (e v) A)],
] <1
for N=0,1,2, ....

We have thus reduced the solution of the original variational problem
to a computation of a sequence of functions of one variable determined
by the foregoing recurrence relation.

Exercises and Research Problems for Chapter IX

1. Obtain functional equations for the following quantities

a.MMfﬂﬂf( ffqu

f

b. M?J;ﬂmﬁjﬂ»=a ﬁfﬁ%"ﬂ=l

c. Myﬁﬂnf@zw, Jjﬂﬁga,‘gﬁﬂﬁgb

2. Obtain functional equations for the following quantities

T
a. Max f ’ fedt, f(0) = ¢, f monotone increasing, f frdt<<1
5 Jo 0

T
b. Max f Jgdt, f(0) = ¢, f monotone increasing and convex (concave),
f o

T
fﬂﬁ:L
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3. Carry through the analysis suggested in § 18 and obtain the first few
terms of the expansion of f(a, k) as a power series in &, for 4 close to 1.

4. Follow the same procedure for the second formulation of the eigenvalue
problem.

5. Obtain a functional equation for the following quantity
T
Min f [ — o) + Af] dt,
f [

dxjdt = —ax + f,x(0) =c.

6. Obtain a corresponding result for the general case

r ¥N—1
Minf [ 5 (0 — o)+ f2) dt,

1 k=0
2®) =g, x¥-D + . Hayvx+f,
x(k)(o)zck, k:O,l, ...,N—]..

7. Use the functional equation approach to determine the minimum of

IT(l—x)zdtoverfwherenggM,M > 1, dxjdt = —x + f,

/]

T
2 (0) = l,andf fit<a<T,
8. Under the same conditions determine the minimum of

f " (dxjdy)? at.

[
T
9. Determine the minimum of f f2dt over all f satisfying

dxjdt = —x 4+ f,2(0) =1,1—a<x<14aforO<<t<<T.

T
10. Determine the minimum of f (x — y) dt over y, given that
o

a. dxjdt =b(y),x(0) =c, 0Ty <x,
b. b” (y) is continuous and 4" (y) < 0,d" (y) >0
c. V(0 =+ o0
11. Consider the same problem under the assumption that &’ (0+) is
finite.
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12. Determine the minimum of fT [K(y) + L (x—y)] dfover all y where
0

a. K(0)=L(0) =
b. K" (x), L" (x) > Oforall x,
c. dxjdt =—ay—b(x—y),x(0) =¢,b>a>0.

13. Consider the problem of minimizing the functional
T
T = a0 b= b 0) + @) ¢ — b ) a1,
0 < s << T, over all functions x such that x (s) = ¢, and fT X' dt << oo,

Assume that all functions appearing are continuous and that a; (f) > 0
in the interval [0, T].

Define

fle,s) =Min J (%, s).
Show that

fo=—ay(s) (¢ — b (s))® + bz fo — f*[4as (s),
fle, T)y=0forallec.

14. Show that f(c, s) = wu (s) + cv (s) + ¢* w (s), where #, v and w depend
only upon s.

15. Show that #, v and w satisfy the equations

(@) u'(s) = —ay(s) by (s) + bz (s) v (s) — v (s)/4a, (s),
(b) v (8) 2a1( $) by (s) + 20y (s) w (s) — v (s) w(s)[az (s) ,
(c) — ay(s) —w* (s)[ax (),

w1thu( ):v(T):w(T):O.

16. Obtain the corresponding results for the functional
T
T = [ o @ — b 0 + 0a) ¢ — b2 0 +
as (t) (x" — by (8))%] dt

17. Consider the following discrete analogue of the problem in 13.
We wish to minimize the function

n 1\1'

J )= 1[ & (%) + yx 0k — xx - 4)],
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over all possible values of the xx, K =1,2, ..., N, with x = ». As
usual, assume that @x (x) and yk (x) are continuous functions, with
appropriate properties at x = oo.

Show that this problem leads to the sequence { fx (x)} defined as follows

fu (%) = Min [gn (x8) + pv (08 — )],
IAV
fr(®) = Min [gn (sa) + pr (xa —2) + frea (4]
‘R

18. Consider, in particular, the case where ¢x and ypx are quadratic in %,
with @xr = bk (¥ — dg)?, wx = cx ¥%. Show that, in this case, fn (¥)
=y + v~ ¥ + wn x*, where uy, vy and wy are independent of x.

19. Show that
un_1=[bn_1@N-14 uy—(dn-1bv_1—oNn/2)[bn-1+ ex- 1+ wN)
"—‘2(3N—~1(dN—1bN—1_"'UN/2)
bv -1+ env -1+ wn
en -1 (by + wn)
bv_1+ ev-1+ wn

UN -1 =

wWN -1 =

20. Let {xx} denote the sequence of minimizing xx’s. Show that
xey + dy by — v,/2,

by 4 €, + w,
_ *r-1+dr-1brk-1— vk +2/2

XK =
bk + ex + wx

21. Treat in a corresponding manner the problem of minimizing the
expression

J® —_—KAZ: 1[611{ (g — bg)® + ex (xk — xk -1)* + gr (sk — dK)?],

1 =

where sk = x; + %o + ... + xx.

22. Consider the stochastic case where the parameters appearing are
stochastic variables, and it is desired to minimize the expected value of

J (%).
23. Consider the scalar equation
duldt = g (u, v), w (0) =c,
where v is to be chosen so as to minimize the functional J (v) =

T
f b (4 — c) dt.
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Let f(c, T) = Min J (v), and derive a functional equation for f.
24. Consider the process where we wish to minimize
T
f Bl —w (8)) dt.

25. Consider the problem where we wish to minimize
Max |u—al() |,

0<t<T
where a (¢) is a known function of ¢.
26. Consider a corresponding two-dimensional problem, using the
equation
w b — 1w +u=f[,
with — 1 << f(5) < 1.

27. Treat in the same fashion the problem of maximizing

J(fe) = LT Min (x, v) d¢,

where
dxjdt = ax + f, x (0) = ¢,,

dyldt = by + g,y (0) = cq,
and the functions f{f) and g(f) satisfied the constraints.
f+eg=1/¢g=0.
28. Consider the equation
Aufdtt 4 a*u = f(f), u (0) = ¢,, u' (0) = ¢;, a® < 1.

We wish to choose f (f) subject to — 1 <C f(#) << 1 so as to reduce « to
zero in minimum time. What is the corresponding functional equation ?

29. Obtain the solutions of the brachistochrone and isoperimetric prob-
lems using the functional equation approach.

30. Determine the path of a ray of light through an inhomogeneous
medium, assuming that the path minimizes time.
31. Consider the problem of determining the minimum of

Jyv(w) = Max Max [|ux], |1 —uvel],

V<hk<N
over all sequences {w,} satisfying the conditions |wx| << 1, where
Up +1 = § (Mk, Uk, wk), Uy = (1,

Vi +1 == 1 Uk, Uk, Wk), Vo = C2..
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Let
fN (01, Cg) = Mln ]N (‘UZ)) .
Show that
Sy +1ie, ¢2) = Max [ |e1], |1 — ¢z}, Min fn (g (c1, co, @), & (c1, €2, w) ) ] .

Jw| <1
32. Obtain the corresponding recurrence relations for the case where
Jn(w) = Max Dy (ux, vi).

0<k< XN
33. Consider a rocket-powered aircraft moving in level flight with a
mass equal to the fixed mass of the aircraft, w, plus the mass of the
fuel, m. The force of propulsion is taken to be a known function of the
rate of burning of the fuel, the velocity of the aircraft and the mass of
the fuel. Equivalently the force of propulsion is a known function of
the thrust and drag, which are, in turn, known functions of the burning
rate, the velocity, and the mass.

Let
(1) =« = the distance along the x-axis from the origin at time ¢.
v (t) = velocity of the aircraft.
m (t) = mass of fuel.
w = fixed mass of aircraft.
y (8 = burning rate of fuel.
F (y, v, m) = force of propulsion.
Then
d%x F
(@ 4 m) 2 = F (y, v, m),
or
dv
(w +m) d_t:F(y)v’m)’v(o) = Yo,
and
dm
— = —y, m (0) = mo.
o v, m (0) 0

34. Consider a discrete version of the process described above, and
impose a restriction on the burning rate, 0 <Zy (f) << R.
Let

v, m) = the range covered starting with initial velocity v and a
g g y
quantity of fuel m, ending with terminal velocity vr,
using an optimal burning policy.

279



A NEW FORMALISM

Show that
Flo.m) =04 + Max {70+ 02 g
v, M) = v ax vt —————,m— ]
0<y<R w4 m Y
and show how the quantity vz enters.
(R. Bellman — S. Dreyfus, H. Cartaino — S. Dreyfus)*

35. Similarly, let us define

f (v, m, d) = the time required to traverse a distance 4, starting from
initial velocity vo and a given quantity m of fuel, with a
required terminal velocity vz, using an optimal burning

policy.
Show that
Fomd) =4+ Min [fo+ 00 A ).
0Sy<R w+m
36. Consider the equation
a2x

dx ax ,
ﬁ—]—(xz—l)a—t—l-x:r(t)—l—v(x,d—t,t),x(O)zcl,x (0) = co,

dx . . .
where the function v = v (x, 77 t}is to be determined, subject to the

constraint |v} <C 1, so as to minimize the expected value of
T
T = ["ardet (D,
o

over a suitable class of random functions 7 (7).
Going over to the discrete version, show that we obtain the recurrence
relation

Jo(er, c2) = Aer® + |e1 + cad],

fa(c1, cz) = Min [A012+fw fa -1l +esd, co +

[og] <1
[-—(612—1) ce— ¢+ % —|—vo] A) ac: (1’0)],

where dG (ro) is the distribution function for the independent random
variables {r;}.

37. Consider the linear equation

2
Z—;-I—x:r(t)—}—v(x,%,t),x(O):cl,x’(O):cz,

* H. Cartaino - S. Dreyfus, Application of Dynamic Programming to the
Minimum Time-to-Climb Problem, deronautical Engineering Review, 1957.
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where v is to be determined so as to minimize the expected value of

J ) = [Pt + (dxfays .

Find the corresponding recurrence relations, determine the structure of
the sequence { fw (c1, ¢2) }, and the optimal policy.*

38. Returning to the problem discussed in 7, consider the problem of
determining v so as to minimize

J=Prob{ Max |[x|>a}.

0<t<?
Show that the discrete version leads to recurrence relation

fasiler, cs) = Min f°° faler + c2 4, ca +

] N ' <1 — o
[— (612 — 1) cz—c1 4+ 7o + vo]A) dG (70)
39. Consider the case where the 7; are not independent. Assume, to begin
with, that the distribution of 7» +1 depends on the value of 7,. Define
fn (€1, c2, ¥) = minimum expected value of [y, given the initial state
(c1, ¢2), and the information that the value of the random
variable at the preceding stage was 7.

Show that the recurrence relation for the sequence {fn} is
fw (e, c2,7) = Min [de® + jw Sy ci{en+ e d e +
[— (12— 1) ca—c1 + 70 4 vo] A) dG (o, 7)]

40. Consider the problem of determining a monotone decreasing sequence
of approximations to the first characteristic value of 4" + A (f) # = O,
#(0) = u(l) = 0. Let ¢ (¢) be a continuous positive function of ¢ in
[0, 1], so that the first characteristic value is defined by

1
j u'tdt
0

21 = Min —
“ f o @) udt

o

Let us approximate in policy space by considering functions #' (f)
which are constant on the intervals [kA, (& + 1)4],
k=012 ..., N—1, NA =1, 1ie.

w' () = i, RA <t < (k + 1) 4.
Let 21 (N) denote the minimum over this space. Show that
M(N) >4 (2N),

* R. Bellman, Dynamic Programming and Stochastic Control Processes,
Trans. I.R.E., 1957.
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and derive a recurrence method for computing A1 (V).

41. Consider the corresponding problem for the equation
uw®) +Adpt)u =0 u(0) =u"(0)=u(l)=u (1) =0,

corresponding to the variational problem defined by

1
fwwt
A1 = Min e

. fltp(t) ey

o
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CHAPTER X

Multi-Stage Games

§ 1. Introduction

In the previous chapters we have discussed a number of decision pro-
cesses which, although of different origins and varying analytic structure,
possess an important feature in common—all decisions are directed
towards the single goal of maximizing the value of the criterion function.
In this chapter we shall consider a class of multi-stage decision processes
where this unanimity of purpose no longer holds true. Some decisions
will be made to maximize and some to minimize.

Perhaps the most interesting fashion in which we encounter those cross-
purpose processes is in the study of activities in which two animate adver-
saries counter optimal moves at each stage of the process.

A number of situations in the economic world may be profitably con-
sidered in these terms, and the theory of games of chance and skill
affords a number of fascinating applications of the general techniques.

Furthermore, in the physical world, in connection with testing and
experimentation, it is often useful to conceive of nature, in some vague
anthropomorphic fashion, as an opponent attempting to conceal the
truth from us. The design of experiments may be conceived of as a game
in which we attempt to extract information from a stubborn, but fair,
opponent.

The mathematical theory developed in recent years to treat problems
characterized by this interplay between divergent aims is the theory of
games. Although a good deal of effort had been directed in this direction
by E. Borel, the theory rests upon a fundamental result of von Neumann,
the celebrated min-max theorem. We shall very briefly discuss the foun-
dations of the theory prior to a discussion of multi-stage games.

These multi-stage games may be considered not only to constitute an
extension of the single-stage theory, but in many ways they may be con-
sidered to be more fundamental. The single-stage game may be conceived
of as a steady-state version of an original dynamic process, namely the
multi-stage process.

After these preliminaries, we shall discuss some particular multi-stage
games arising from multi-stage allocation processes, and then consider
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“games of survival” and pursuit games. Following these examples, we
shall present a general formulation, along the lines of Chapter 3, and then,
as in Chapter 4, prove a number of existence and uniqueness theorems for
certain important special classes of equations.

In the main, the techniques used correspond to those employed in the
treatment of the one-person processes. Games of survival, however, pre-
sent special difficulties, requiring more advanced tools for a general
treatment. The method we employ is applicable only to a restricted class
of equations.

One of the interesting aspects of games of survival is the application
of this concept to the study of non-zero-sum games, where the players are
no longer in direct opposition. A formulation of these games in terms of
survival enables us to remetrize these games so as to make them zero-
sum. Furthermore, as we shall show below, a quite reasonable approxima-
tion enables us to derive a new metric for non-zero-sum games, one with
an associated min-max theorem.

§ 2. A Single-stage discrete game

We shall now consider a class of decision processes involving two
persons which we shall call games. The two protagonists, whom we shall
call players, will be named rather prosaically 4 and B.! Let us consider a
particular game.

The rules of the game are as follows. The first player, 4, has a choice of
M different plays, which we shall designate by the numbers 1, 2, ...,
M, and the second player, B has a choice of N different plays, denoted by
1,2, ..., N. If A chooses the i—t of his alternatives and B the j— of
his alternatives, 4 receives a quantity a;; and B a quantity &;;. If these
quantities are positive, we may think of them as gains, and if negative as
losses.

A convenient way to indicate these returns or payoffs, is by means of
the two payoff or game matrices

(1) Ma=(ay), Mp = (by), 1 <i<<M,1<j<N.

Let us now consider the single-stage process where each player makes
precisely one play. The determination of optimal play, defined as that
which maximizes return, is straightforward if 4 is required to move
before B and if B can use this information. If A takes the 7—th alternative,
B chooses 7 = j(t) so as to maximize b;;. Consequently A chooses 7 so as to
maximize 4;, j¢;y. A similar rule determines the choice of j if B is required
to move first.

1 The successors of the algebraic 4, B, and C discussed by S. Leacock.
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The only interesting case is that where both players are required to
move simultaneously, without knowing of the other’s choice.

In these circumstances, they can protect themselves by mixing their
choices, which is to say they will randomize their choices in a certain
fashion. Let us assume then that 4 makes the /—t choice with prob-
ability p; and B the j—tt choice with probability ¢;. The vector p =
(p1, Per - -+, Pu) specifies A’s probability distribution and the vector ¢
= (¢, ¢z, - - -, gn) specifies B’s probability distribution.

As in our discussion of the stochastic processes of the previous chapters,
we can no longer speak of fhe return, but must agree to consider some
average return. The simplest such, as usual, is the expected return. The
expected return to 4 will be

M N

(2) Ealp9g =2 Zaypiqs,
i=1 =1

while that for B is
M N

3) Esg(pg) = 2 2 bypigq;.
i=1j=1

The first player would like to choose $ so as to maximize E 4, while the
second player would like to choose ¢ so as to maximize E 5.

§ 3. The min-max theorem

In order to obtain definitive results, we must assume that the players
are in direct opposition, expressed by the relation

1) biy = —ay.

In this case, the game is called zero-sum, and only in this case does a
satisfactory general theory exist. We then have

(2 Eglp9d =—Ea(p. 9,

from which it is clear that any choice of $ and ¢ which increases E 4 (p, q)
decreases Eg (p, ¢}, and vice versa.

It is sufficient then to consider E 4 (p, ¢) in our further discussion. We
can, using this expression, define two values of the game,

(3) Va=Min Max E4 (p, q)
P

q

Ve = MaxMin E4(p, q).
4

The first is the expected return to 4 if B is required to choose g before 4
chooses p, while the second is the value to A4 if the situation is reversed.
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It is a remarkable fact (the min-max theorem of von Neumann), the
basic result in the theory of games, that

(4) Va="Vs.

This common value is called the value of the game. We shall assume this
result without proof here.

The interpretation of this result is that 4 can announce his probability
distribution 4 in advance, and likewise B can announce ¢, without either
gaining from this advance knowledge. This is neither an intuitive, nor a
trivial, result, but it is true.

§ 4. Continuous games

Let us now suppose that in place of choosing one of a discrete set of
moves, 4 must choose from a continuum and similarly B. As a simple
example, suppose that 4 must choose a real number x in the interval
[0, 1], and B similarly a real number y in [0, 1]. Considering the zero-sum
case only, there is now a payoff function K (x, y) which measures the
value of this set of moves to 4, with — K (x, y) the value to B.

If A chooses a distribution F (x) to govern the frequency with which
he chooses x, and B the distribution function G (y), the expected gain to
A will be

1) V4= fol fo 'K (x, y) dF (x) dG 1) .

The continuous analogue of the min-max theorem is the resuit:

(2) Max Min V4 = Min Max V4,
¥

G G F

where the variation is over the space of functions defined by

1
3) (a) dF >0, fo dF (x) = 1,
(b) 4G > 0, f: G (y) =1,

provided that K (x, ) is jointly continuous in x, ¥ over the unit square.?
If K (%, y) is not continuous, (2) need not hold, and V 4 (F, G) need not
even exist for all F and G.

2 This theorem is a very fine illustration of the utility of the Stieltjes integral,
since the result is not valid if we consider only functions F (#) and G (y) which are
integrals, i.e., dF (x) = @ (¥) dx, dG (¥) = p (y) dy.
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§ 5. Finite resources

In many situations involving multi-stage play, the above model is not
satisfactory. This is particularly so in multi-stage processes where each
player possesses finite resources. Here the choice of plays depends upon
the quantity of resources available, and the game terminates when either
player has no resources. Consequently we cannot consider the set of N
games as consisting of N disjoint plays.

Let us consider a simple example. Suppose that 4 has a quantity x and
B a quantity y. At each stage each player may allocate 1 or 2 units of his
resources with the return as;; to 4 if A makes an allocation of ¢ and B an
allocation of 7, and a return of — ay; to B, where ¢, 7 =1, 2.

Here, for the sake of initial simplicity, the return a;; is in units different
from those of x and y, and so cannot be reconverted into resources.

Let us take the process to terminate as soon as either side has no re-
sources and suppose that each plays to maximize his total return. As-
sume that we may define the function

(1) f(x,y) = expected return from the process to 4 when 4 has x and
B has y initially, and each employs an optimal policy.

On the first move, 4 mixes his choices according to the probability
distribution p = (p,, $,) and B according to the distribution ¢ = (¢, ¢5),
where p and ¢ will, in general, be functions of x and y.

An enumeration of possibilities yields the relation

pigilay +flx—i,y—1)],

1

(@) fxy)

I Do
I DM

i

13

for an optimal policy, assuming for the moment that the principle of
optimality is equally valid for multi-stage games. A proof of this will be
given in § 9. Thus the functional equation for f (x, y) is

(3 f(x9) = Max Min { 5 pioglay +f<x—i,y—m}

» q i=1j=1
. 2 2

= Min Max{ 2 X pigilai +f(x——i,y*7')]}
q p W=1j=1

for x, y > 0, with the boundary conditions
(4) Sfxy) =0ifx<<Oory<O0.

§ 6. Games of survival

Returning to the game described in § 2, let us take 4 to have %, B to
have y and assume that the returns a:; and b;; are in the same units as
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and y, say dollars, and that b;; = — ay;, the zero-sum case. Let us now
suppose that the game is continued until one player is ruined, and that
each player attempts to ruin the other. A game of this type we call a game
of survival. It is a generalized “gambler’s ruin’’ problem.

Assuming the existence of the function

(1) f(», y) = probability that 4 ruins B when 4 has %, B has y, and
each player employs an optimal policy,

and proceeding as before, we obtain the functional equation

@ Fry) = Max Min £ f(x + ay, y — as) b1 4
r q %7
= Min Max 2’ f(x + aiy, ¥ — au) piqs,
q I ¥}

x,y > 0, with the boundary conditions

(3) f(ny)zl»x>0Jy£O’
—0,x<0,y>0.

Since the game is zero-sum, the quantity of resources in the game re-
mains constant. Thus the state of the process is specified by x, the quan-
tity possessed by A. Setting x + vy = ¢, and f(x, yv) = f(x), we obtain
the simpler equation

(4) f(x) =MaxMin X' f(x + ay) pi g = Min Max X f(x + ay) ps qs,
» q

¢ 47 P 4j

forO0 <x <c,withf(x) =0forx<<0,f(¥) =1,x >c.

§ 7. Pursuit games

Another interesting class of games are those involving the pursuit of
one player by another. In some cases there is a question as to whether
one player can catch the other, in other cases where capture is certain,
the problem is to determine the choice of paths for one player which
minimizes the time of capture and for the other player a path which
maximizes the time of capture.

The continuous versions of these problems are quite difficult to for-
mulate rigorously, and as a consequence most of the results obtained in
this connection pertain to the discrete version.

Consider the following simple problem. The two players, 4 and B are
situated at the points kA4, /A respectively on the line, where A4 > 0 and
k and / are integers or zero. At each move of the game, each player has
the choice of moving one unit to the right or to the left. Moves are made
simultaneously with full information as to the positions of each player.
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After each move there is pay-off from B to 4 of an amount g (d) where 4
= | R — 1| 4, the distance between the players. Furthermore, there is a
probability 1 — a (d) that the process terminates on that move.

The total pay-off of the multi-stage game is taken to be the expected
value of the quantity that B pays A before the process terminates. Once
again assume that the function

(1) f(d) = expected pay-off if A and B are initially 4 units apart and
both employ optimal strategies,
exists. Then proceeding as before, we obtain the functional equation

(2) f(d) = a(d) MaxMin[p,q.f(@) + p29:./(@) + $1¢:f(d—2)

+heqifd+2)]+¢g(@).
= a(d) Min Max[...] + g (@),

g ?
where p,, p, are the probabilities of 4 going to the left or the right re-
spectively on any move, and g,,g,are the corresponding probabilities for
B. In general, optimal $,, 5, ¢, and ¢, will depend upon 4.

§ 8. General formulation

Let us now describe, in some generality, a class of multi-stage games we
wish to analyze. At any stage of the game, the states of the two players,
A and B, are represented by m-dimensional vectors, x and y, which we can
think of as “resources.”

In order to avoid for the moment the conceptual difficulties of infinite
processes, we shall first consider a finite process. At the beginning of each
stage of an IN-stage process, 4 allocates a certain quantity of his resour-
ces, a vector %, and B a certain quantity of his resources, a vector v; this
will be represented symbolically by the notation 0 <Cu << x, 0T v <y,
where the inequalities hold component-wise.

As a result of this allocation, there are two consequences. A receives a
payoff of R (#, v; x, ), a scalar function, and B a payoff of — R (u, v; x, ¥)
— a zero-sum process. In addition to these payoffs, there is an alteration
in their resources; x is transformed into T (x, ¥; %, v), and y becomes
T’ (x,v;u,v). The process now continues in the same fashion for (N — 1)
additional stages.

The total return to A of the N-stage process is

(1) Ry =Ry (w, %4y, %3, ..., UN _1;9, 01, ..., UN-1; %, %)
=R(u,v) + Ry, v0) + ... + R(unv_1,vn8-1).
There are several ways we can treat this N-stage process. One extreme

289



MULTI-STAGE GAMES

regards the N-stage game as a single-stage game of complicated type, re-
quiring a choice of a set of vectors (w, #,, ..., un_1) by A and a set
(v, vy, ..., vw —1) by B, where the choice of #x and vk is dependent upon
the choice of », u,, ..., ux_1,v,9,, ..., vk —1. Alternatively, we can
employ the functional equation approach. For the case of unbounded
processes, or processes involving stochastic interaction, the recurrence
technique is, in general, the only feasible one. For the case of finite deter-
ministic processes, this technique is usually simpler analytically and
computationally.

We shall assume that R (u, v; , y) is a continuous function of # and v
for all finite values of # and v, x and vy, and that similarly T (x, y, #, v),
T’ (x, v, u, v) are continuous functions of x, y, %, and v for all finite values
of the vector variables.

The general case where only boundedness and measurability of the
functions are assumed may be handled using the same principles, at the
expense of introducing Sup-Inf operators in place of Max-Min. The par-
ticular case where x, y, %, v, T, T’ assume only finite sets of values is also
interesting to consider, and has the advantage of avoiding continuity
considerations.

One advantage to considering the N-stage process as a single-stage
process, as described above, is that it permits us to define the multi-stage
game precisely on the basis of known results for the single-stage game and
thus the value of the multi-stage game. Once having defined the game,
we can prove that recurrence techniques are applicable.

The value of the N-stage game described above is given by the expres-
sion

(2) vw = MaxMin[[[ RndG (u, uy, %9, ..., un —1) G’ (v, 01, V3, - .., V8 -1)]
¢ @

= Min Max[...],
¢ ¢

where G and G’ are distribution functions over regions of quite complicat-
ed form defined by the inequalities

(3) 0<u<ux, 0<<v<y
0<<u, <T, 0o, < T
0<uy-1<Tn_ 1,0 v 1< T'v_1.

The quantities T and 7’ depend upon %, ¥, #, and v; T, T, depend upon
X, Y, %, v, %,, vy, and so on.
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§ 9. The principle of optimality and functional equations

Let us now change our notation, replacing x by P and y by P’, in order
to consider more general situations where x and y are not necessarily
vectors whose elements are quantities of resources.

Since vy depends only upon the initial states, we may define the se-
quence of functions

(1) fv(P,P)=vw, N=12...

Assuming for the moment that the principle of optimality is valid for
multi-stage games, we obtain the following recurrence relations.3

2) fi(P,P)y=MaxMin [[[ R (%, v) dG (u)dG (v)]
¢ @ u

0 P
0 P’

INA
INMA

= Min Max[ ... ],
¢ @

fve1(P, Py =MaxMin [[f [R(u,v) + fw(T, T')] dG () dG’ (v))]
G

[
¢ 0<u
0<wv

IAIA

P
P

= Min Max{...].
¢ @

That this principle is valid for one-person processes where we are at-
tempting to maximize a return, or minimize a “cost’ is clear by contra-
diction. Since its validity may not be as obvious for game processes, let
us present a brief proof for the sake of completeness.

The recurrence relation in (2) provides a sequence, not necessarily
unique, of pairs of distribution functions, {Gw (%, P, P'), G'~ (v, P, P’)}
which furnish the sequence {fy (P, P’)}. In order to show that the func-
tion fn (P, P’) is actually the value of the N-stage game, it is sufficient to
show that 4 can guarantee an expected return of fy (P, P’) if he chooses
u at the first stage of an N-stage process in accordance with the distribu-
tion function Gy (#, P, P’'), when the states of 4 and B are described by
P and P’, respectively, and similarly that B can guarantee an expected
loss of not more than — f (P, P’).

To demonstrate this, consider the one-person N-stage process in which
A employs the fixed strategy represented by the sequence of distribution
functions, {Gx (u, P, P)}, k= 1,2, ..., N, and B attempts to minimize
A’s expected N-stage return. It is sufficient to consider this process,
since any other policy employed by B yields a larger expected return
for 4. Let

3 To simplify the notation, we shall write R (u,v) for R (4, v; P, P’).
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(2) wn (P, P') = N-stage expected return to 4 when A employs the
fixed strategy {G« («, P, P')}, B employs a minimizing
strategy, and A and B are in the states P and P’
initially.

Then we have the recurrence relations

(8 (P, P)=Inf [ LJ
0<u

oL <P

R (1, v) dG (u, P, P') | 4G’ (v),
P

IA

<

wy +1 (P, P') = Inf (R (u, v) + wn (T, T')]

&0

IAN—

J I
v<P 0<u<P

IA

dGy +1(u, P, P')] dG’ (v) .

upon employing the principle of optimality for the one-person process.

Considering the origin of the function G,, we see that the minimum in
the relation for w, (P, P’) in (3) is attained by the function G’ = G,’, not
uniquely in general. Hence,

(4) w, (P, P") = v, (P, P').

Since w, = v,, the relation for w, yields in the same way the fact that
w, = v,, and thus, inductively, we see that

(5) wy (P, P') = vn (P, P').

In precisely the same way we show that if B employs the strategy
Gn' (v, P, P"), A cannot obtain more than vx (P, P’). Hence vx (P, P’} is
the value of the N-stage game.

§ 10. More general process

Before presenting some precise statements concerning the processes we
have discussed above, let us consider a sequence of more general processes
which may be treated by means of the same techniques we shall employ
below.

Consider, to begin with, an infinite process of the type described in § 8
in which we allow the transformations T and 77, as well as the return R,
to depend upon the stage.

We then consider the functions

(1) f(P, P'; k) = the value to A of the infinite process beginning at the
k—th stage when 4 and B possess P and P’ at this
stage, and both employ optimal strategies.

This sequence, with the usual proviso relating to existence, satisfies the
recurrence relation
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(2) f(P, PR
= MaxMin [ [R(u, v, k) +f(Tr, Tt'; k + 1)]1dG (u) dG’ (v)]

¢ @ 0<u<P
0 < < P
= Min Max [
¢ ¢

Let us now complicate the process to a further degree. We have assum-
ed, in the above formulation, that the interaction between the players
was perfectly determined once # and v were chosen. In a variety of pro-
cesses, a choice of # and v determines a distribution of outcomes, which
is to say the interaction is stochastic rather than deterministic. Let
Ky (z,t, t'; u, v) denote the distribution function, where 2 is the value of
Ry (u, v), t the value of T and ¢’ the value of T,

The functional equation of (2) is replaced by

(3) f(P,P';k)
=MaxMin [[[ [[z4+Ff@;k+ 1] dK] dG (u) 4G’ (v)]
¢ @ 0<u<Pp
0<v &P
= Min Max [ 1.
¢ @

Finally, let us consider the case where we are concerned with a non-
linear function of the total return, R, rather than the total return itself.
A particularly important situation is that where 4 wishes to maximize
the probability of achieving a return of at least R,, a specified constant.
Another interesting utility function is e*®.

Let us assume that 4 wishes to maximize the expected value of ¢ (R),
where @ is a given function of R. To describe this nonlinear situation, we
must introduce an additional state variable, a, the total return obtained
by A from the previous stages of the process. Defining the function
f(P, P', a; k) essentially as in (1), we obtain the associated functional
equation

4) f(P, P a;k)

=MaxMin [[] [f@t ¢, a+ 2 k+1)dKi]dG (w)dG’ (v)]
¢ @ 0<usP
o< <P
= Min Max | 1.
¢ @

None of these functional equations will be discussed here in connection
with the existence and uniqueness of solutions since the basic approach
is the same for all cases.
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§ 11. A basic lemma
Let us present a simple but extremely useful inequality which exhibits
the quasi-linearity of the transformation
(1) L(fy=MaxMin T (P, P’; f;G,G') = Min Max T.
¢ @ ¢ ¢

It will play the same role in the existence and uniqueness proofs of this
chapter that Lemma 1 of Chapter 4 played in that chapter.
LEMMA 1.4 Let

(2) L(f) = Max Min [ TR (w,v) + B (P, P"; u,v) f(T, T')] dG (w) dG’ (v)]
¢S

= Min Max [ 1.
¢ ¢
L, (F)= Max Min [[[[R, (#,v) 4 & (P, P";u,v) F (T, T')] 4G (%) dG' (v)]

G ueS
ves

= Min Max [ 1.
¢ ¢

Then
3) |L{f)—L,(F)|<MaxMax [ | R (#, v) — R, (%, v) |

usS vesS
+ [ AP, P, ) | [f(T, T) —F(T, T) |].
ProoF: Let us write
(2 L(f)y=MaxMinT(P,P';f;G,G') =MinMax T (P, P': f, G, )
¢ ¢ ¢

L, (F) =MaxMinT,(P,P';F;G,G)=MinMax T, (P, P"; F;G,G) .

¢ @ ¢ @

Let (G,, G,') be a pair of functions yielding the value L (f), and let
(G4, G4') be a pair of functions yielding the value L, (F). Then, by virtue
of the saddle-point property, we have the following chain of equalities
and inequalities:

B) Lf)=T(P, P';[;G,G) =T (P, P’ f; G, GY)
<T(P,P,;fGy,Gy),
Li(F) =T,(P, P, F;GyGy) 2T, (P, P'; F; G, Gy)
< TI(P;P,;F;GZJGI’)'

4 It is assumed that max-min = min-max for each transformation. A similar
result holds for the one-sided max-min operator; see § 18.
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Combining these inequalities we have
6) L)—Li(f) =T (P, P’ [;Gy,6) —T1 (P, P’ F; Gy, GY)
<T(P,P;f;G,G)—T,(P,P;F;G,G,).
The inequalities in (6) yield
(1) L(f) — Ly (F) = [JR (4, v) — Ry (w, 9) + h (P, P'; u,v) [f(T, T")

uesS
vesS

— F (T, T")]]4dG, () 4Gy’ (v)
= [J[R (u,v) — Ry (w, ) + b (P, P';u,v) [f(T,T)

uesS
veS

—F (T, T)]14dG, (u) dG,' (v).
Using as in Chapter 4 the fact that a < ¢ < b implies | ¢ | << Max
(la],|& ), we obtain from (7) the further inequality

®) [ L{f) — L. (F) ISMaX{[Uq[IRW» v) — Ry (u, ) |
+ (AP, P 0) || f(T,T) —F (T, T') | ]dG, () dG," (v)),
[ffg[ | R (u,0) — Ry (w,v) | + [ 2 (P, P";u,0) || f(T, T

veS

—F(T,T) | ]dG, (w) 4Gy’ (v)],

from which (3) follows immediately.
It is easy to make the modifications required to obtain the analogous
result for the case where Max Min is replaced by Sup Inf.

§ 12. Existence and uniqueness

Before stating our results, let us introduce some notation. Let P and P’
represent #- and »'-dimensional vectors defined over regions D and D',
respectively, each containing the origin in its respective space. For all
values of #,v, P and P’, the transformed vectors T (P, P’; u, v),
T (P, P';u,v), are required to lie within these same domains, where »
and v are k- and &’-dimensional choice vectors, respectively, constrained
to domains S and S’, which may or may not depend upon P and P’
Since we shall be dealing with shrinking transformations in the theorem
below, there is no loss of generality in taking D and D’ to be finite.

In each space, let us introduce the norm, || P ||, equal to the sum of
the absolute values of the components of P,
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O PI= 2|2,
[1P'1= Z P/,

Actually, these norms need not be identical, and, in some situations, it
might be useful to consider norms molded to the structure of the func-
tional equation, rather than standard norms of the above type.

The functional equation we shall consider in some detail is

2) f(P,P)=MaxMin [ | [R(uv)
e [ ’

ueS ved
+ & (P, P u,v) f(T, T)]dG (u) dG" (v)]
= Min Max | 1,
¢ ¢
where T =T (P, P';u,v), T =T (P, P';u,v).
To simplify our notation, let us represent the operator appearing

within the outer brackets in equation (2) by T (P, P’; f; G, G'). The
equation in (2) then assumes the form

(3) f(P, Py = MaxMin T (P, P'; f; G, G')
@ (¢4

— Min Max T (P, P'; /G, G')..
[ G

There is a question as to whether this should be referred to as one equa-
tion or as a pair of equations. We shall refer to (3) as “‘an equation.”
The result we shall demonstrate is

THEOREM 1. Consider the equation in (2) under the following assumptions:

(4) (a) The functions R (u,v), h (P, P'; u,v), T (P, P'; u,v) and T' (P,
P’; u, v) are continuous functions of P and P', u and v, in any
bounded domain of the variables.

(b) The choice domains, S (P, P'), S' (P, P'), vary continuously with
P and P'.

() T and T' are shrinking transformations, i.e.,

Max (|17 |1+ || T |)<k([P1]+11P1D,

where k is a fixed constant less than 1.
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(d) Let X w (k* ¢) < oo for all ¢ > 0, where

n=1

w(c) = Max (Max |R(u,v)]).
HHPII+]IP|]<e :;g

() Max ||A(u,v,P,P)||<1.
u, v, P, P
If the above conditions are satisfied, we can assert that there is a unique
solution of the equation in (2) within the class of functions f (P, P’) which
are continuous for all finite P and P’ and vawish when P and P’ are both
null vectors.
This solution may be found by the method of successive approximations,

(5) fo (P, P') = Max Min [ [[ R (u, v) dG (u) dG’ (v)]
G @ ues
ves
= Min Max[ 1,
¢ @

fas1(P, P') = Max Min T (P, P’; f; G, G') ,
(&) &
— Min Max T (P, P'; fa; G, G'), n > 0.
& [

The solution is obtained as the limit f (P, P') = lim fn (P, P'), in any

bounded region of (P, P') space.
We shall further demonstrate

THEOREM 2. Under the hypothesis of Theorem 1, a set of functions (G (u),

G’ (v)) furnished by the functional equation constitute a set of optimal

strategies for A and B, respectively, in the multi-stage game described above.
§ 13. Proof of results

Let us now proceed to the proofs of these results. Let

(1) Jo (P, P’y = Max Min [ [[ R (4, v) dG (u) dG’ (v)],
¢ @y
= Min Max [ 1,
¢ @
and
(2) fa+1(P,P)=MaxMin T (P, P’; fa;G,G') = Min Max T,
¢ @ ¢ @

where T is defined as in (4.2) and (4.4).
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By virtue of our assumptions concerning the coefficient functions and
the domains S and S’, we can assert the existence of the saddlepoint in
(1), and the continuity of f, (P, P’). Inductively, then, all the f, (P, P’)
exist and are continuous for all finite P and P’.

Let us now show that the sequence {f.} converges uniformly in any
finite portion of the (P, P’)-regions. Using Lemma 1 we obtain the in-
equality

@) [fas2 (P, P') —fu (P, P) |
< Max Max [[f | fo (T, T') — fu~ (T, T")| dG () 4G’ (v)],
-l n=213....
Define the new sequence
(#) #ns1(c) = Max | fo+1 (P, P') —fu (P, P} |.

HPII+]IP[I<e
Then (3) yields, using the assumption of (4a) of § 3,
(5) Un +1{(C) < n(ke),n =23, ...,

Also, we have
(6) |fo(P, P)—fi(P, P')|, < Max Max [[ | R (4, v) | dG () 4G’ (v),
¢ @

whence
(7 uy (c) < w (c) .

Using our assumption that X w (k7 ¢) <C oo, we see that the series
2 fas1(P, P)—fu (P, P')] converges uniformly in any finite region.

Hence fn (P, P’) converges uniformly to a function f (P, P') which satis-
fies the original functional equation.

This completes the proof of existence. Let us now turn to a proof of
uniqueness. Let F (P, P') be another solution which is continuous at
P = 0, P’ = 0, and bounded in any finite region. We see that F (P, P’)
is then actually continuous for all finite P and P’, although this fact is
not necessary for our proof. It does simplify it a bit since we can replace
Sup-Inf by Max-Min.

We then have the two equations

®) F (P, P') = Max Min T (P, P'; F; G, G') = Min Max T
G 44 [ G
f(P, P') = Max Min T (P, P’; f; G, G') =Min Max T
G & [ G
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Applying Lemma 1, we see that
(9) |F(P,P)—f(P,P)|<MaxMax[[[|F(T, T")—f(T, T | dGaG’
¢ @

" uesS
ve S
Let
(10) 4 () = Max | F(P, Py —f(P, P)|.
P+ P <e

The (9) yields the relation
(11) A (c) < A4 (ke),
which, upon iteration, yields A4 {¢) << 4 (k#¢),» =1, 2, ... . Since F and

f are both continuous at P = 0, P’ = 0, and have the common value 0
there, we see that 4 (k" ¢) = 0 as # — oo. Hence 4 (¢) = 0and F = f.
This completes the proof of Theorem 1.

§ 14. Alternate proof of existence

In the study of functional equations of this class, the proof of the
existence is ““cheap,” while the proof of the uniqueness requires varying
degrees of effort. As far as the functional equations arising from the cal-
culus of variations are concerned, the opposite is true; there, existence is
difficult and uniqueness is simple,

Let us indicate how we may establish the existence of a solution of the
Sup-Inf equation in the case where we assume that R (#, v) > 0 and
h(P,P';u,v) > 0. It follows inductively that the sequence {fx (P, P’)}
is monotone increasing and bounded. Hence the sequence converges to a
function f (P, P').

To show that this function satisfies the functional equation

(1) f(P,PYy=SupInf T (P, P'; f;G,G)
¢ @
= InfSup T,
¢ @
we proceed as follows. We have
(2) P, P)=for1 (P, P)=SupInfT (P, P'; fa; G, G"),
¢ @

and thus
(3) f(P,PYy=SupInf T (P, P’; f; G, G").
¢ @

Conversely, utilizing the positivity of the operator, we have

(4) fos1(P, P') < Sup Inf T (P, P'; f;G, G,
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for all #, and, in consequence,
(5) [P, PYy<SupInf T (P, P'; f;G,G).

Comparing (3) and (5) we see that we have equality.

§ 15, Successive approximations in general

The sequence of approximations, { f» (P, P')}, used to construct the
function f (P, P’) was precisely that obtained from the finite n-stage pro-
cesses. This is actually not the best sequence to use if we are interested
only in the infinite stage process. As we have pointed out in previous
pages, approximation in ‘“‘policy space”’, here ‘“‘strategy space”, is in
many ways a more natural and more important type of approximation.

To justify this and other types of approximations we require

THEOREM 3. Under the assumptions of Theorem 1, the sequence defined by

(1) fa+1(P,P)=MaxMin T (P, P'; fn;G,G),n=0,1, ...
e

G

= Min Max T (P, P’; fu; G, G')
¢ @

converges to the solution of (5.3) for any initial function fo (P, P') which is
continuous tn any finite part of the (P, P')-domain, and equal to zero at
P=0,P =0

The proof is precisely the same as that given above.

§ 16. Effectiveness of solution

We have established existence and uniqueness of the functional equa-
tion derived above under the assumption that the infinite process posses-
sed a value for each player. The question now arises as to whether the
functional equation actually yields sufficient information to allow each
player to obtain this value. If so, we say that the solution is effective, and
theoretically, the functional equation is equivalent to the game.5

The solution will be effective under the hypotheses of Theorem 1,
which is to say, continuity.

To show effectiveness, under the hypotheses of Theorem 2, we must
show that if A uses a distribution function G (#) = G (u; P, P’) obtained
from a pair (G, G') which yield the min-max, then, regardless of what B
may do, A can guarantee himself a return of at least f (P, P’).

5 In many ways, however, this is not true. Once the functional equation has
been formulated, and the process discarded, we have restricted ourselves toc a
certain direction of approach which may not be optimal for the derivation of all

properties of the process. It is well then to keep in mind that the above functional
equation is only one of many possible mathematical descriptions of the process.
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Employing this fixed strategy, 4’s return will be, at worst, determined
by the solution of the functional equation
(1) F (P, Py = Min [[[[R (4, v)

@ ues
ve S

+ h(P,P'; T, T")F (T, T')] 4G (4) dG’ (1)].

It is easy to show, using the techniques of the preceding chapters,
together with the assumptions we have made, that this equation has a
unique continuous solution which is zero at P = 0, P’ = 0. Furthermore,
the solution of this equation may be obtained as the limit of the sequence
defined by
(2) F, (P, P') = Min [[] R (u, v) G (u) dG’ (v)] ,

@ ues
ve S

Fn+1(P, P) = Min [[ [R (4, v)
@ ues
veds

+ k(P P'; u,v) Fo (T, T')] dG () dG’ (v) .

It is clear, from the derivation of G (x), that F = f,. Hence, inductively,
Fp 1= fn +1, as defined by (14.1). Thus
(3) F (P, P') =lim Fy = lim f, = f (P, P').

n— 0 n-> oo

This demonstrates the effectiveness of the solutions.
With reference to the remarks made in § 6 of Chapter 4, let us now
establish

THEOREM 4. Let

1 Ale) = Max Max |R(u,v) —R' (u,v)|.
P +IIP ] <e ;tzg

Then, under the hypotheses of Theorem 1, the solutions of
(2) f(P, P') = Max Min [[[R (#, v} + h{(P,P';u,v) f(T, T)]dGdG’
¢

& uesS
ve

= Min Max[...],
G @

F (P, P') = Max Min [[ [R’ (4, v) + (P, P';u,v) F (T, T') ] dGdG’
G & ues
vES

= Min Max {...]
¢ ¢
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satisfy the inequality
(3) |f(P,P)—F (P, P)|< 2 A(krc).

n=0
Proor. Applying the Lemma of § 3, we see that
4) |f(P, Py —F (P, P)|< MaxMax [[[|R—R']|
G @

ues
velS

+ (T, T)—F (T, T') | 1dGdG'.
Iteration of this inequality yields the desired result.

§ 17. Further results

The results obtained in the previous sections depended upon the fact
that the total resources of the system were diminished as a consequence
of the play at any particular stage of the game. Analytically, we may
express this by the statement that the transformation (P, P’y — (T, T')
is a shrinking transformation.

Let us now introduce a shrinking transformation in another way by
assuming that

1) [A (P, P uv) | <k<1,

for all admissible P, P’, #, and v. Provided that we assume that P and
P’ now be within bounded domains, with T and T’ transformations of
these domains into themselves for all # and v, we obtain ready analogues
of the preceding theorems under the assumption of (1). We shall leave
the formulation and proofs of the results as exercises for the reader.

§ 18. One-sided min-max
Let us now consider the equation

(1)  f(P, P') = Min Max [R (4, v) + h (P, P’; u,v) f (T, T')],

vel8 ues

which arises from the allocation process described above if the second
rlayer is required to announce his choice of v to the first player before
each play.

We can obtain an analogue of the basic lemma of § 10 in the following
way. For any function R (#, v) permitting the operations we have
(2) Min Max R (#, v) = Min Max R (%, 1),

vesS wuesS veS u(w)es

where # (v) is now a function which maximizes R («, v) for fixed v. Let
U (v) be this function.
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Let V be a value of » which minimizes R (U (v), v). Then we have the
inequalities

(3) RU(V), V)< R(U (v), ),
RUWV),V)ZR®m(V), V),

for any other admissible values of # and ». This saddlepoint property
vields the analogue of Lemma 1. Having obtained this lemma, the
proofs of existence and uniqueness proceed in a straightforward fashion.

§ 19. Existence and uniqueness for games of survival

We shall prove the following result:

THEOREM 5. Consider the equation

(1) f (%) = Min Max [p, ¢, f (x — 1) + $1 oS (x + a) +

q p

beiflx +¢) + paga flx— )],
= Max Min [py g, f (v — 1) + pr o f (v + 0) +

» q
Peaf(x +¢) + paga f(x — )],
forx=1,2,3, ... d—1, associated with the game matyix
—1 a
@ A—< C_J,

where a, b, and c are positive integers, a > 1, and f (x) satisfies the boundary
conditions:

(3) J)=0x<0,f(x) =1 x=>4d.

There is a unique function f (x) satisfying the inequalities 0 << f (x) < 1,
which satisfies (1) and (3).

Proor. To simplify the notation, let us set V (f(x)) as the value of the
game whose matrix is

fe—1) flr+a)
W Ow+wfw—m>
The functional equation in (1) has the form
(9) fx)=V{(x), x=12 ...d—1
fx =0, x<<0
fx =1, x>d.
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Let us define the sequence {f» (x)} as follows.

(6) folxy=1,2x>4d,
=0, x<<d—1,
for1(x) =V (fa(x),n=01,2...,2=1,2,...d—1,
fn+1(x) =1,x>4d,
=0,x2<0.

It is clear that f, (x) > f, (x) for all x, and hence inductively that
Jn+1(x) = fa (x). It follows from the fact that 0 <C f, (x) << 1 for allx
and #, that f, (x) converges as # — oo for all x to a function f (). That
f (%) satisfies () is easily seen. This completes the proof of existence.

Since f, (¥) is a monotone increasing function of x, each function f, (x)
is monotone increasing, and hence f(x) is monotone increasing. Let us
now demonstrate the important result that it is actually strictly monotone.
Upon this fact our proof of uniqueness depends.

We have

U (a)>
7 )=V .
™ FO=V(0 g
If £ (a) and f (c) are positive, we have f (1) > 0.
To establish the fact that f (4) and f (c) are positive, let us assume, on
the contrary, that f(x) =0,forx=0,1,2, ..., 2 <d, but f(k+ 1)
= 0. Then

_yp (/=1 k+a)) _ 0 flk+a
O o= (I = et )
Since f(k+a)=flk+1)>0,f(k+c) = f(k+1) > 0, it follows
that £ (k) > 0, which is a contradiction unless £ = 0. Thus f (1) > 0.
We have

o F) fa+?)
® f@*‘V@v+a>f@—w>

Sincef(1) >0,f@a+2) > f(a+1),flc + 2 >f(),f(2—b =0,
we must have f(2) > f (1), unless f (2-—b) = 0 and the solution is
P, = ¢, = 1. This is clearly impossible since it yields f (2) = 0 < f(1)
and we know that f(2) > f(1) .

We thus prove, inductively, that

(10) 0=F0) <f() <f@) <...<f@d)=1,
with strict inequality at every step.
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The uniqueness now follows readily. Let us set
(11) T.¢N=trnflx—1 +p1q:f(x+a)
+ P flx+ )+ pagaf(x—0).
Let f and g be solutions of

(12 f(x)=MinMax T (p, ¢, f) = MaxMin T (p, ¢, f)
¢ p ¢
g(x) =MinMax T (p,q,g) = MaxMin T (p, ¢, g),
¢ p P 4
for 0 < x < d, and
(13) fx) =gx) =0,2<0
=1lx>4d,

with the further assumption that g (x} is bounded for 0 <x < d.
Under the assumption that f(x) == g (x), set

(14) A=Max|fx)— =1,

and let y be the largest integer in [0, 4] for which the maximum, assumed
non-zero, is attained. L
Ifwelet pi = ps (¥), e = ¢: (¥), P = pi (¥), ¢ = ¢: (y) besetsof values
for which the Min Max = Max Min is assumed, we have
(15) FOW=T@ ¢/
g =T 929,
and, as in Lemma 1,
(16) A=1f)—g0) [<Max[|T(p,q.f—¢) [].
P.q
Since, for all $ and ¢,
(17) [ TG e.f—8) <4,
we see that (16) is an equality, which means that
(1) T4.eN=T@ah,
T, ¢f)=T® 9f).

Consider the relation

(19 f)—g0) =praulf

—

y—1)—gy—1)]

+@%UW+@—gw+d
+ 51 [f(y +a) —g(y + a)]
+ P [ f(y —b) —g (y —b)].

Since X p:¢; = 1, if any of the brackets in (19) have absolute value less

¥
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than 4, the corresponding coefficient p; g; must be zero. By assumption,
y was the largest value for which | f(y) —g (v) | = 4. Hence p,q, =
0, El qs f 0. _ _ _

Since $, + p, = 1, both p, and $, cannot be zero, which means ¢, =
0 or g, = 0. Turning to the game matrix

fy—a) fly+a)
(20) (f(y +0) f(y—b))’

we see that the strict monotonicity of f(x) as a function of x makes it
impossible for ¢, = 0 or ¢, = 0 to be optimal play at x = y. This yields
a contradiction to 4 > 0 and completes the proof of uniqueness.

We see then that the proof of uniqueness of a strictly increasing solu-
tion is relatively easy, with the whole difficulty of the complete unique-
ness proof centering about the proof of strict monotonicity.

The method we have employed is quite general and applies to large
classes of functional equations. It fails, however, to treat the general case
where we assume only that the elements a;; of the game matrix A are real
quantities.

§ 20. An approximation

Let us now return to the general equation
(1) f(x) = Max Min 2’ pi g; f(x + ayj) ,
4 g %4j

= Min Max 2" pi ¢; f (x + aij),
q p 7
and assume that x is large compared to a;.
The reasoning we shall employ below, while quite formal, possesses
many features of interest. Assume that we can write

(@) fl+ay) 2f(x)+ aif ).
Then (1) takes the form
©) f(x) @ Max Min X' pi g; [f (%) + as; ' ()]
poa i
@ Max Min [ f (x) + f' (x) 2 Piq; ay) ,
ij
which leads to bt
(4) 0 @« Max Min [ f' (x) 2 pi qs aif]
?» 9 i,
© Min Max [ f' (%) 2 Pz q7 agj) .
¢ 7 4]

Assume now that f’ (x) > 0. Then we obtain the approximate equa-
tions for the unknown distributions $ and ¢,
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(5) 0 = Max Min X ay pi ¢y
4 7 %7
= Min Max X ay; pi g,
¢ p i
an equation which is independent of f(x)!

The meaning of this equation is that for large x, with a large number of
plays remaining before the end of the game, the play is approximately
the same as that employed in the single-stage game where both players
wish merely to maximize the expected return from one play.

In taking a; small compared to x we are essentially passing over to a
continuous version of the process. As we noted in § 18 of Chapter 8 in the
discussion of the nonlinear utility function, the optimal policy was inde-
pendent of the form of the criterion function. Here is another manifesta-
tion of this general principle, and we shall encounter a further example in
§ 22 devoted to a similar approximation for non-zero-sum games.

§ 21. Non-zero-sum games—games of survival

Let us now turn to a discussion of the more general situation where
bi; 7 — ay;. Here there is no generally acceptable theory for the deter-
mination of optimal play in a single-stage process. Consequently, we shall
turn immediately to the discussion of a multi-stage process. Let us assume
once more that the players are both striving to ruin the other, and that
the game continues until this occurs. They are now in direct opposition
and we can use a Min-Max formulation.

Since the game is non-zero-sum, the state of the process depends upon
the fortunes of both 4 and B, x and y, respectively. Let us define

(1) f(x, y) = probability that 4 ruins B when A4 has x, B has y, and both
employ optimal policies.

Then f(x, y), provided that it exists, satisfies the functional equation

(2) f(x,y) = Max Min Z pigs f(x 4+ aig, y + by)
¥4 ¢ HJ
= Min Max X psq; f(x + as, v + big),
¢ p 4j

with the boundary conditions

3) fla,n=1,2>0y<0
=0,x<0,y>0
= 1/2, x = y = 0 (by convention) .

It is easy to establish the following result, using the methods we have
employed above.
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THEOREM 6. If ayy + by << O for all i, §, there is a unique bounded solution

to (2), (3).

§ 22. An approximate solution

Let us assume that we are dealing with a process where a;; and b5 are
always negative. Then assuming that x and y are large compared to a;
and b;;, and that we may write

1) S+ ay,y+biy) 2f(xy) + ai; fr+ by fy,

we obtain the approximate equation

(2) f(xy) @ Max Min X' pig; [f (%, ¥) + aij fx + bis 3]
P

g 4
© Min Max X $i ¢; [f (%, ) + ais fx + bis f5] -
q Y

From this we obtain the approximate equations

3) 0 = Max Min.[fx X' ai pi gy + fv 2 bij pi ¢1]
%)

P q ¥

= Min Max [fx 2 aipiqs + fy 2 by piqs] -

¢ P ¥ i,
Using the same reasoning employed in § 4 of Chapter 9, we see that these
yield

(4) — fx/fy = Max Min [ Z bij pe q4f Z as; pi ¢4
¢ ij KX

= Min Max [ £ bispi s/ 2 aus piqi].
e p 4 ij
This is a very reasonable criterion. Observe that it makes no difference
whether we solve for f,=f, or f,/fx, since maximizing f,/f, is equivalent
to minimizing fy/fe.
In the next section we shall demonstrate that Max Min in (4) actually
equals Min Max.

§ 23. Proof of the extended min-max theorem

In this section we wish to prove

THEOREM 7. If X by psq; = d > O for all distribution vectors p and g,
Y
then
Laiypigs Laiypig
1 Max Min %Y = Min Max %/ .
) P g .Z‘bifiji%' q » ;biJPiQI

%7 ¥
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Proor. There is no loss of generality in further assuming that b5 << m <
1 for all ¢,  so that 2 bs; s g5 << m for all relevant p and ¢. Consider the
¥
system of recurrence relations
(2) #o = Max Min X ay; p:g; = Min Max X ay pig;.
P ¢ & ¢ p 4f
tn+1 = Max Min[ 2 aiy piq; 4 [1 —Ebw pi ¢i] 4n)
AN
= Min Max [ X ag piq; + [1 —2Z by pi qs] un] .
4 P % ¥
It is easy to show, using the methods discussed above, that the se-
quence {u,} converges to a value u, satisfying the equation

(3) u = Max Min[ X ai; pig; + [1 ~Z bis pi gs] #]
14 q %97
= Min Max [ 2 ai; pigi + [1 ——_2. bij pi qs] u] .
q » 2, %,

The condition 0 <1 — Z bi; pi g5 << 1 — d yields geometric convergence

of the series 2 (thn +1— un)

n=20
Since u satisfies (3), it is easy to see that it is given by the expression
(4) # = Max Min X' ai; p; q;/ 2 bi; pi qj
r ¢ %7
= Min Max X a; p: fIf/ 2 bijpig;,
q p 47

which establishes the theorem.

§ 24. A rationale for non-zero sum games

The importance of the above result, combined with the approximation
procedure discussed in § 14, is that we now have a possible rationale for
the play of non-zero sum games, namely one based upon the criterion
function

2 aipi
(1) R(p,q) = 2P0

Zhipigs

Whether or not to accept this is a matter of individual taste. It must be
realized that this question must always arise in two-person processes,
where it is not a priori evident that both individuals are employing the
same criterion function, or, what is worse, they may not have commen-
surable utility scales.
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Exercises and research problems for Chapter X
1. Consider the following game. Two players, I and II, match coins ac-
cording to the following rules:

a. I and II both lose one, if a head-head combination occurs,
b. I gains one, 1I loses one if a tail-tail combination occurs,
c. Iloses one, Il gains one if head-tail, tail-head occur.

The first player starts with a quantity m and the second player with a
quantity #. Each plays so as to ruin the other. Let p (m, n; x, y) be the
probability that I will be ruined before or together with II if I shows
heads with probability x and II shows heads with probability y.

Define

¢, = xy = Probability that I and II both display heads

g, = x{1 —y) + v (1 — x) = Probability that a head-tail combination
appears

gs = (1 — x) (1 — y) = Probability that both I and II display tails.

Obtain the recurrence relation
pmn) =g pm—1n—1)+gpm—1n+1)
+q3p(m+ 1)n+1)y
for m, n > 1, with the boundary conditions

pm, 0 =0m=>1,p0,n) =1, >0
(R. Bellman and D. Blackwell)

2. Show that for » > 2 we obtain the finite set of equations

pLn) =(q1+q) + qp(2,n—1)
1 —1) =g p(Ln—2) + g (L) + G n—2

pn—L2=qip(r—21) + ¢ (n—23) + g p (1)
p(n1)=gp(n—12)
3. Show that
p(2,1) = (qlx + ¢3) ¢
—4:9s
and hence that Min Max p (m, n, x, y) = Max Min ¢ (m, », x, y) in gene-

z y y z
ral. (It is interesting to note that Min Max « .4397, " = 43,9’ = .5,

x v
Max Min ¥ 4304, " = 43,y =1, where x' =1 —x,9 =1 —y.

Y 2
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4, It follows from the fundamental min-max theorem for continuous

games that Min Max K(m, n; A, B) =MaxMin K (m, n; A, B), where
A B B A

1 /1
K (m,n; A, B) = fo fo pm,n; x,y) dA (x) dB (y),

and A, B range over the space of monotone functions of uniformly
bounded variation equal to 1. Show that the solution for m = 2, #n =1
is given by
a. IIchoosesthe valueofy’, y,, forwhichp (2,1,0,9) = $ (2,1, 1,9'),
a pure strategy.

b. I chooses a mixed strategy, using either all heads or all tails in the
combination (a, 1 — a), where a is chosen so that ap (2, 1, 0, ') +
(1—a)$(2,1,1,y) has a maximum at y* = y,.

5. Show that the expected probability of ruin for I is y, « .4302, the
unique real root of y' = (1 — ¥")}/(1 — ' + »'?).
6. Prove that as m, n — oo along any fixed direction, m/n =7, player 11

can choose y so that uniformly in x we have

lim p(m,n)=1.

m, n > oo

7. Show that the above considerations lead to the following principle: In
playing a game of this type, I should try to make the stakes as high as
possible, whereas II should try to make them as low as possible.

8. Let
NN
S (g, Uey oo, UN; Vs, Vs, ..., on) = Min Max [ 2 ay 20y
¥ z 4,j=1

+Zu¢xi+2vjyj]—Mame[ ], N=1,2,...

t=1 j=1
Derive a recurrence relation for { fn}.

9. Consider the game of survival described by the matrix

2—1

where the total fortune of both players is 4 and % describes the fortune of
the first player. Show that f (), the probability of survival of the first
player, satisfies the equations

fQ) =f@) +75@)/(f2) +703)

f@ =530 +7E)—f1)

fF@=0—fQfD)/E—F2)—fQ) (Hausner)
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10. Hence show that
JO=1—+2/2,f(2) =1/2,/(3) = v2/2,
and that the corresponding optimal strategies are given by
Pr=vV2—1p=12ps=2—+/2
fh=v2—1,¢=1—v22,¢=+2—1

11. Consider the game of survival described by

a—1
a=(L17)

where @ and b are positive integers. Let v, (k) be the probability that 4
survives when the fortunes of both players total » and A possesses % of
this. Show that

vn a1 (k + 1) = v (B) + (1 — v () va 41 (1)

12. Show that
Vp+1(l + @) va+1(1 + B)

Un+1(1) - ‘Un+1(1 + a) + Un+1(1 + b)
and hence that
var1(l) = Vv () on ()
1 4 V'va (@) va (b)
13. Show that
(1) = vn (1 4 B) _oa(l)

va(l+a) +va(l +8) va(l +a)
Pri1(k+ 1) = pr (k) = pn~r+1(1)

14. Prove Theorem 5 by showing that val (4 — B A) is a continuous
function of 4 which is monotone decreasing as a function of 1. Hence
show that there is exactly one solution of the equation val (4 — B1) = 0
which may be represented in the form given in (23.1). (Karlin).

15. Consider the equation

up)=Lup,q.9) +alp.q.9),

and the related equation
v(p) = MaxMin [L (v (p, ¢, ¢) + a (£, ¢, 9]
q q

= Min Max [ 1.
¢ ¢
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Under what conditions may we write

v (p) = Max Min  (p) = Mi,n Max u (p) ?

¢ ¢ q q

16. Consider, in particular, the system of equations
n
xi = Max Min [c: (¢, ¢') + 2 ai5 (¢, ¢) %],
q ' i=1

= Min Max [ci(¢q,¢") + 2 ay(¢, ¢') %], =1,2, ..., n.
[4 q j=1

under appropriate conditions concerning the matrix 4 (g, ¢') =
(@45 (g, 7)) (L. Shapley)

17. Suppose that we are given the information that a coin has a fixed but
unknown probability $ of landing heads and a probability ¢ = 1 — p of
landing tails, and that $ has a known a priori distribution function dF (p).
The coin is to be tossed N times and we are to call heads or tails before
each toss with the full knowledge of the results of the previous tosses.
What policy maximizes the expected number of correct calls?

18. Suppose that we can toss the coin as many times as we please, at a
cost of ¢ per toss, and then are required to furnish a value for p, the pro-
bability of heads. If 4’ is the value decided upon, the cost of deviation
from the true value is g (p — p’), where g is a known function. What
policy minimizes the total expected cost ?

19. Returning to problem 17, suppose that an opponent has the choice
of choosing F (p) so as to minimize the expected number of correct calls
obtained using an optimal policy. Can one characterize the optimal
selection of F (p) by the statement that the opponent chooses F (p) in
such a way as to minimize the information available after any finite set of
tosses ? On this hypothesis, determine Min-Max.

20. Generalize these results to cases where there are many different
possible outcomes at each stage, e.g. a six-sided die.

21. Player A has resources in quantity %, and Player B resources in
quantity y. 4 divides x up into » parts, x = 2 x;, x; > 0, and B likewise,
i

y = 2'y;, ¥i > 0. The payoff to 4 is

Px,y) = z ¢i Max (x¢ — 1, 0},

i=1
and the negative of this to B.
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Write
falx, y) = ng Ngn [J P(x,v) dG (x4, %3, - .-, %n) 4G’ (y1, V2, + - <, Yn)]
= Min Max| ... ]
¢ @

Obtain the recurrence relations connecting f, and f» - 1. (Colonel Blotto)

22. Let 4 be a positive matrix, i.e. ai; > 0 for all ¢, /. Show that 4 hasa
unique characteristic root of largest absolute value, which is positive,
and that the associated characteristic vector may be taken to be positive.
Denote this root by ¢ (4), the Perron root of 4.

23. Show that
P (A) = Max Min X ay x;{x:,

z i j=1
n
= Min Max 2 aq; x;/%:,
T i j=1

where the variation is over the region x; > 0, 2 x; = 1.
i
24. Show that
»n
p(4) = Max Min X' a;; x;/x:,

R i j=1
"
= Min Max 2 as; x/x:,
R i j=1
where R’ is defined by x; > d, 2’ x; = 1, and 4 may be taken to be
i

d = Min as;/Max (X ay) .
¢ i

%)

25. Prove that p (4) is the unique solution of
n
A=MaxMin[ X ayx; + A1 —x3)],

R i =1
or of
A=DMinMax[ X ayx; + A (1 — =],
R i =1
where R’ is as above.

26. Consider the nonlinear recurrence relation
n
tn +1 = Min Max[ 2 as x5 + #n (1 — x4)] .
R i j=1
with u, arbitrary. Prove that p (4) = lim #,.

n— oo

(Proc. Amer. Math. Soc., 1956).
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Bibliography and Comments for Chapter X

§ 1. An excellent introduction to the theory of games is J. D. Williams,
The Compleat Strategyst, McGraw-Hill, 1955. The classic work in the field
is J. Von Neumann and O. Morgenstern, The Theory of Games and Economic
Behavior, Princeton University Press, 1948. An exposition of the application
of the mathematical theory of games to the study of card games is contained
in R. Bellman and D. Blackwell, “‘Red Dog, Blackjack and Poker,”” Scientific
American, vol. 184 (1951), pp. 44—47;cf. also, the references given in the
comment on § 5 of Chapter VIII. There is also a discussion of several poker
games in ‘“The Theory of Games and Economic Behavior” cited above, and
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reader may refer to the Studies in Game Theory issued by Princeton Univer-
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of sequential analysis of Wald, and the general theory of statistical decision
processes and the design of experiments. The interested reader may refer
to Wald’s book, A. Wald, Statistical Decision Functions, J. Wiley and Sons,
1950, to the book by D. Blackwell and A. Girshick, Theory of Games and
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this field. See also H. Robbins, “Some Aspects of the Sequential Design of
Experiments,” Bull. Amer. Math. Soc., vol. 58 (1952), pp. 527-536.

§ 3. A proof the min-max theorem may be found in the Von Neumann-
Morgenstern book cited above, as well as in the Blackwell-Girshick volume
where extensions are also discussed.

Although there are theories of non-zero-sum games and N-person games,
N > 2, available, none of them have the elegance or the finality of the two-
person zero-sum theory because of the lack of a corresponding min-max
theorem. A large part of Von Neumann-Morgenstern is devoted to these
questions, and a fundamental result in the field is contained in J. F. Nash,
“Equilibrium Points in N-person Games,” Proc. Nat. Acad. Sci., vol. 36
(1950), pp. 48-9.

§ 4. For an abstract discussion of continuous games, see S. Karlin, “The
Theory of Infinite Games,” Annals of Math., 1951 and for some particular
results see M. Dresher and S. Karlin, ‘““Solutions of Convex Games as Fixed
Points,” Contributions to the Theory of Games 11, Annals of Mathematics
Study No. 28, Princeton University Press, 1951,

§ 5. As far as we know, the first treatment of games where both players
have finite resources, and, in particular, ‘‘games of survival,” is contained in
R. Bellman and J. P. LaSalle, “On Non-Zero Sum Games and Stochastic
Processes,”” RM-212, The RAND Corporation, 1949, R. Bellman and
D. Blackwell, ““On a Particular Non-Zero Sum Game,”” RM-250, The RAND
Corporation, 1949.

The name ‘“‘games of survival”’ was given in the course of some seminar
lectures at RAND.

§ 7. The subject of ““pursuit games” has been intensively investigated by
R. Isaacs, who resolved a number of special games, and developed a general
theory of this class of problems. See R. Isaacs, ‘“Games of Pursuit,” P-257,
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The Rand Corporation, 1955, R. Isaacs, ‘“The Problem of Aiming and
Evasion,” P-642, The RAND Corporation, 1955, R. Isaacs, ‘‘Differential
Games—TI, II, III, IV,” RM-1391, 1399, 1411, 1486, The RAND Corporation,
1955.

§ 8. The results of this and the following sections, 9-17, follow the paper
of R. Bellman, ‘“‘Functional Equations in the Theory of Dynamic Pro-
gramming—III, Multi-Stage Games,”” Rendiconti di Palermo, 1957.

§ 18. The technique utilized here was suggested by W. Fleming. Further
results on existence and uniqueness were announced by L. Shapley, ‘“‘Sto-
chastic Games,”” Proc. Nat. Acad. Sct., vol. 39 (1953), pp. 1095-1100.

§ 19. The proof presented here is contained in R. Bellman, “Introduction
to the Theory of Dynamic Programming,”” RAND, R-245, 1953, Chapter VI.
Since the original papers cited above, a good deal of work has been done on
the subject. The deepest results so far obtained are contained in M. Peisa-
koff, “More on Games of Survival,”” RM-884, The RAND Corporation, 1952,
and J. Milnor and L. Shapley, “On Games of Survival,” P-622, The RAND
Corporation, 1955.

§ 20. The contents of this section and those of 21, 22, and 24 were pre-
sented in R. Bellman, ‘“Decision Making in the Face of Uncertainty-II,
""Naval Research Logistics Quarterly, vol. 1 (1954), pp. 323-332. .

§ 21. This proof of the extended min-max theorem is due to L. Shapley
in the references cited in the comment on § 18. The formulation of the
theorem and the original proof are due to Von Neumann.
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CHAPTER XI

Markovian Decision Processes

§ 1. Introduction

In this chapter we shall study some decision processes of a different
form than those previously encountered, giving rise to a new class of
functional equations.

We shall consider discrete processes, which lead us to the study of the
difference equation

N
1) x@E+1)=Max X aygxn),x0=ci=12...,N,

¢ i=1

and some continuous processes which generate the equation

N
(2) dxi/dt = Max 2 ay; (@) %5 (8), s (0) = ¢,2=1,2, ..., N,

g j=1

in the one-person case, and the equation

N
(3) dxifdt = Max Min[ X ai; (p,q) %5 (1))], % (0) = ¢, =1,2, ..., N,
q p j=1
= Min Max [ ... ],
» q
in the two-person case.
As we shall see, equations of this type have connections with the clas-
sical theory of differential and difference equations. We shall, however,
reserve any detailed exploration of this liaison until the second volume.

§ 2. Markovian decision processes

Let us describe, in this section, a decision process which motivates the
study of a class of nonlinear difference equations, of which (1.1) is a re-
presentative. We shall then consider the limiting form, namely (1.2).

Consider a physical system S which at any of the times £ =0, 4,
24, ... must be in one of a set of states which we denote by S, S,, ...,
Sn. Assume that at any time ¢ there is a probability «; (f) that the system
is in the sth state, and that transition probabilities exist governing the
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changeover from one state to another. It is important to realize that
these are very strong assumptions concerning the nature of the system.
Let

(1) ai; = the probability that the system will be in state z at ¢ + 4 if it
is In state § at time ¢

The relation between the set of probabilities {x: ({ + 4)} and the set
{x: (#)} is then given by the relations

(2) xi(t-l—A)-——g’lai;x;(t),izl,Z,...,N,
i=
for t=0,4,24, ..., Setting x;(n A) = y; (n), we may write these
equations in the simpler form
(3) yi{n -+ 1) :-—iév'la;jy;(n),i:l,z...,N.
The asymptotic behavior of the state vector (y,, ¥,, ..., yn) as t - oo

is determined by the algebraic character of the characterisitic roots of
the matrix 4 = (ai;). A process of this type is called a Markoff process.
There exists an extensive mathematical theory of these processes.

Let us now consider Markovian decision processes. Assume that the
transition probabilities, 4, depend upon a parameter ¢, which may be a
vector, and that at each stage of the process g is to be chosen so as to
maximize the probability that the system is in the state S;. In place of
the equations in (3) we obtain the nonlinear system

N
(4) yi(n+ 1) = Max 2 ay;19) y; (),

g j=1

~
yvi(n +1) = 2 ay(g*)yi(n),1=2,8,...,N.
i=1

where ¢* = ¢* (n) in the remaining N — 1 equations is one of the values
of ¢ which maximizes y, (n 4 1).

Since the a;; are transition probabilities, they are restricted by the
conditions

(4) aij_>_0,2(lij=1,].=1,2,...,N,

for all g¢.

To obtain more general equations, consider the situation in which we
have N different types of items and let x; () represent the quantity of
the sth item at time ¢. These items have the property that a unit quan-
tity of the #th item generates an amount a4; of the j*» item over the time
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interval [¢, £ + 4). Here ay > O represents production, and the reverse
inequality represents consumption. Once again let a;; depend upon a
parameter ¢ and let the purpose of the process be to maximize the
quantity of the first item available at any time. In this case we obtain
the equation in (4) withno restriction on the magnitude or sign of the aij.

In the limit as 4 — 0, we obtain in place of (4) the nonlinear
differential system

dx, ¥
(5) TR Max 2 blj (q) X (t)r X1 (0) =&,
ai g j=1
dxi ¥ .
— = Y bi(g*) x%;{t), % (0) =¢i,=2,3, ..., N.
dt j=1

To obtain this system, we set, in the usual fashion

(6) aij = buA,i;éf
a=1—0bu 4,

and then let 4 — 0. Having obtained the equations by means of this for-
malism, we now define the continuous process by means of the equation
in (5). In return for this, we must establish existence and uniqueness of
solutions, which is to say we must show that this method of defining a
process is actually valid.

§ 3. Notation

Taking account of the foregoing remarks, we shall begin by considering
the continuous version first. Introducing vector-matrix notation to sim-
plify our notation,

%y ¢y
EN o
(1) x = , A (q) = (aif (‘I)): = »
XN CN
the system
dx; ¥ .
(2) Ei—:MaxZ'ai;(q)xj,xi(O)zci,t=1,2,...,N,
g j=1
takes the form
(3) dxldt = Max A (g) x, 2 (0) = ¢.
¢
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where it is understood that the maximum is taken element by element.
By this we mean that the set of ¢’s for each row is distinct from the cor-
responding set for any other row. Thus,

(4) ay(g) = ay {ar, Gazs - - -» G18)
a2 (9) = Agj (gor, G2or - -+, Gak)

ans (q) = an; (qn, qa, -« -2 gNK)

so that there is no interaction between the various maximizations. After
discussing this case, we shall return to the equations obtained in the
preceding sections, where interaction occurs.

It is convenient to employ the notation

N
(5) llxl|={1lxi|:
N
1A= 2 |ay|
ti=1

These fulfill the usual requirements for norms, and in addition we have

(10) A= 1< {4 [ ]].

§ 4. A lemma

As is usual in the theory of differential equations, the first step in esta-
blishing existence and uniqueness of a solution consists of converting the
differential equation into a suitable integral equation. This enables us to
take advantage of the smoothing properties of integration.

Considering the more general equation

(1) dxjdt = Max[A (g, ) x + b (g, )], x(0) =c¢,
7
we obtain the integral equation

(2) x=c—i—ftMax[A(q,s)x—kb(q,s)]ds
° ¢
which may be written

(3) x=Max[o—{—ftb(q,s)ds—{—ftA(q,s)xds].
q 0 o

Since ¢ is a function of ¢, pointwise maximization yields global maximi-
zation.

It is easy to demonstrate the following result in much the same way as
Lemma 1 of Chapter 2 was established.
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LeEMMA. Let
@) T, (x) = Max [b, (g, §) + f A (g s) xds],
q [/l
Ta(y) = Max(bs (g, ) + [ 4 (g9 yds).
then !
(5) Hﬂ@—ﬂ@“é%ﬂ|%@0—%@“l

t
+ [ 114@9111x—y]lds
This lemma will be the fulcrum of our existence and uniqueness proof.

§ 5. Existence and uniqueness—I

Let us now consider the question of the existence and uniqueness of
solutions of the equation

1 dx|dt =Max[A (g, ) x +b(q, )], 2x(0) =c.

There are a number of cases of particular interest, corresponding to
different assumptions that can be made concerning the function 4 (g, #),
b (g, t), and the set of admissible functions ¢ (f). We shall discuss one class
of equations and leave the matter there, since the method used will illus-
trate the procedures that may be employed in other cases.

Our first result is

THEOREM 1. Assume that g is an element of a set of functions S with the
property that

(2) HA@all [venlI<s0,

where f (t) is integrable over any finite interval 0 << t < T. Assume further
that the maximum of A (q,t) x + b (q, {) is attained for g S for any fixed
t and x values.

Then there is a unique solution fo (1) satisfying the equation almost every-
where. This solution may be found as the limit of the successive approxima-
tions,

(3) Xo=C¢,
¢
xn+1=c+Max[f [A(g,s) xx +b{g, s)]ds,n=0,1, ...
q o
1 The purpose of this assumption is to handle simultaneously the case where g

assumes only a discrete set of values, in which case the maximum is always attained,
and the case where ¢ varies continuously.
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ProoF. Let us first show that the x,, are uniformly bounded in the inter-
val [0, T]. Specifically, we shall show that

) an 1< aexp( [ 7(5)49),
where
(@ a=1lell+ [ f@)ds.

The inequality certainly holds for # = 0. Assume that it is valid for
k=20,1, ..., n Then we have, from (3),

®) ol Ilel |+ [ Max |10 (.91 ds
+ [ Max || 4 (g, ) 1) ] 1xn |15
o ¢

<a+ [fO11m]]ds
Replacing | | #» | | by its bound, we have
(©) Hanerl < a+ [(F) Laexp( [ Fs) dsilds
and thus obtain the same bound for | | x5 +1 ]|

Let us now establish the convergence of the sequence {x.}. Applying
the Lemma of § 4 to the two relations

) fnvr=c+ Max[ [[4(q, 9 xa+ blg 9 ds],
q [

12
Xn=c + Max[f [4(g,s) %n -1+ b (g, 5)] ds)
q (]
we obtain the inequality

® [lxnri—xal|<Max ["[[4(g 9 |]]]5n—2a-1]lds
q o

gftf(s)||xn—xn_1|lds,n=l,2,

Iterating this relation, starting with the inequality for || %, — %0},
we obtain the inequality

©  mme—m | | (le T+ ([ 6 d9 e+ 1)1
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which establishes the uniform convergence of the sequence {x,} in the
interval [0, T] to a function x (f). This function is continuous for 0 << ¢
< T, satisfies the integral equation

(10) 2 =c+ [Max[4(g 9% +0b(g 9 ds,
° q

and hence the differential equation almost everywhere.

Finally, let us demonstrate uniqueness. Let y () be another solution
of the equation, existing in some interval [0, S]. Then in this interval y (#)
satisfies the equation in (10). Applying the lemma of § 4, we derive the
inequality

) (5@ —y@ I <Max 11469115y ]lds
<[ fO11x—yllds
This inequality has the form

(12) u@gfﬁmuma,

where f(s), u (s) > 0.
Hence, for an arbitrarily small positive constant &, we have

(13) umga+f7@u@m.
Dividing through, this yields

@) u()
14 - <f@.

a+Lf@u@k

Integrating between 0 and s, we have

¢ {f ro)as
(15) a—l—ff(s)u(s)dsgaeo

Combining this with (13), we obtain the inequality

¢
(s)ds
(16) u(t) <<a ef"f ?

Since 4 is an arbitrary positive constant, we see that u {f) = 0.
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An alternative proof proceeds as follows. It is clear that a constant b
exists such that || x —y | | < bin [0, s]. Hence

(17) u(t)gbftf(s) ds.
Use this inequality on the right side of (12), obtaining

(18) 1uasbﬁﬂﬂ@ﬁﬁhoamk=wm(ﬁﬂwa)z

Continuing in this way, we have for each n =1, 2, . . ., the inequality
19 bn tf( ) d n+1
uil) << — f S)as
" ”—w+m(o )

Letting # — oo, we see again that # (f) = 0.

§ 6. Existence and uniqueness—II

Let us now consider the equation of (2.5). In general, equations of this
general type need not have unique solutions, due to multiplicity of
maximizing g-values. Consider, for example, the equation

(1) dxafdt = Max [1 — g* (1 — g)*] + %3, %, (0) = 0
q

Ax,jdt = q* x, ,%,(0) =1

Since ¢* = O or 1, we obtain infinitely many sets of solutions, of which the
following are representative

(2) Xy =2¢t % =1t -+ (¢ —1)
xy =1, x,=¢et.

We can, however, obtain uniqueness theorems if we restrict ourselves
to solutions obtained in the following way. First solve the equations

i=1

N
3 dx,fdt = by (g. 1) + 2 az;(q) %5, %, (0) = ¢,,

) N
de/dt = by (q, t) -+ x anj (q) Xj, XN (0) = (N,

i=1
for the quantities x,, ,, ..., ¥ in terms of function x,, regarding ¢ for
the moment as some unknown function.

Each x4, £ = 2,3, ..., N, will have the form

(4) Xy = Uk (q; t) + ft Uk (9: 2 S) X1 (S) ds
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Substituting these expressions into the equation
N
) dx,jdt = Max [b, (¢, ?) + 2 ay(g) x5], %.(0) = ¢y,
q i=1
we obtain an equation of the form

t
(6) dx,|dt == Max [b(q, t) + a1 (g) %, + f v (g, t 8) %, (s) ds].
q o
This equation we write in the form

t
(1) o=+ Max[ [“b(g, ) ds + [ (g) mds +

f: [Ltl v (g, ¢, s) %, (s) ds] dty]

Using the methods employed in § 5, it is easy to establish the existence of
a unique solution of this equation under the hypotheses of Theorem 1.

§ 7. Existence and uniqueness—I11I

It is possible, using the same technique of successive approximation
and inequalities, to establish existence and uniqueness theorems for
more general systems of differential equations of the form

(1) dxjdt = Max f(x,q,8), x(0) = c.

Since these results are more within the province of differential equations
than pertinent to the theory of decision processes, we shall leave it for
the ambitious reader to frame his own analogues of the classical existence
and uniqueness theorems.

§ 8. The Riccati equation

Although we do not wish to penetrate too deeply here into the study of
this class of nonlinear differential equations, the following result seems
particularly worthy of notice.

The change of variable

1 v=1u'lu

converts the general second order linear differential equation
) W bOw +qB)u=0,

into the first order non-linear equation

3) v vt p v+ g() =0.
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This equation is called a Riccati equation. It is clear from the foregoing
that the general solution of (3) is equivalent to the general solution of (2),
and hence, in general, cannot be obtained explicitly in terms of quadra-
tures.

Let us now show that (3) can be interpreted to be an equation of the
general class exhibited above. We begin with the observation that
(4) — 92 = Min (w? — 2 wv) .

w

Hence (3) may be written

(5) v’ = Min [w? — 2 wv —p () v — ¢ ()],

w

where w now varies over all functions of ¢
For fixed w, let V (w, f) represent the solution of

(6) Vi=wt—20V —p () V—q(),

fixed by the condition V (0) = v (0) == ¢. This solution has the explicit
representation

t £
~-] (p(s)+2w)d: =] (P (s)+2w)ds,
(M V——-cef"p v s+ft(w2—9(8))ejsps+w " ds

14

obtained in the usual way by means of an integrating factors.
Let us now show that

(8) v=MinV (w,1.

For an arbitrary function w = w (f), we have
9) vV<w—2wv—p({tlv—gq(l),
which shows that v << V (w, ¢). Hence v << Min V (w, #). On the other

hand v = V (w*, #) for the minimizing value w*, which is actually v (¢).
Hence the equality in (8) holds.

We thus have an explicit representation for the solution of the Riccati
equation in terms of quadratures and a minimization.

§ 9. Approximation in policy space

As we have discussed in the preceding chapters, there are two types of
successive approximations in the theory of dynamic programming, one
based upon approximation to the functions which satisfy the functional
equation, and the other based upon approximation to the policies which
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yield these solutions. We have applied the traditional method above in
§ 3. Let us now discuss the second method.
Consider the scalar equation

1) dufdt = Max [b (g, ?) + a (g, &) ul,  (0) = c,
q
where we impose the restrictions {a (g, ) |, |6 (¢, #) | < f(?), {to S () dt << oo,
JO
We begin by guessing an initial policy function g, = ¢, (¢}, and determi-
ning #, by means of the equation

(2) Auoldt = b (qo, t) + a (o, &) tho, uo (0) = ¢.

Next determine ¢, by the condition that it maximize the function
b(q,t) + a(g,t) u, and compute u, as the solution of

(3) duyldt = b (1, 1) + a (g, ?) us, 4, (0) = C.

Continuing is this way we determine a sequence of functions {#,} and a
sequence of policies {gn}. It remains to show that this sequence {u,} ac-
tually converges.

We have

(4) duyfdt = b (g1, 8) + @ (qy, #) wy, 4, (0) = ¢,
duoldt = b (go, t) + a (o, 1) o
S b (‘]1, t) + a (ql» t) Uo, Uo (0) =,

referring to the definition of g,.
The solution of

(5) dvjdt =g({t)v + h(t),v(0) =c,
has the form

¢ t
(6) o= cefog(s)ds + fz hs) gfs L
[

which we may write as L (&), an operator on the function A.

t
sg( 8)ds

Since ef > 0, it follows that

(7) L) = L (h)

if by (§) > hy (¢) for £ > 0. Hence

8 o <<y, for 0 <<t < T

Proceeding in the same fashion, we see inductively that #a < %4 +1 for
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n=0,1,2, ... Since each member of the sequence {#,} is uniformly
T T f(s)ds
bounded by (c —i—J f(s)ds) 8‘[0 , it follows that the sequence
o

{un (£)} converges to a function # (¢). This limit function satisfies the inte-
gral equation

(9) u(t)=c+ftMax[b(q,s)+a(q,s)u]ds,
o q

and hence the differential equation almost everywhere. We see then that
approximation in policy space leads to convergent sequences in the one-
dimensional case.

Let us turn now to the corresponding question for systems of the form

(10) dxjdt = Max [b(q,¢) + A (g,8) 2], x(0) = ¢
7

Using the same procedure as above, it is easy to see that the problem
reduces to determining conditions upon the matrix A (g, £) which will
ensure that f(f) > Ofor ¢ > 0 ensures that y > 0 for > 0, where y is
the solution of

(11) dyldi = A{q, )y +f(®),y(0) =0
Since the solution of (11) is given by
(12) w:f’Y(t)Y—l(s)f(s)ds,

where Y (f) is the matrix solution of

(13) aYldt =A (g, ) Y, Y (0) =1,
we see that a necessary and sufficient condition is
(14) Y@ Y-1(s) >0fort >s=>0,

and uniformly for g ¢ S.

Since this is a difficult condition to verify, we shall content ourselves
with the remark that a (g, 1) > 0, ¢ 5 4, is a sufficient condition.

If then the condition ay; (¢, £) > 0, ¢ # 4, is satisfied for ¢ >> 0 and all
g € S, we have the desired convergence in policy space.

§ 10. Discrete versions
In this section we wish to ascertain the asymptotic behavior of the

sequence {x;(n)}, ¢ =1,2, ..., N, determined by the recurrence rela-
tions
N
(1) x,(n41) = Max 2 ay(g) x5 (n), v =12, ...,N,n >0
g j=1
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under certain assumptions concerning the initial values ¢; = x; (0) and the
coefficient matrix 4 (g).
We shall begin by considering the homogeneous equation

N
(2) Ayi=Max 2 ai(g)y,i=12,...,N,

¢ i=1
where we impose the following conditions

(3) (@) ¢ =(qu q2, - .., gn) Tuns over a set S with the property that the
maximum is attained in (1) for any set of parameters

(Y1, Yor -+, YN).
(b) 0 <aiy(g) <m <<ooforgeSands,j=1,2, ...,N.

(c) for any g, let @ (g) denote the characteristic root of 4 (¢) =
(a4 (q)) of largest absolute value, the Perron root. It is assumed
that ¢(g) assumes its maximum for g € S.

Let us now prove
THEOREM 2. Under these assumptions, there exists a unique positive con-
stant A with the property that the homogeneous system in (2) has a positive
solution y; > 0,4 = 1,2, ..., N. This solution is unique up to a multi-
plicative constant, and

(4) 4 =Maxg(g)

qe8S
ProoF. We shall begin by establishing the existence of a positive 2 and a
positive solution {y;}. The simplest, though least elementary, method
employs the Brouwer fixedpoint theorem. Consider the region defined by

(5) ye =0, 2y =
=1
The normalized transformation
N N N
(6) yi' = [Max X ai; () y5} | & Max[ & ai;(g) 1],
g j=1 i=1 ¢ j=1

is a continuous mapping of this region into itself. It follows that there
exists a fixed point {y:}, constituting the required positive solution since
ai (g) > 0. The parameter 4 is the denominator in (6).

To show that this solution is unique up to multiplicative constant, let
[, 7] be another solution of (2) with 4 > 0 and z a positive vector. Let
{g} be a set of values for which the maximum is attained in (2) and {¢} a
similar set associated with z. We have
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™ lyp=Z2aylgys=2ay(@y,i=12...,N,
Y
pae = 2 aii (q) 2
?

Assume, without loss of generality that 2 < g, and thus that y and z
are non-proportional vectors. If ¥ and z are proportional, then y = z.
Let ¢ be a positive constant chosen so that one, at least, of the compo-
nents y; — ¢ zi is zero, one at least is positive, and the others are non-nega-
tive. If 7 is an index for which y; — & 2; is zero, we have

N
(8) O=puyi—en) >yi—euzi > 2 ay(g) (ys—e2) >0,
j=1
since ai;(q) > O, a contradiction, Hence y and z are proportional, which
means that 1 = u.
To show that 4 = Max ¢ (g), we proceed as follpws. Let 4 = Max ¢ (g).

It is clear that 4, as theq characteristic root of some 4 (gq), satisﬁesqthe in-
equality A <C u. Assume for the moment that 2 << u. Letz = (2y, 2,,. . .,2w)
be a positive characteristic vector associated with g and g a set of g-values
which yield 4 = ¢ (g). Then we have

N

N
(9) pzi= 2 ai;(g) z < Max X a4 (q) 2
j=1 ¢ j=1

Since each y; is positive, we can find a positive constant » such that

(10) i <my,t=1,2 ... N.
Then (9) yields
N
(1) pz<Max (2 ay(g)y)m=miy
¢ ji=1

Thus, instead of (10) we obtain the result z; <C my: 4/u. Iterating this, we
obtain z; <C my; (A/u)* for arbitrary k. Since Aju < 1, by assumption,
this yields z; == 0, a contradiction. Hence 1 = u.

§ 11. The recurrence relation

Returning to the recurrence relation of (10.1), let us prove
THEOREM 3. If, in addition to the conditions of (10.3), we assume that there
is a unique q for which the maximum value of q is assumed, and that ¢; > 0,
then

(1) xi (n) ~ ayi v,
asn—> co, where a = a (¢y, €y, ..., CN) -
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PRroOF. Let us take ¢; > 0, without loss of generality. There are then two
positive constants 2 and K such that 2y; << ¢; << Ky;fori =1,2. ..., N.
Let us show inductively that

(2) Rysdn» < xi(n) < KyiAn
Assume that we have the result for #, then

N
3) %m+ 1)< KirMax X ay(q)y; = KAn+1y;

g ji=1
N
>kArMax 2 oay(q)y;=kIn+1y,;
g i=1

To establish the asymptotic behavior we show that for sufficiently
large », the set of ¢’s which furnish the maximum in (10.1) is precisely
the set which yields Max ¢ (g).

Assume the contrary.q This means that infinitely often in the recurrence
relation of (10.1) we will employ a set {g} which is not identical with the
set, {g}, which furnishes the maximum of ¢ (g).

We then have

N
4) xin+1)= 2 ay{@Qxn),i=12 ...,N,

i=1

N
< (2 ay(g y) K

i=1

For some index 7 we must have

N
(5) 2 ai(q) yi < Myi,

j=1

N
with strict inequality. For if X' a4 (q) y; = A v: for all 7, the characteristic
<

]
root of A (g) = (ai; (q)) of largest absolute value would at least equal A
= Max ¢ (g), contradicting the assumption concerning the uniqueness of

7
the maximum of ¢ (g).
Hence for some component, say the first, we have

(6) xn+1)<OKir+t1y, 0 <0 <1

Since ai; (¢*) > 0 for all 7, §, where g¢* is the value of ¢ for which 4 =
@ (g*), we see that, fori=1,2, ..., N,
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N
™ xi(m+ 2 < KA 2 ay(g¥) yi + 0 ai (g%) v,

j=2

£01K1n+2yi,

where 6, < 1.
Consequently, if a set of ¢’s distinct from ¢* are used R times, we obtain
(8) x(n) <<ORK Iy,

for » large. Since 0 << 6; < 1, we eventually contradict the lower bound
for x: (n) if R is large. Hence a set of ¢’s distinct from g¢* can only be used
a bounded number of times, with the bound determined by % and K.

§ 12. Min-max

The same method we employed to demonstrate Theorem 1 establishes
the following result

THEOREM 4. Consider the equation
1) dxjdt = Max Min [A (p,q,8) x + b (p, ¢, t)]
P
= Min Max[...],%(0) =¢,

¢ p
where we assume that

(2) (a) For fixed values of x and ¢, the max-min in (1) is equal to the min-
max, where p and q range over some set of admissible vectors S.

(b) Max || 4 (p, q.0) ||, Max | |5 (p,q.0) | |<S(®) for ¢ =0, where
S S

LTf(t) dt < co.

Thenthereis a unique solution to (1) in 0<C ¢ << T which satisfies the equation
almost everywhere, and may be found as the limit of the following sequence

3) (@) xo=c,

(b) x,,+1=c+f’Mame[A(p, q,5) % + b (p, g, 5)] ds
°o p q

:c—{—ftMinMax[A (b, 4, 5) xa - b(p, g, 5)] ds
0 q ?

§ 13. Generalization of a von Neumann result

In the chapter devoted to multi-stage games, we established the result
that
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. (49,9 . (4p, 9)
Max M — Min M
M apx ;n (Bp, 9) ;n :x (Bp, g’

where 4 and B are matrices, and p and g are probability vectors, provided
that (Bp, g9) > d > Ofor all  and ¢.
Let us now obtain the following generalization

THEOREM 5. Constder the scalar equation

(2) duldt = Max Min [(4p, ¢) — (Bp, q) u], u (0) = ¢,
P
= Min Max [(4p, ¢) — (Bp, q) u] .
¢ »
If (Bp, @) = d > 0O for all probability vectors p and q, we have
(3) tlin; w(t) = Mapx Mqin ((1;71;: Z;
. (4%, 9
s (BAY)

Proor. The classical min-max theorem of Von Neumann guarantees the
equality of max-min and min-max of (4p, g} — (Bp, q) u for each u. The
other conditions of Theorem 4 are satisfied and ensure the existence and
uniqueness of # ().

To obtain the asymptotic behavior, consider first the scalar equation

4) duldt = a — bu, u (0) = ¢,

where @ and b are constants and where b > 0. It is easy to see that the
solution is bounded as t — oo, and we can show that lim # (f) = a/b by

t— oo
means of the following simple argument. Whenever du/df = 0, we must
have # = a/b. Hence u (f) can have at most one turning point for
¢ > 0, and thus is ultimately monotone. Since # () is bounded, it ap-
proaches a finite limit which must be a/b.
Consider the nonlinear equation

(5) duldt = Max [a (p) —b(p) ul,u(0) =c¢,
?

where b (p) > b > Ofor all p, |a (p) | < M for all p, and a (p) and b (p)
are such that the maximum is assumed. At any turning point of #, we
must have

(6) u=Maxa(p)[b(p).

P
333



MARKOVIAN DECISION PROCESSES

Consequently, #(f) must be ultimately monotone and approach the finite
limit given in (6).

We see that precisely the same argument works for the equation of (2).
At a turning point we must have

(M # = Max Min (4p. q)' = Min Max (47, 9)

» ¢ (BEQ) ¢ » BPY

Exercises and Research Problems for Chapter XI

1. A merchant has » identical items and a length of time ¢ to dispose of
these. Goods may be sold at times 0, 1, 2, .. ., ¢, and the probability of
selling an item depends upon its price. Let ¢ (2) be the probability that an
item of price z is sold when displayed at a particular time.

Define f, (f) to be the maximum expected return from # items over a
maximum sale period of ¢{. Assuming independence of sales, obtain the
recurrence relation

Sall) = Ma); [k): © @ @ (L—@ @) F[fa- et —1) + k],
z = =0
with f5 (0) = 0. (Darling)
2. Assume that the items are on sale continuously, and that ¢ (2) df re-
presents the probability that an item of price z will be sold in a time-inter-
val (¢, ¢ 4+ df). Show that the limiting form of the above recurrence rela-
tion is
fv'(#) = Max[— N (2) f ()) + No (2} /v - 1 (1) + No ()]
2290

fv(0) =0,
N=>1,f(0) =0.
3. Consider the case N = 1 in Problem 4. Show that if we solve the
equation

F)=—p@F @+ F0)=0
obtaining

F=Fo9=[ el 0 as,
thenf; (f) = Max F (¢, 2). ’

z2>0
4. Show that the equation
S @) =Max[—@ () i) +2¢(2), /1 (0) =0

z>0
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is equivalent to the two equations

HO=—¢@ Al +29(),,1(0)0=0
0=—¢ ()il + o) +2¢'(2).

5. Consider in detail the particular cases where

a. @z =be
b. p(2) =(k—2)/k 02k
= 0, 2>k

6. Obtain the solution of the equations in Exercise 2 for general N.

7. Consider the similar situation in which we have the same item in two
price ranges. How do we set the prices?

8. Consider the process in Problem 1 in which we reduce the price per
item for multiple orders. How should this be done to maximize expected
profit ?

9. Establish existence and uniqueness theorems for integral equations of
the form

1
u(f) = Maxf{a(q, ¢ + f K (g, s)u(s)ds],

q 0
under appropriate assumptions.
10. Obtain results corresponding to those in § 8 for the equations

w=u+pW)utq0),
fork>1and 0 <k < 1.
11. Consider the general case where

w=gul,

and g is either strictly convex in # for all ¢, or strictly concave.

12, Consider the Riccati equation

du
— =yt a(),u{0) =c,
=W tal),u)
and the sequence of successive approximations defined by
a
—g:—(-) = 21407)0—1}02 + a (t), Uo (0) =,
dn + 1
= Qin 51 Un — Un® -+ a(t), un +1 (0) = ¢,

where v (f) is an arbitrary continuous function.
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Show that this method is equivalent to a certain approximation in
policy space, and that g << u; << ... <{ u, <{ ..., inacommon interval
of definition.

13. Similarly, consider the sequence defined by

dun +1 op
—_ = n;t n -
7 @ (un, £) + (un + 1 — tn) o

:un-i—l(o):C;

in connection with the equation dujdf = ¢ (u, ), u (0) = c.

14. What is the connection between this method of successive ap-
proximations and Newton’s method for solving equations?

15. What is the connection between the approximation schemes outlined
above and the concept of approximation in policy space?
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