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Abstract. Many different kinds of algorithms have been developed to
discover relationships between two attribute groups (e.g., association rule
discovery algorithms, functional dependency discovery algorithms, and
correlation tests). Of these algorithms, only the correlation tests discover
relationships using the measurement scales of attribute groups. Measure-
ment scales determine whether order or distance information should be
considered in the relationship discovery process. Order and distance in-
formation limits the possible forms a legitimate relationship between two
attribute groups can have. Since this information is considered in cor-
relation tests, the relationships discovered tend not to be spurious. Fur-
thermore, the result of a correlation test can be empirically evaluated by
measuring its significance. Often, the appropriate correlation test to ap-
ply on an attribute group pair must be selected manually, as information
required to identify the appropriate test (e.g., the measurement scale of
the attribute groups) is not available in the database. However, infor-
mation required for test identification can be inferred from the system
catalog, and analysis of the values of the attribute groups. In this paper,
we propose a (semi-) automated correlation test identification method
which infers information for identifying appropriate tests, and measures
the correlation between attribute group pairs.

1 Introduction

Many algorithms have been developed to discover the extent that the values of
a pair of attribute groups associate with each other. These relationship discov-
ery algorithms include algorithms that mine for functional dependencies [13],
association rules [1], and correlations [2].

Most of the recently developed algorithms discover relationships between at-
tribute groups without taking into account information such as the measurement
scale, or statistical significance of the results. Thus, the relationships discovered
by these algorithms are often spurious or erroneous. For example, the support
and confidence framework used by association rules may discover relationships
that are contrary to the real world situation [3].
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One type of information that can assist in relationship discovery is the mea-
surement scale of the attribute group. Measurement scales specify the measure-
ment properties (distinctiveness, order, distance, and zero value) in effect on
an attribute group. Statisticians recognize four different measurement scales,
the nominal, ordinal, interval, and ratio scales [2]. The nominal measurement
scale indicates that the values of an attribute group are distinct. For exam-
ple, Religion has a nominal measurement scale. All we know about the values
‘Catholic’, and ‘Buddhist’ is that they describe different religions. The ordinal
measurement scale indicates that the values of an attribute group not only are
distinct, but have an intrinsic order as well. For example, School Ranking has
an ordinal measurement scale. Being the ‘1st’ in school is better than being
the ‘2nd’. The interval measurement scale indicates that values are not only dis-
tinct, and have order, but also the distance between the values can be measured.
For example, Date of Birth has an interval measurement scale. Someone born
on September 4, 1976 was born 2 days after someone born on September 2, 1976.
The ratio measurement scale has all of the properties of the interval measure-
ment scale. In addition, one value of the ratio measurement scale conforms to
a ‘zero value’. This ‘zero value’ indicates the absence of the property that the
attribute group measures. For example No of Children is on the ratio scale. If
you have 0 children, you have no children.

An example of how measurement scale information is useful in determining
the spuriousness of a relationship is given in Table 1. In Table 1, a one-to-one
mapping can be established between the values of Salary, and Time Leave Home.
This mapping seems to imply that a relationship exists between Salary, and
Time Leave Home. However, Salary, and Time Leave Home have the interval
measurement scale, and can be treated as continuous. We can therefore expect
that a genuine relationship between these two attributes would be a continu-
ous function. However, the Intermediate Value Theorem [16] states that for any
continuous function, every value Y between some pair of values B1 and B2 will
have a corresponding value X between the pair of values A1, and A2, where A1

is associated with B1, and A2 is associated with B2. In Table 1, we see no ev-
idence that the Central Limit Theorem holds. Thus, we can suspect that the
relationship between Salary, and Time Leave Home is spurious.

Table 1. An Artificial Relationship

Salary Time Leave Home

10,425.00 7:45
15,492.66 6:30
20,485.42 8:15
15,628.23 7:54
27,154.21 7:05

Correlation tests employ the measurement scale to measure the relationship
between two attribute groups. As they exploit the properties of measurement
scales, relationships they discover tend to be less spurious than other relationship
discovery algorithms which do not exploit this information. This is important,
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as large databases may contain many spurious relationships. In addition, the
results of correlation tests can also be validated by measuring the significance of
the results. Significance measures the probability that a relationship discovered
by the correlation test is a spurious one [2].

However, there are problems with using correlation tests for data mining.
These problems include: 1) the identification of the measurement scale of an at-
tribute group, and 2) the need for more information than just the measurement
scales to determine the appropriate correlation test. First, to identify the ap-
propriate correlation test, the measurement scales of the attribute groups must
be known. For example, one of the correlation tests for interval measurement
scales, such as the coefficient of determination should be used to measure the
correlation of an attribute group pair with interval measurement scales. The cor-
relation coefficient of an attribute group pair with nominal measurement scales
should be calculated using a correlation test such as the phi coefficient. However,
because of the large number of attributes in the relation, the data mining spe-
cialist cannot be expected to determine the measurement scale for every single
attribute group manually.

Also, additional information needs to be derived in order to determine the
appropriate correlation test from those usable for each measurement scale. For
example, both the phi coefficient, and the contingency coefficient are used on
attribute group pairs with nominal measurement scales. However, the phi coef-
ficient should be employed only when both attribute groups have at most two
distinct values, and the contingency coefficient should be applied when any at-
tribute group has three or more distinct values. This information can be inferred
from the values, length, and data type of the attribute.

Finally, the problem of identifying correlation tests for relationship discovery
in data mining is complicated by the need to identify the appropriate correlation
tests not only for the individual attribute pairs, but also the attribute group
pairs. For example, while the attributes Monthly Salary, Bonus, Net Yearly -
Salary, and Taxes may have no strong pair-wise relationships, the combination
{Monthly Salary, Bonus} may correlate strongly with {Net Yearly Salary,
Taxes}, as the attributes are related to each other through the function Mon-
thly Salary ×12+ Bonus = Net Yearly Salary + Taxes.

Therefore, a (semi-)automatic method should be developed to facilitate de-
termining the appropriate correlation tests. In this paper, we propose and discuss
a (semi-)automated correlation test identification method. The result of the ap-
propriate correlation test (i.e. correlation coefficient) measures the strength of
the relationship of the attribute group pair. While our correlation test identi-
fication method assumes that the database to be mined follows the relational
database model, it can be generalized to other database models as well. In this
paper, the discussion of our method focuses on the attribute groups of a single
relation only.

Problem Definition- Let R be a relation with attributes A= {A1, A2, . . . , An}.
G = 2A is the set of attribute groups. Let Pij = (gi, gj) be a relationship between
two mutually exclusive attribute groups, i.e. gi ∈ G, gj ∈ G, gi ∩ gj = ∅}. Given
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a Pij , calculate the correlation coefficient Sij (which determines the strength of
the relationship between the attribute groups of the pair). To calculate Sij , we
must first identify the appropriate correlation test T for (gi, gj).

2 Overview of the Correlation Test Identification Method

Attribute characteristics necessary for determining the appropriate test must
be identified. We identify these characteristics and classify them into a set of
representations. For each attribute, at most one representation should be identi-
fied. The representation can be identified by analyzing the instances, data type,
and length of each attribute. We assume that the system catalog records the
data types of attributes. If the system catalog does not contain information on
the length of attributes, this information can be derived from the instances. In
addition, the representations of the individual attributes are used to infer the
representations of the attribute groups. The two representations of an attribute
group pair will then determine the appropriate correlation test used to measure
their relationship.

Data instances are used to infer the representation of an attribute. In a large
relation, examining all data instances may take too much time. To speed up
processing, a sample may be used for analysis as long as that sample is represen-
tative. Our method incorporates a formula which estimates the representative
sample size.

There are four steps in the correlation test identification method:
Step 1: Take a Representative Sample. A representative sample of the

relation is extracted to speed up relationship discovery. The size of the sample is
determined based on the acceptable degree of error, and the acceptable proba-
bility that this degree of error will be exceeded. The formula for calculating the
sample size (Step 1) is discussed in Section 3.

Step 2: Assign Representations to All Attribute Groups. Each at-
tribute is assigned a representation based on the analysis of its data type, length
of the attribute, and values. The representations of attributes are then used to
determine the representations of attribute groups. The identification of represen-
tations for attributes, and attribute groups (Step 2) are discussed in Section 4,
and 5 respectively.

Step 3: Select Tests. The attribute groups are paired to form all possible
sets of Pij . The representations of the two attribute groups in each pair are then
used to identify the most appropriate correlation test. Section 6 discusses the
identification of the appropriate correlation tests.

Step 4: Execute and Evaluate the Correlation Test Result. The cor-
relation test is executed, and the result and its significance is analyzed. If the
result of the test is strong and significant, it is validated by executing the cor-
relation test on other samples in the same attribute group pair. The evaluation
of correlation tests is discussed in Section 7.
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3 Identifying a Representative Sample

Most of the time, the relation to be mined will contain a large number of in-
stances. Any examination of all instances in the relation would take a very long
time. If a random sample of the data in the relation is extracted, it often will
be representative of the original data set. Thus, while mining the representative
sample is quicker than mining the relation, the result of mining the sample will
often be comparable to that of mining the relation.

Our method uses the worst case of the formula for calculating sample size
from estimated proportions n = p×(1−p)×Z(α/2)2

ε2 to generate our sample size,
where p is a value between 0 and 0.5 which indicates a degree of variability, n
is the size of the sample, ε is a degree of error, α is a probability this degree of
error will be exceeded, and Z is a function describing the area under the standard
normal curve [10]. As we do not know the degree of variability, we set p to be
the worst case value of 0.5. This formula can be used to estimate sample size in
any relation with a large number of instances, as it assumes that the number of
instances is infinite.

4 Assigning Representations to Individual Attributes

4.1 Representations

To identify the appropriate correlation test for an attribute group pair, we need
to know more than just the measurement scale. The measurement scales are sub-
divided into a set of representations, which captures this additional information.

We are not aware of any correlation test which exploits zero value infor-
mation to measure a relationship. Therefore, we do not differentiate between
attribute groups with the ratio and interval measurement scales. For the in-
terval measurement scale, two major characteristics of the data play a major
part in determining the appropriate correlation test. First, the various tests for
attributes groups with interval measurement scales can only handle attribute
groups with certain numbers of attributes. For example, the coefficient of de-
termination requires that of the two attribute groups being compared, one of
them contains only one attribute. Second, dates differ from other kinds of at-
tributes with the interval measurement scale, because multiplication, division,
exponentiation, etc. cannot be performed on dates. Thus, two date attribute
groups {X1, X2, . . . }, {Y1, Y2, . . . } can relate to each other only through a linear
functional form, i.e. X1 ± X2 ± . . . ± C = Y1 ± Y2 ± . . . .

Few correlation tests exist for the ordinal measurement scale, so it is not
necessary to further partition it. However, for the nominal measurement scale,
special case tests exist which exploit the special characteristics of dichotomies.
Dichotomies are attribute groups with nominal measurement scales which have
only two distinct values. Since dichotomies only have two values, they have char-
acteristics that are different from other nominal attribute groups. For example, it
can be assumed that all values in the dichotomy are equidistant. In the dichotomy
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Sex with values {M, F}, we can say that |M−F| = |F−M|. However, for a non-
dichotomy like Religion, it cannot be assumed that |Catholic − Buddhist| =
|Buddhist − Moslem|. We subdivide the nominal measurement scale into two
scales, one scale for dichotomies, and one scale for non-dichotomies.

We take these characteristics of the measurement scales into account by par-
titioning the measurement scales into the following representations:

– Multi-attribute Numeric (MAN)- An attribute group with this repre-
sentation has an interval measurement scale. This attribute group contains
more than one attribute.

– Single-attribute Numeric (SAN)- An attribute group with this repre-
sentation has an interval measurement scale. This attribute group contains
only one attribute.

– Single-attribute Date (SAD)-This is an attribute group which repre-
sents temporal data (e.g., The attribute group {Date of Birth} is a SAD).
This attribute group contains only one attribute.

– Multi-attribute Date (MAD)- An attribute group with this represen-
tation uses several attributes to describe a temporal ‘fact’.

– Ordinal(Ord.)- The Ordinal representation indicates that while the val-
ues of the attribute group have a ranking order, no information is available
to determine the distance between the values.

– Categorical(Cat.)- This representation means that the only measure-
ment property found in the attribute group is distinctness.

– Dichotomous(Dich.)-Attribute groups with the Dichotomous represen-
tation can only contain two distinct values, e.g., {M, F}, {0, 1} etc.
The measurement scales are partitioned into the following representations:

1) The Interval measurement scale is partitioned into the MAN, SAN, MAD,
and SAD representations, 2) The Ordinal measurement scale has the analogous
Ordinal representation, and 3) The Nominal measurement scale is partitioned
into the Categorical and Dichotomous representations. In this paper, any
discussion of a measurement scale applies to all representations with that mea-
surement scale. In addition, when we refer to a Numeric representation, we
mean theMAN, and SAN representations collectively. When we refer to a Date
representation, we mean the SAD and MAD representations collectively.

4.2 Data Types

The data type of an attribute is useful in determining its representation. How-
ever, different RDBMSes use different labels to describe the same data types.
For the purpose of this paper, we assume that the following are the data types
available in the RDBMS:

– Integers- The values of attributes with this data type differ from each other in
increments of at least one unit. For example, the attribute Years Of Service
is often given an Integer data type.
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– Decimals - Attributes with this data type may have values which differ from
each other by less than one unit. For example, the attribute Salary can be
given the Decimal data type.

– Date- A data type where user input is restricted to specifying a day, month,
and year. For example, Date Of Birth is often assigned a Date data type.

– String-Each character in this data type may have any value.

4.3 Identifying and Eliminating Representations for Single
Attributes

An attribute with a particular data type can only have certain representations.
The possible representations of each data type are shown in Table 2. A set of
heuristic rules are then applied to the attribute to identify which of the possi-
ble representations is the correct one. Many of these heuristic rules have been
adapted from rules used in SNOUT [15] to identify measurement scales from
survey data.

Table 2. Initially Generated Hypotheses

Type SAN SAD Ordinal Categorical Dichotomous

Integer
√ √ √ √ √

Decimal
√ √

String
√ √ √ √ √

Date
√

The heuristic rules are listed below. Each heuristic rule uses more informa-
tion to determine the correct representation than the previous rule. However, the
additional information used by each rule is less reliable as compared to informa-
tion added by the previous rule. Thus, representations identified by an earlier
rule can be said to be more accurate than representations identified by a later
rule.

1. Attributes with the Date data type have the Date representation.
2. If the attribute has a possible Dichotomous representation, and the num-
ber of distinct values of the attribute is two or less, the attribute has the
Dichotomous representation. If the number of values is more than two, the
attribute can not have the Dichotomous representation.

3. If the length of the attribute varies across the values, it cannot have the
SAD representation.

4. If the values of an attribute with the String data type contains non-numeric
characters, then the attribute cannot have the SAN representation.

5. If an attribute does not conform to an accepted date format, it cannot
have the SAD representation. For example, an attribute with the instance
‘231297’ might have the date representation, since this instance could mean
December 23, 1997. However, if the same attribute had another instance
‘122397’, it could not have the date representation, since both instances
could not indicate a date under the same format.
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6. If an attribute is longer than nine characters, it cannot have the Ordinal
or Categorical representations. If an attribute has more than 25 distinct
values, it cannot have these two representations either. An attribute with
less than 25 distinct values cannot have the SAN representation [15].

7. Attributes with the Integer data type can not have the Categorical repre-
sentation if the length of the values is greater than 2. If the difference between
the minimum and maximum value of attributes with the Integer data type is
greater than 25, it will not have the Categorical representation. This
rule follows as a direct consequence of rule 6. If an attribute with the String
data type has only values with characters between ‘0’ and ‘9’, then it must
also follow this rule.

8. If the first character of any value of an attribute with the String data type
differs from the first character of all other values by 3 or more, (e.g., ‘D’ differs
from ‘A’ by 3), then the attribute does not have an Ordinal representation.

9. If an attribute may have both a SAD and a SAN representation, the at-
tribute will not have the SAN representation.
Justification: The range of values which can indicate a SAD forms only a
small proportion of the range of values which can indicate a SAN. If every
single value in an attribute falls into the range of values that indicate a SAD,
the attribute is more likely to represent a SAD than a SAN.

10. If an attribute can have both an Ordinal and a Categorical representa-
tion, the attribute cannot have the Ordinal representation.
Justification: It is often difficult to identify whether an attribute really has
an Ordinal or a Categorical representation based on the schema and in-
stance information alone. However, a correlation test designed for attribute
groups with Categorical representations can be correctly used to compare
attributes with Ordinal representations. However, the reverse is not true.
By using this rule, we err on the side of caution.

11. Attributes which may have SAD, and Ordinal, or SAD, and Categori-
cal representations have the SAD representation. The reasoning in this rule
is similar to that of rule 9.

After an attribute has been processed using these rules, it is possible for it
to have no representation. This indicates that the attribute can not be analyzed
using correlation tests. After the system has discovered the representations for
the individual attributes, the data mining specialist may review the results, and
change any representation he or she deems incorrect.

5 Identifying Representations for Attribute Groups

The representation for an attribute group which contains only one attribute
is the same as the representation of that attribute. The representation for an
attribute group containing more than one attribute is determined by consulting
Table 3. We discuss some of the counterintuitive derivations of attribute group
representations in this section.
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Table 3. Representations of Attribute Groups With More Than One Attribute

Attr. Grp 1
Attr. Grp 2

MAN SAN MAD SAD Ord. Cat. Dich.

MAN MAN MAN MAD MAD N/A N/A N/A
SAN MAN MAN MAD MAD N/A N/A N/A
MAD MAD MAD MAD MAD N/A N/A N/A
SAD MAD MAD MAD MAD N/A N/A N/A
Ord. N/A N/A N/A N/A Cat. Cat. Cat.
Cat. N/A N/A N/A N/A Cat. Cat. Cat.
Dich. N/A N/A N/A N/A Cat. Cat. Cat.

An attribute group with the Numeric representation combined with an at-
tribute group with the Date representation produces an attribute group with
the MAD representation. This rule reflects the situations when numbers are
used to increment or decrement a date. For example, when the attribute group
with SAN representation {Project Duration} is combined with the attribute
group with SAD representation {Date Started} it produces the attribute group
{Project Duration, Date Started}. The combined attribute group identifies
the date the project was completed.

An attribute group with the Ordinal representation combined with an at-
tribute group with the Ordinal representation produces an attribute group with
the Categorical representation: Intuitively, the combination of two attribute
groups with Ordinal representations should result in an attribute group with
the Ordinal representation. We do not allow this for two reasons. First, the or-
dering priority of the two attribute groups is often not self evident. For example,
the attribute group {A1, A2} may be ordered as (A1, A2) or as (A2, A1). Second,
we have found no correlation test which allows attribute groups with Ordinal
representations to have more than one attribute. Instead, we downgrade the rep-
resentation of the combined attribute group to a Categorical representation.
Similarly, an attribute group with an Ordinal representation is treated as if it
had a Categorical representation when it is combined with attribute groups
having Interval representations.

An attribute group with the Interval representation and an attribute group
with the Nominal representation cannot be automatically combined. For the
two attribute groups to be combined, the attribute group with an Interval
representation would have to have its values transformed to values which can be
compared using a correlation test for Categorical, or Dichotomous repre-
sentations. It is not possible to perform this transformation automatically.

It is not possible to convert the values of an attribute group with the Inter-
val representation to values acceptable for the Dichotomous representation,
as there are too many distinct values in an attribute group with the Inter-
val representation. While a sample of the instances of an attribute group with
the Interval representation does not physically capture all the distinct values,
missing values can still be extrapolated from the values present in the sample.
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For example, while the sample may not have the value 49, the presence of 49 may
still be inferred because the values 50 and 48 exist in the sample. “Dichotomiza-
tion” destroys the notion of distance between values, and thus the inferred values
are lost in the process. This would make the sample unrepresentative.

The conversion of an attribute with the Interval representation to one
with the Categorical representation cannot be automatically performed, as
the appropriate categorization system, and the appropriate number of categories
are often not apparent from an examination of the data. Arbitrary selection of
a categorization method may lead to incorrect categorization. If categorization
is performed manually, the combined representation of an attribute group with
the Interval representation, and one with the Categorical representation
will be Categorical.

6 Measuring Relationships between Attribute Groups

Once representations for all attribute groups have been identified, all mutually
exclusive attribute groups can then be paired for analysis. Depending on the
representation of each attribute group in the pair, one of the tests in Table 4 is
selected to measure the correlation of the attribute groups.

Table 4. Tests to Compare Relationships Among Attribute Groups
Repr. MAN SAN MAD SAD Ordinal Categorical Dichotomous

MAN Canon. Corr. Box-Tidwell Canon. Corr. Box-Tidwell MANOVA MANOVA Log. Regr.
SAN Box-Tidwell Box-Cox Box-Tidwell Box-Cox Spearman ANOVA Pt. Biserial
MAD Canon. Corr. Box-Tidwell Canon. Corr. Pearson Corr. MANOVA MANOVA Log. Regr.
SAD Box-Tidwell Box-Cox Pearson Corr. Pearson Corr. Spearman ANOVA Pt. Biserial
Ord MANOVA Spearman MANOVA Spearman Spearman Cntgcy. Coeff. Ordered Log.
Cat MANOVA ANOVA MANOVA ANOVA Cntgcy. Coeff. Cntgcy. Coeff. Cntgcy. Coeff.
Dich Log. Regr. Pt. Biserial Log. Regr. Pt. Biserial Ordered Log. Cntgcy. Coeff. Phi Coeff.

Most of the tests described in Table 4 are common and accepted tests for
comparing attribute groups with the representations described. They are dis-
cussed in most classic statistics textbooks (e.g., [2,9,14]).

7 Evaluating the Correlation Tests

Once an appropriate correlation test for a pair of attribute groups has been
determined, the test is performed against the representative sample extracted
from the instances of the attribute group pair. The test will yield two values, the
correlation coefficient, and the statistical significance. The correlation coefficient
measures the degree to which the values of one attribute group predict the values
of another. The value of the ANOVA which is comparable to the correlation
coefficient is the F-ratio, which measures the difference in the distribution of
interval values associated with each categorical value.

The statistical significance indicates the probability that the relationship be-
ing discovered occurred as a result of chance. The smaller the significance value,
the more certain we are that the correlation test found a genuine relationship.
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A maximum significance threshold, and minimum correlation coefficient
threshold for each test can be specified by the mining specialist prior to rela-
tionship discovery. Only attribute group pairs which have correlation coefficient
values above the coefficient threshold, and significance values below the signifi-
cance threshold will then be confirmed.

Like other kinds of knowledge discovered by data mining, relationships dis-
covered by correlation tests should not be taken as gospel until they are verified
and validated. While setting the significance threshold to a low value would
reduce the number of discovered relationships that are spurious, some spuri-
ous relationships will still be discovered. Furthermore, setting the significance
threshold to an extremely low value will cause the method to reject many gen-
uine relationships, thus rendering the method less effective.

The results of correlation tests can be validated empirically in several ways.
A quick, and reliable way would be to first re-sample values from the attribute
group pair identified as having a strong correlation, and then run the same corre-
lation test again. If repeated tests on different samples produce high correlation
coefficients, and low significance values, then we are more certain that a genuine
relationship exists between the two attribute groups. Of course, if time permits,
the best validation would be to perform the correlation test on all the values of
the attribute group pair.

8 Conclusion

In this paper, we propose and discuss a heuristic method for identifying corre-
lation tests to measure the relationship between attribute group pairs. We have
also discussed how correlation tests can provide information not only on the
strength, but also the significance of a relationship. We are currently attempting
to extend our research in several directions.

First, are in the process of standardizing the results of the various correlation
tests. The possible results of the various correlation tests vary widely. For ex-
ample, the Spearman’s Rho, Box-Tidwell, and Canonical Correlation tests have
scores ranging from -1 to 1. The minimum score of the contingency coefficient
is 0, but the maximum score varies according to the sample size. The result of
the F-ratio has a minimum value of 1, and a theoretically infinite maximum.
We cannot expect that an untrained user will be able to interpret these varied
scores.

Second, we are attempting to apply this method to the database integra-
tion problem. In developing this method, we have noted the similarity between
data mining, and the attribute identification problem in database integration.
Attribute identification is the sub-problem of database integration which not
only deals with identifying equivalent attributes (i.e. attribute equivalence [12]),
but sets of attributes as well. Finding representations for attribute identifica-
tion is a problem of significantly larger scope than finding representations for
data mining, since relationships between attribute groups with String and Key
representations must also be accounted for. We are currently investigating the
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applicability of an extended version of our correlation test identification method
to the attribute identification problem.

Finally, we are looking for ways to validate our method. As it is difficult to
mathematically validate heuristic methods, we are attempting to validate the
heuristics employed against real world databases. Currently, we are acquiring a
large variety of data sets to validate our method against. Results from prelim-
inary tests on small, publicly available data sets (e.g., [4,8]) are encouraging.
However, further tests still need to be performed.
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