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Abstract. We propose a new lattice reduction method. Our algorithm
approximates shortest lattice vectors up to a factor < (k/6)"/?* and
makes use of Grover’s quantum search algorithm. The proposed method
has the expected running time O(n®(k/6)*/*A 4+ n*A). That is about
the square root of the running time O(n?(k/6)*/*A + n*A) of Schnorr’s
recent random sampling reduction which in turn improved the running
time to the fourth root of previously known algorithms. Our result
demonstrates that the availability of quantum computers will affect
not only the security of cryptosystems based on integer factorization
or discrete logarithms, but also of lattice based cryptosystems. Rough
estimates based on our asymptotic improvements and experiments
reported in [I] suggest that the NTRU security parameter needed to be
increased from 503 to 1277 if sufficiently large quantum computer were
available nowadays.
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1 Introduction

Impact of Quantum Computers on Classical Cryptology. It is well known that
quantum computers will be able to break cryptosystems that are based on the
integer factorization problem or some discrete logarithm problem in polynomial
time [2]. In particular, this affects RSA and elliptic curve cryptosystems, but
also number field cryptosystems [3].

However, quantum computers are not believed to be able to solve N P-hard
problems in polynomial time. The closest and shortest lattice vector problems
(CVP and SVP) are known to be NP-hard [4J516]. Up to now, there was no
evidence that the security of cryptosystems of GGH-type [7I8], that are based
on SVP or CVP in arbitrary lattices, will be affected by the future availability of
quantum computers. Neither is such a result known for NTRU. In fact, Regev’s
quantum reduction [9] of the ©(n?:%)-unique shortest vector problem applies to
a class of lattices only which NTRU lattices do not belong to.

Classical Lattice Reduction Methods. Kannan’s algorithm [I0] computes a short-
est lattice vector but it has an exponential running time. The renowned LLL al-
gorithm [IT] and its many variants compute in polynomial time a vector at most
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(4/3 + €)(»=1/2 times as long as the shortest vectors in a given n-dimensional
lattice. By applying Kannan’s algorithm to blocks of length 2k in the lattice
basis, Schnorr [12] improved the approximation factor of LLL to (k/3)"/* for
sufficiently large k at the cost of an additional running time O(n3kF+o(k)A).
(A covers the number of bit operations for the arithmetic on O(n?)-bit inte-
gers.) The so called primal-dual method by Koy is claimed [13] to reduce the
additional running time to O(n?k*/2+°(*) A) and still achieve an approximation
factor < (k/6)"/%. A variant of the 2k-algorithm called BKZ (for Block Korkine-
Zolotarev) [14] is widely used in practice, even though it is not proven to run in
time polynomial in n.

Whenever the 2k-method replaces the first base vector it takes only the first
2k base vectors into account. Schnorr [13] recently proposed an algorithm that is
kind of complementary. It searches a replacement for the first base vector in the
span of an LLL-reduced basis, but only the contribution of the last base vectors
can be varied. If many such vectors are sampled, a sufficiently short vector
will be found with high probability. The expected additional running time of
this random sampling reduction (RSR) is O(n®(k/6)%/*A) and it guarantees an
approximation factor (k/6)"™/?*. If the alloted running time is fixed, RSR reduces
the approximation factor to about its 4th root compared with the primal-dual
method.

Schnorr also proposed to replace the random sampling by a birthday sam-
pling method that exploits the birthday paradox. The additional running time
of his simple birthday reduction (SBR) is only O(n?(4/3)*/3(k/6)*/2 A), k > 60
according to [I3], but it requires the storage of (4/3)%/3(k/6)*/8 additional lat-
tice vectors. Even if k = 60 and n = 100, almost 10'? integers need to be stored.
The massive space requirements raise doubts about the practicability of SBR.

Contribution of this Paper and Outline. We propose to replace the random
sampling of vectors in Schnorr’s algorithm by the technique of Grover’s quan-
tum search. We show that a quantum computer finds a sufficiently short vector
with only O((k/6)*/®) evaluations of a predicate that is as expensive to evaluate
as one call to Schnorr’s sampling algorithm. This leads to a quantum search re-
duction algorithm (QSR) that performs O(n?(k®)*/8 A) operations and achieves
an approximation factor < (k/6)"/?*. Hence, QSR improves in fixed time the
approximation factor to about the square root compared with RSR and to about
the 8th root compared with the primal-dual method.

Our result has an immediate effect on the security offered by all lattice based
cryptosystems, including systems of GGH-type. But of particular interest is the
impact of QSR on NTRU. If we transfer our improved running time bounds on
the experimental results reported in [I] and require the security thresholds from
the Lenstra-Verheul heuristic [I5], we find that NTRU’s security parameter need
to be more than doubled. More precisely, the security parameter for NTRU’s
“highest security” parameter set had to be raised from 503 up to 1277 if quantum
computers were available in 2005.

After some technical preliminaries and notations in section [2] we will out-
line Schnorr’s random sampling reduction in section Bl Section H presents our
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proposed quantum reduction method. In section [5l we study the possible impact
of the availability of sufficiently large quantum computers on NTRU. Section
points to possible further improvements of our algorithm and open research
questions.

2 Preliminaries and Notation

All vector norms are Euclidean. A d-dimensional integral lattice L = L(B) is the
ZZ-span of some linear independent lattice basis B = {by,...,bs} C Z", i.e.
L= {25:1 aib; 2 ay,...,aq € Z}. By abuse of notation, we identify the basis
B with the n x d matrix B = [by, ..., by]. For simplicity, we assume d = n.

We also assume max;{||b;[|} = 2°). Then the LLL algorithm operates on
integers of bitlength O(n?). A denotes the the number of bit operations required
for an arithmetic step on such integers.

Let B = BR be the Gram-Schmidt decomposition of B, i.e. the columns I;j
of B € Q" are pairwise perpendicular and R = (pi,j) € Q™™™ is unit upper
triangular. In the following, whenever we pass B to an algorithm, we implicitly
also pass B and R.

B is 6-LLL reduced (1/4 < § < 1) if and only if

i) < 1/2 foralll1<i<j<n and

81b511” < gy 1b; + by | For all 1 < j < .
n—1

Then the first basis vector by satisfies [|b1] < (6 — %) 2 Ay, where Ay =
min{||u|| : 0 # w € L(B)} is the length of the shortest nonzero lattice vectors.

For many applications of lattice theory an approximate solution of a Shortest
Vector Problem (SVP) is required for some approximation factor a: Given a
basis B, find a nonzero lattice vector v € L such that [jv]] < aX;. In high
dimensional lattices, this is infeasible for very small approximation factors; in
fact, the problem is N P-hard for randomized reductions if a < v/2 []. The LLL
algorithm computes solutions to SVP with approximation factor a = 2("=1)/2,
though.

3 Schnorr’s Random Sampling Reduction

In 2001, Schnorr proposed a novel algorithm for approximate solutions of the
SVP. We present here only the essential parts of the algorithm; for a detailed
description as well as proofs, cf. [13].

RSR is built around the sampling algorithm (SA). SA randomly chooses

lattice vectors with Gram-Schmidt coefficients vy, ..., v, that satisfy
vj € (—3,3lfor 1 <j<n—F,
vie (-1 1forn—kK <j<n, (1)
v, € {1,2}

for some integer k’. Denote D, := (—%, %]"‘k/ x (=1, 1]’“/_1 x {1,2}.
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Algorithm 1 (Sampling Algorithm (SA)). Given a lattice basis B and an
integer 1 < k' < n, SA returns in O(n?) arithmetic steps a uniformly chosen
b= Bv € L(B) such that v € D,, .

Based on empiric data, Schnorr makes two assumptions:

Assumption 1 (Randomness Assumption (RA)). The coefficient vector
v=(vi,...,v,)t sampled by SA satisfies the following conditions:

1. The random variables vy, . ..,v,_1 are uniformly distributed in the intervals
(—%, %} and (—1, 1], respectively.
2. The random variables vy, ...,v,_1 are pairwise statistically independent.

Note that (RA) is crucial only for coefficients v; with small index j.

Assumption 2 (Geometric Series Assumption (GSA)). Thereis 0 < ¢ <
~ 2 .
1 such that ||bj||” = ¢"~1||by|* for 1 < j < n.

In practice, of course, (GSA) holds approximately only, but the analysis
remains valid as long the approximation is good enough. Schnorr [13] outlines
how to “repair” bases that do not approximate (GSA) by reducing subbases.

Under these assumptions, SA will eventually yield a short lattice vector after
expected O((k/6)F=1)/4) iterations:

Algorithm 2 (Sample Short Vector (SHORT)). Let B be a §-LLL reduced
basis and let k > 24 be an integer subject to

n>3(k+1)+ 2t log, (£). (2)

Assume (RA) and (GSA) with ¢ < (6/k)*/*. On input k and B, SHORT com-
putes in average O(n?(k/6)*~1)/4) arithmetic steps a vector b € L(B) satisfying
[B1* < 0.99]ba*

Once we found a short lattice vector b, an LLL update (LLLU) replaces by
by b and LLL reduces the resulting bases again. Since it is merely an update,
this algorithm requires only O(n?) arithmetic steps.

Algorithm 3 (Random Sampling Reduction (RSR)). Let B be a 6-LLL
reduced basis and let k > 24 be an integer subject to (2). On input k and B,
RSR computes under (RA) and (GSA) in average

O(n*(£) ™ A+n'a)

bit operations a still §-LLL reduced basis B’ = [b), ..., bl satisfying

1511 < (5)F A

1: while ||b|| > (k/6)"~V/2¥||b,|| do /* O(n) iterations */
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2: b+ SHORT(B, k)
3. B+« LLLU(B,b)

4: end while
5: return B’ + B

The loop condition implies ¢ < (6/k)*/* whence the preconditions of SHORT
are met. Since the input of RSR is already §-LLL reduced, the approximation
factor « after the i-th iteration satisfies 1 < a < 0.99:2("=1/2 Therefore, RSR
returns after O(n) iterations.

All arithmetic steps operate on integers of length O(n?). Combining the
complexity of SHORT and LLLU with the number of iterations in RSR, we get
the average bit complexity O(n®(k/6)*~1/4A 4 n*A).

4 Quantum Search Reduction

Algorithm SHORT searches in the unsorted finite set of coefficient vectors v €

D, with Bv € L(B) for an element such that ||§1/H2 < 0.99]|by ||*. This is a
setup where Grover’s quantum search algorithm outperforms all classical search
algorithms. For details on quantum computing in general and Grover’s quantum
search in particular we refer to [I6] and [T7/I8], respectively.

Grover’s quantum search QS makes use of a quantum operator called black
box oracle. Let S = {0,...,N — 1}, N = 2". Given a (classical) algorithm that
evaluates the predicate f : S — {0,1}, we can easily construct a black box
oracle Oy such that QS finds some s € S with f(s) = 1. More precisely, if there
is a uniform circuit family evaluating f with O(T(n)) gates then Oy requires
O(Tf(n)) quantum operations and ancilla qubits.

Algorithm 4 (Quantum Search (QS)). Assume M = |[f~1({1})| > 0. On
input a black box algorithm O the quantum algorithm QS returns some s € S
such that f(s) = 1.

QS makes expected O((N/M)'/?) queries to Oy (even if M is unknown) and
applies additional expected ©((N/M)'/?) quantum operations on its n+ 1 qubit
register.

Remark 1. QS can be easily modified to handle the case M = 0 at the cost of
a small error probability [18]. However, in our particular application we know
M > 1 whence we do not have to deal with sporadic errors

The idea underlying the quantum search reduction is to replace algorithm
SHORT by a quantum search for a vector b satisfying ||b]|* < 0.99]|by|* . More
precisely, we look for some sufficiently short b in

Ve = {’U eL(B):v= Eu, veE D, withk' =1+ [% log, (%ﬂ} .

Let N = 2" = min {2 : 2! > 2(%)@71)/4}. There is a (classical) O(n?A)-
time algorithm that enumerates Vi ;. In particular, |Vp | = N. The algorithm
mimics Schnorr’s algorithm SA; only the random bits are replaced by the input
index.
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Algorithm 5 (Enumerate Vg, (ENUM)). Let B be a §-LLL reduced ba-
sis with Gram-Schmidt decomposition ER, R = [p1,...,pn) and k > 24 be
an integer subject to (@). On input B, k, and an index 0 < i < N, ENUM
computes in O(n?) arithmetic steps the vector v; for some enumeration of
VB,k~
1: ig < imod 2, i « |i/2]
2 v=(v1,...,Vn)" < (i0 + 1)pin, b+ vpby,
3: for j =n —1 downto 1 do

4 ifj<n-1- [% log, (%)] then
5 ¢+ [vj]

6: else

7: ig — imod 2, i + |i/2]

8: C < ’VI/j-| — 199

9: end if

10: b b—cbj, v v —cuy,

11: end for

12: return b

The vector returned by ENUM satisfies () because R is unit upper triangular.
Since we restricted the coefficients in () to half-open intervals, the enumeration
of Vp 1 is exhaustive.

The oracle black box of the quantum search is based upon the predicate
fBr:{0,...,N=1} = {0,1} with fp x(i) = 1 if and only if [ENUM(B, k, i)||* <
0.99(|b1]|>. The evaluation of [B.k requires O(n?) arithmetic steps on integers of
length O(n?), whence Oy, , requires O(n?A) quantum operations and O(n?A)
ancilla qubits. '

We then have the following trivial algorithm to find sufficiently short vectors:

Algorithm 6 (Quantum Short Vector Search (QSHORT)). Let B be
a 0-LLL reduced basis and k > 24 be an integer subject to (). On in-
put B and k, QSHORT computes under (RA) and (GSA) with expected
O(n?(k/6)*/8 A) operations on O(n?A) qubits a lattice vector b € L(B) sat-
isfying [|b]|* < 0.99]|b: .

1: 4+ QS(OfB,k)

2: b+ ENUM(B, k, 1)

3: return b

Schnorr [13] shows Pr[[b2 < 0.99]b,[2] > L (5)" ™" under (RA) and

(GSA) provided b is a vector sampled by SA. Since SA returns elements uni-
formly chosen from Vg j, we have

2 2 k1 1=k
M = NPr[||b]|” <0.99]b1]°] > 2 (%) 4 % (%) R

Therefore, QSHORT makes under (RA) and (GSA) expected
@((N/M)l/Z) = O(Nl/Z) — O((%)(k—l)m)
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queries to the black box Oy, , . The total number of expected elementary opera-
tions is O(n?(k/6)(*~1)/8 A). The space requirements of QSHORT are dominated
by the black box Oy, .

Replacing SHORT by QSHORT, RSR becomes a quantum algorithm QSR
that achieves the same approximation factor with significantly less elementary
operations.

Algorithm 7 (Quantum Search Reduction (QSR)). Let B = [by,...,b,]
be a -LLL reduced basis and let k > 24 be an integer subject to (). On input
B and k, QSR computes under (RA) and (GSA) a still -LLL reduced basis
B’ = [by,...,b] satisfying

B4 < (%)% A
QSR performs on average
0(u(5) "~ nt

operations.

while ||by|| > (k/6)"=1/2k b, || do /* O(n) iterations */
2: b+ QSHORT(B, k)

3: B+« LLLU(B,b)
4

5

[y

: end while
: return B

Like RSR, QSR executes the loop body O(n) times and each iteration requires
O(n?(k/6)*=1/8 A 4 n3 A) operations, yielding the stated operation bound.

5 Impact on NTRU

We discuss the impact of our proposed reduction algorithm QSR on NTRU if
quantum computers were available. The NTRU cryptosystem attracted a lot of
attention since it is very efficient. It is being standardized by the IEEE P1363
workgroup; another standard has already been published by the Consortium for
Efficient Embedded Security [19].

The one-wayness of NTRU is based on the hardness of SVP in a certain class
of lattices generated by convolution matrices. The resistance of NTRU against
lattice reduction attacks has been studied in [I §4.2 and Appendix] and [20].
The authors of these papers report experiments on a 200 MHz PC with the
BKZ implementation found in Shoup’s NTL library [2I]. They tried to recover
private keys in lattice dimension 2V, 75 < N < 108, for parameter sets relating
to “moderate”, “high”, and “highest” security. We are not aware of any more
recent data on lattice attacks against the one-wayness of NTRU.

It is noticeable that in the experiments, the block size had to be increased
very quickly. For N = 75 a block size k between 4 and 6 sufficed to approximate
the corresponding SVP well enough, but for N = 108 the required block size
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Table 1. Estimated running time for recovering private NTRU keys (in MIPS-years)

’ N ‘ terz(N) ‘ trsr(V) ‘ tosr(N) ‘
503 | 1.2%10%° | 3.3%10% | 5.8%10°
709 | 6.5% 10 | 2.8« 10" | 5.3%10°
809 | 2.7%10° | 2.3 %103 | 4.8 x10°
1277 | 1.4%10%° | 1.9%10%% | 1.4« 10!
1511 | 9.7 % 10*%% | 5.6 %« 10%° | 2.4 %« 103

[15] considers 1.02 * 10" and 2.07 * 10'* MIPS-years infeasible
in 2005 and 2015, respectively.

was already k = 22. From their experiments the authors extrapolated the run-
ning time t necessary to recover an NTRU key generated for highest security.
Assuming a second on a 200 MHz PC is equivalent to 200 MIPS-seconds, they
found

tBKZ (N) Z 8017564]\{71904795 MIPS—yearS .

The estimated cost of their attack for N = 503 is about 103° MIPS-years. Ac-
cording to the Lenstra-Verheul heuristic [15], even 3% 10?1 MIPS-years are infea-
sible until 2050, i.e. NTRU’s security margin with respect to this attack seemed
plenty.

However, recall that QSR reduces the running time to about the 8th root
compared with Koy’s primal-dual method. The primal-dual method is already
supposed to perform better than the BKZ reduction used in [I]. As a first ap-
proximation, we therefore estimate the running time of an attack with QSR
as

tosr(N) > e(0-17564N—19.04795)/8 \[TPS voars .

Therefore, keys generated for NTRU-503 will be recovered after ~ 1030/8 =
1037 MIPS-years and NTRU-503 cannot be considered secure anymore once
QSR can be implemented.

But the speedup by QSR is only polynomial, whence the NTRU scheme itself
won’t be broken by QSR. It is sufficient to multiply NTRU’s security param-
eter with a constant factor. Lenstra and Verheul claim that a running time of
1.02 * 10'' MIPS-years will be infeasible in 2005, 2.07 * 10'3 will be infeasi-
ble in 2015. By our rough estimate, it would only be infeasible to recover an
NTRU key in 2005 if N > 1277. Tab. () gives an overview of the estimated
running times for recovering a private NTRU key generated with the parame-
ters proposed for NTRU-503 if the attacker uses the BKZ implementation from
NTL, Schnorr’s random sampling reduction, and the proposed quantum search
reduction, respectively. The shown values of N are minimal primes that can be
considered secure against attacks with the RSR and QSR algorithm in 2005 and
2015, respectively.
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6 Further Improvements and Research

Schnorr [13] reports that a variant of RSR that replaces any one of the first
ten base vectors and updates the basis by BKZ rather than LLL is very effec-
tive. His extended sampling algorithm ESHORT returns a pair (b,4) such that
|7 (b)]1> = > uj\\éj\|2 < 0.99|\l;sz. We can implement an analog quantum
search algorithm QESHORT by straightforward modifications to our predicate
f- The time bounds for QESHORT do not change. Of course, we cannot bound
the overall running time of the resulting reduction algorithm since we have no
proven time bound for the BKZ algorithm.

As mentioned before, Schnorr also proposes a sampling reduction that ex-
ploits the birthday paradox. Unfortunately, he has to trade very much space for
the additional speedup whence it is doubtful whether the simple birthday re-
duction (SBR) is practical. Anyway, the birthday paradox has also been used to
accelerate Grover’s search algorithm. Brassard, Hgyer and Tapp [22] proposed
an quantum algorithm that finds a collision in a hash function h : X — Y
with at most O(N'/3) evaluations of h, N = |X|. Thus, on the first glance, it
seemed possible to construct a quantum variant of SBR. that performs estimated
O(n®(4/3)*/3(k/6)%/12 A 4+ n*A) operations. Unfortunately, our attempt failed
since [22] requires N > 2|Y| which does not hold if we follow the construction
of SBR. It therefore stays an open question whether QSR allows an additional
speedup by a time-space trade-off.

7 Conclusion

We presented a quantum algorithm QSR that approximates shortest lattices
vectors up to a factor < (k/6)™/?¥ where n is the lattice dimension and k > 24
is an almost arbitrary parameter. The expected running time of our algorithm is
O(n?(k/6)*/8 A4+n* A) which is roughly the square root of the running time of the
fastest known classical algorithm RSR. We reconsidered the security analysis of
NTRU and found that an attack against NTRU-503 with our algorithm required
only (roughly) estimated 5.8 * 10® MIPS-years. An attack with QSR against
NTRU would be infeasible only if NTRU’s security parameter was raised up to
1277.
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