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Abstract. Value predictor predicting result of instruction before real
execution to exceed the data flow limit, redundant operation table remov-
ing redundant computation dynamically, and asynchronous bus avoiding
clock synchronization problem have been proposed as high performance
microprocessor design methods. However, these methods increase area
cost and power consumption problems because of the larger table for
value predictor and redundant operation table, and the higher switch-
ing activity in asynchronous bus. To resolve the problems of data tables
for value predictor and redundant operation table, we have investigated
partial tag and narrow-width operand methods, which have been re-
cently proposed separately and present an efficient update method for
value predictor and a table organization method for redundant opera-
tion table, respectively. To reduce excessive switching activity of asyn-
chronous bus, we also propose a bus encoding method using frequent
value cache, which reduces the same data transmissions. The proposed
three methods — an efficient update method for value predictor, a ta-
ble organization method for redundant operation table, and a frequent
value cache for asynchronous bus — exploit information locality such as
instruction and data locality as well as data redundancy. Analysis with a
conventional microprocessor model show that the proposed three meth-
ods reduce total area cost and power consumption by about 18.2% and
26.5%, respectively, with negligible performance variance.
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1 Introduction

Until a few years ago, performance improvement has been a key research issue
in microprocessor design. Recently, however, the area cost and the power con-
sumption of a microprocessor have been increased drastically as the number of
transistors keeps increasing. As a result, research interest has been shifted to per-
formance improvement while maintaining the efficiency of area cost and power
consumption. In this paper, several design methods have been investigated for
a high performance microprocessor with an emphasis on achieving efficient area
cost and power consumption.

Among many design techniques for a high performance microprocessor, three
methods are investigated such as value predictor, redundant operation table, and
asynchronous dual-rail bus in this research. The value predictor predicts a result
of an instruction before the instruction is actually executed. Hence dependent
instructions can be executed at the same time when the instruction is executed.
On the other hand, the redundant operation table stores recently executed in-
structions in a table and checks whether the current executable instruction is
already stored in the table. In other words, the redundant operation table can
skip the real execution of an instruction by a simple lookup procedure with the
table, subsequently shortening the execution time of the instruction. Another
alternative design technique, the asynchronous dual-rail bus is a reliable bus
scheme for a complex system such as a futuristic high performance microproces-
sor. The asynchronous dual-rail bus can transmit data in a reliable fashion by
making use of the dual-rail encoding, which combines the data and the control
signals.

Analyzing the aforementioned three design methods from the area cost and
power consumption points of view, several attempts are made especially to find
some locality and redundancy of data used in each design method. Several infor-
mation localities and data redundancies were found, which causes extra area cost
and power consumption. More specifically, the value predictor and the redun-
dant operation table store the same or a little different instructions (instruction
locality), small operand values (operand data locality), and small result values
(result data locality), whereas the asynchronous dual-rail bus transmits the same
data items repeatedly (communication data locality). From what we observed
about these localities, a conclusion was reached that each design method can be
further enhanced for lower area cost and lower power consumption by exploiting
such localities to reduce redundancy.

In this paper, we propose three enhanced methods as follows. First, for value
predictors, we propose a method to combine the two previously proposed area
cost reduction methods such as partial-tag and narrow-width methods. Second,
we designed a partial resolution method to reduce the area cost of the tag fields
in the redundant operation table. Third, we applied the previously proposed
frequent value cache method into an asynchronous dual-rail bus to minimize the
communication data redundancy.

As the last step, we investigated total area cost and power consumption
reduction effects in a conventional microprocessor model. By using the proposed
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methods, the total area cost and power consumption in a microprocessor model
would be reduced by about 18.2% and 26.5%, respectively.

This paper is organized as follows. Section 2] describes related work as three
high performance design methods, information locality, and data redundancy.
The proposed area and power reduction methods for value predictor and re-
dundant operation table are described in Section Bl and H respectively. Also a
designed power reduction method for asynchronous dual-rail bus is explained in
Section Bl Meanwhile, total area cost and power consumption reduction effects
in a microprocessor model are analyzed in Section [6. Section [f] concludes this
research.

2 Related Work

2.1 High Performance Design Methods

Value Predictor: Value predictors have been proposed to overcome the data
dependency problems in the instruction-level parallelism by predicting a result
value of an instruction before its actual execution [1], [2].

Redundant Operation Table: When the instruction-level parallelism in-
creases, there are many side effects. One of the side effects is the increased
number of redundant executions because of speculative executions due to branch
predictor or value predictor. Unfortunately, speculative or redundant operations
limit the performance improvement and increase the power consumption as well
[3]. To overcome such negative effects, many optimization methods have been
proposed [4], [5]. One typical solution is eliminating redundant operations, where
redundant executions of complex operations are replaced by simple table lookup
operations [6].

Asynchronous Dual-Rail Bus: Because of the steady increase of the number
of components in a chip, SOC design methods have been studied intensively
and will be used for a futuristic high performance microprocessor. To succeed
in the market, the time-to-market and the reliability of a SOC are very impor-
tant. To help the design efforts for a short design time and reliability of SOCs,
asynchronous design methods [7] have been studied recently. For a reliable asyn-
chronous bus structure in SOC designs, the dual-rail data encoding method [§]
has been intensively investigated.

2.2 Information Locality and Data Redundancy

Information Locality: Information localities in a microprocessor are defined,
which are related to instructions, operands of instructions, results of instruc-
tions, and communication data over bus. First, instruction locality is defined as
a small number of instructions is repeatedly or frequently executed, and usu-
ally the instructions are located closely to each other in a given time interval.
Second, operand locality is defined as the data value of the operand is small
in most instructions and can be represented with small number of bits. Third,
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result locality is defined as the results of most instructions are small which can
be represented with small number of bits. Last, communication data locality is
defined as a bus transmits the same or very similar data repeatedly or frequently
in a given time interval.

Data Redundancy: Considering the above information localities, we can infer
that there are data redundancy in instructions, operands of instructions, results
of instructions, and communication data over bus, respectively. First, data re-
dundancy of instructions is occurred when the instruction addresses in a given
time interval are not so different, which can be inferred that the higher bits of
instruction address are the same. Hence the higher bits of addresses of executed
instructions in a given time interval are redundant. Second, data redundancy of
operands is occurred when most operands of executed instructions in a given time
interval require a small number of bits, and hence the higher bits of operands
are considered as redundant bits. Third, data redundancy of results is occurred
when the most results of executed instructions in a given time interval require a
small number of bits, and hence the higher bits of results are redundant. Last,
data redundancy of communication data is occurred when the most communi-
cation data in a given time interval are the same or similar, and hence most
communications are redundant.

3 Value Predictor

3.1 Table Structure

In this research, we explain only the stride predictor for the simplicity. The stride
predictor assumes that consecutive result values of an instruction have the same
stride value [I]. Usually, a value predictor exploits a large data table to store
required information and is referenced by the instruction address.

3.2 Combining Partial Tag and Narrow-Width Operand Method

Two Methods to Reduce Area and Power of Value Predictor: To reduce
the area cost and power consumption of value predictor, two methods have been
already proposed as follows.

Partial Tag Method: Instruction or data caches are usually based on a correct
association between an instruction address and an indexed entry because the
lookup data must be the same value as the previously stored value. In the value
predictor, however, a lookup data is a prediction value so that it does not always
require the correct association between a lookup address and an indexed data.
Based on such a loose association between a lookup address and an indexed data,
a value predictor does not necessarily use a full-tag, but can use a partial-tag,
which reduces the area cost of the tag part [9]. Briefly, the full-tag method takes
an address as a tag except for index bits, but the partial-tag method only uses
some part of a full-tag.

Narrow-Width Operand Method: Analysis of the result values of a program shows
that only a few result values require a full precision value supported by processor
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Fig. 1. Combining Method of Partial-Tag and Narrow-Width Methods

registers. Taking into account such locality, the narrow-width operand method
classifies result values into two types as the narrow-width and the wide-width
result values according to the required number of bits [10]. For the purpose of
area cost reduction in data tables, the narrow-width operand method utilizes
both the narrow-width and wide-width tables for storing the narrow-width and
wide-width result values, respectively. If a result value of an instruction requires
fewer bits than the predetermined number of bits, prediction information of the
instruction is stored in the narrow-width table. Otherwise, prediction informa-
tion is stored in the wide-width table. Because the narrow-width table stores
fewer bits for each result value, it reduces the overall area cost of a data table.

Combining Partial Tag and Narrow-Width Operand Methods: To date,
two area cost reduction methods for value predictors have been proposed inde-
pendently. In the present research, a combining method with an efficient table-
update method is proposed to minimize the performance degradation. A simple
method combining these two methods is conceivable. However, such a simple su-
perposition method decreases the performance improvement ratio because two
prediction values are generated from the two tables.

We propose a new table-update method as shown in Figure[ll When the result
of an instruction is classified into a narrow-width result(wide-width result), the
instruction is stored in the narrow-width table(wide-width table). At the same
time, the wide-width table(narrow-width table) invalidates an indexed entry if
the entry contains the same partial-tag with the instruction. In short, depending
on the classification result of an instruction, only one of the two tables stores
the instruction, and the other table must invalidate a corresponding entry if the
tag is the same with the referenced address.

3.3 Analysis

To measure the effect of the proposed area reduction method, the die size and
the power consumption of value predictor are measured by using CACTI 3.2
[11]. We also investigated IPC value when the proposed method is used with a
SimpleScalar [12] model and SPEC 95 [13] benchmark programs. However, as
we expected, the IPC value changes very little about 1%. Hence we skip the
explanation of IPC variation when the proposed method is used.

Area Cost: Table [ describes area cost reduction ratios over the conventional
stride predictor. The reduction of area cost is higher with the narrow-width
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Table 1. Area Cost and Power Consumption Reduction Ratios with Different Area
Reduction Methods for Stride Predictor

Area Cost Power Consumption
Area Reduction Methods Number of Entries (K)[Number of Entries (K)
32 16] 8] 4] 32 16] 8 4

Narrow-Width 57%] 55%] 56%] 47%[ 16%] 17%[ 27%] 24%
Partial-Tag 20%] 19%| 20%| 20%|[ 39%| 31%| 46%| 49%
Proposed Combining Method|72% |74 % |72% | 68% || 58% |51%|63% | 68% |

method than with the partial-tag method. The reason is as follows. The reduc-
tion ratio depends on the portion of the area cost reduced by the partial-tag and
the narrow-width methods. The partial-tag method can decrease the area cost of
the tag part only; however, the narrow-width method can decrease the area cost
of all result values. Meanwhile, the proposed combining method decreases the
area cost more than other area cost reduction methods. The proposed combining
method decreases the area cost by about 71% for the stride predictor.

Power Consumption: Table [ also describes power consumption reduction ratios
over the conventional stride predictor. The reduction of power consumption is
higher with the partial-tag method than with the narrow-width method. The
reason is as follows. The power consumption of the tag part is larger than that
of data part since each tag comparison requires more power consumption. Mean-
while, the proposed combining method decreases the power consumption more
than other area cost reduction methods. The proposed combining method re-
duces the power consumption by about 61% for the stride predictor.

4 Redundant Operation Table

4.1 Table Structure

In a redundant operation table, operands are partitioned into two parts: an index
and a tag parts. Meanwhile, all operations are classified into integer or floating-
point operations. Hence redundant operation tables have different structures
depending upon the operation type.

4.2 Narrow-Wide-Width Table

A preliminary analysis of operands for integer and floating-point operations in a
SimpleScalar [12] microprocessor with SPEC [13] benchmarks reveals that most
operands can be represented with a small number of bits. A partial resolution
method is proposed to exploit this characteristics. The partial resolution method
eliminates the area cost to store redundant bits for consecutive Os in the higher
bits for integer operands and the lower bits for floating-point operands in the
conventional wide-width redundant operation table. A wide-narrow-width redun-
dant operation table utilizing the partial resolution method is designed as shown
in Figure2l The wide-narrow-width redundant operation table dynamically clas-
sifies operations into wide-width and narrow-width operations depending on the
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Fig. 2. Wide-Narrow-Width Redundant Operation Table

operand bit width. When the operation requires narrow-width operands, the in-
struction is stored in the narrow-width redundant operation table. Otherwise, the
instruction is stored in the wide-width redundant operation table. Note that the
concept of the partial resolution method is similar to the partial-tag method [9],
which is proposed to apply for value predictors. The partial-tag method for value
predictors stores imprecise tag information, but the partial resolution method
for redundant operation table should store precise tag information. Hence, the
partial-tag method for value predictor cannot be directly used for the redundant
operation table.

4.3 Analysis

Note that we also investigated IPC value when the proposed method is used with
a SimpleScalar [12] model and SPEC 95 [13] benchmark programs. However,
since the IPC variance is very little, we skip the explanation of IPC variation
when the proposed method is used.

Area Cost: The area cost of the conventional wide-width redundant operation
table can be calculated easily. Meanwhile, the wide-narrow-width redundant op-
eration table consists of two subsidiary predictors, hence the area cost of it is
calculated by the summation of each area cost for narrow-width and wide-width
tables. Based on the above considerations and methods, the relative area cost
is measured as shown in Table [2. Note that the models containing above 512
entries are measured, since the redundant operation table usually requires many
entries. As the table explains, the proposed partial resolution method reduces
the area cost by 20%, for FP 2048-entry, at the maximum.

Power Consumption: Since the conventional wide-width redundant operation
table is referred for all lookups, it can be easily calculated the dynamic power
consumption of the wide-width table. On the other hand, since each subsidiary
table in the wide-narrow-width redundant operation table is referred with differ-
ent lookup ratios, the lookup ratio of each table should be considered. Hence the
total dynamic power consumption of the proposed wide-narrow-width redundant
operation table is calculated by the summation of each power consumption of
narrow-width and wide-width tables considering each lookup ratios. Based on
the above considerations and methods, the relative dynamic power consump-
tion reduction ratio is measured as shown in Table 2l As the table explains, the
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Table 2. Relative Area Cost and Power Consumption Reduction Ratio

eduction
Area Cost INT 7% 9%
FP 20% 10%
Power Consumption|[INT 34% 24%
FP 30% 31%

sender

T T
ST

Fig. 3. Frequent Value Cache augmented Bus Scheme

proposed partial resolution method reduces the dynamic power consumption by
about 34%, for INT 2048-entry, at the maximum.

5 Asynchronous Dual-Rail Bus

5.1 Frequent Value Cache

One-of-four data encoding method reduces the power consumption of the dual-
rail encoding method by decreasing switching activities [14]. Meanwhile, the data
pattern analysis illustrates that many data items are repeatedly transmitted in
accordance with the result in [15]. Hence we can conclude that the conventional
dual-rail and the previously proposed one-of-four data encoding methods waste
the power when the data bus transmits the same data items repeatedly.

To reduce such waste of power, we proposed a different method, which utilizes
a buffer to exploit the feature of repeatedly transmitted data item. The proposed
buffer stores data items and sends an index for a data item when the data item
to be sent is already stored in the buffer. Since the index requires fewer number
of bits than the data itself, the wasted bandwidth or the switching activity can
be decreased, resulting in low power consumption.

Figure Bl describes a frequent value cache(FVC) very briefly that stores data
items of each communication. The normal sender and receiver deliver a data
item with a normal fashion, while the Comp and Decmp deliver a data item
by a data itself or an index of FVC depending on the hit of FVC. When a
data itself is transferred, all bus lines are used; however, when an index of the
data item is transferred, only the index lines are used. Thus, the index lines are
used for both an index and a data item. To distinguish whether a transmitted
information represents an index or a normal data item, a control signal is used.
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5.2 Analysis

Three measures as hit ratio, switching activity reduction ratio, and power con-
sumption reduction ratio are investigated. The hit ratio is the most important
one since it decides the switching activity reduction ratio that finally determines
the power consumption reduction ratio. To analyze, we investigated a memory
bus in SimpleScalar model [12] and SPEC95 benchmark [13] programs.

Hit Ratio: We found the following conclusions through investigating data pat-
terns over the above memory bus. First, even only one entry of FVC can detect
40% of the repeatedly transmitted data items. Second, over 256 entries can rep-
resent most data items.

Switching Activity: From the high hit ratio of the FVC, it is required to know
how much switching activity can be reduced. In the research, only the change
of signal levels between consecutive data items are measured to calculate the
switching activity ratio of a bus. The normal dual-rail bus utilizes all 32-bit log-
ical bits and each signal line causes two switchings, hence the switching activity
is 32 x 2. Meanwhile, FVC delivers an index for a hit case and a normal data
item for a miss case. In addition, the control signal changes for every commu-
nications, hence it changes two times for each communication. Therefore, the
switching activity when FVC is used is calculated by Equation [

Pri x {1 +log(#entry)} x 2+ (1 — Ppy) x (1+32) x 2 (1)

Based on the above analysis, the switching activity reduction ratio of FVC
over the normal dual-rail bus model is calculated by Equation

Phis x {1+log(#entry)} x 24 (1= Pyiy) X (1432) x2 )
32x2

Analysis result illustrates that FVC reduces the switching activity of the con-
ventional model by 75% at maximum. However, the switching activity reduction
ratio is decreased after the maximum point because of the increased number of
index bits.

Power Consumption: The total power consumption should include the power
consumption of the FVC tables although the power consumption ratio of the ta-
ble would be below 5% as explained in [16]. In addition, the power consumption
of the bus itself should be considered as well. To measure the power consumption
of FVC table and bus lines, it is assumed that 0.25 micron technology is used,
and the length of the bus line is 10 mm, which follows the 2001 ITRS [17]. Power
consumptions of the normal model and the FVC model are as follows:

Normal Model: The power consumption is only caused by the dual-rail bus for
logical 32-bit bus lines. Based on the 0.25 micron technology, we assume that 10
mm bus lines consume about 0.4 nJ by using power measure tools.

FVC Model: The power consumption is caused by two parts as the FVC table
and bus lines. To measure the power consumption of the FVC table, CACTI
tool [I1] is used. Since all entries should be checked at the same time, it is as-
sumed that the table is a fully-associative content address memory. The power
consumption of FVC model can be formulated as Equation B. Specifically, the
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Fig. 4. Power Consumption Variation

power consumption of the FVC table is multiplied by two because FVC model
requires two FVC tables for a sender and a receiver. Meanwhile, when the FVC
miss, each FVC table must be updated and it consumes more power. To in-
clude this power consumption to update FVC, we include the Miss_Ratio in
the equation.

Table_Power x 2 x (1 4+ Miss_Ratio)
+Bus_Power x Switching_Activity_Reduction_Ratio

(3)

Finally, it can be derived a power consumption reduction ratio of the FVC
model over the normal model as shown in Equation [4l.

Table_Power x2x(1+Miss_Ratio)+(0.4nJ) x Switching_Activity_Reduction_Ratio (4)
0.4nJ

Figure B]shows the power consumption reduction ratio when the FVC model
is used. From the figure, it can be concluded that FVC reduces the total power
consumption by about 14% and 22% at maximum for integer and floating-point
benchmarks, respectively.

6 Analysis in a Microprocessor

Until previous sections, it have been analyzed independently the area cost and/or
power consumption reduction ratios of the proposed methods for value predictor,
redundant operation table, and asynchronous dual-rail bus. Meanwhile, because
our main goal is to reduce the total area cost and power consumption of a high
performance microprocessor, it is needed to know how much area cost and power
consumption can be reduced when the proposed methods are used for each design
method.

6.1 Area Cost and Power Consumption Breakdowns

Because no processor has been implemented with the value predictor, redundant
operation table, and asynchronous dual-rail bus at the same time, it is required
to model a futuristic microprocessor to investigate the portions of area cost and
power consumption of each design method.
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Fig. 5. Area Cost and Power Consumption Breakdowns of Alpha 21264 Model

Conventional Model: The Alpha 21264 microprocessor [1§], [19] is selected
to find the breakdown of die size and power consumption of major blocks such
as cache and core parts. Because value predictor and redundant operation table
have similar structure with the cache, it can be assumed that the area cost and
power consumption of tables for value predictor and redundant operation table
are calculated by the relative area cost and power consumption over the cache.
Area Cost and Power Consumption Breakdown: Alpha 21264 utilizes 128Kbyte
Instruction and Data caches, which require about 30% of total area cost [L§]
and consumes about 15% of total power consumption [19]. Figure and
show the breakdowns of area cost and power consumption of the Alpha 21264
model, respectively.

New Model: The new Alpha 21264 model consists of the old Alpha 21264 and
other three design methods. Because of such modification of the old Alpha 21264
model, the area cost and power consumption breakdowns will be changed.
Area Cost Breakdown: The area cost of caches is about 30% and the others
about 70% in the old Alpha 21264 processor. However, the value predictor and
redundant operation tables add more area cost as 164Kbyte and 144Kbyte, re-
spectively. In the old Alpha 21264 processor, 128Kbyte cache uses about 30%
of total die size, hence it can be inferred that the value predictor increases the
total area cost by about 38.4%, which is calculated by 30%*164/128. Also, the
redundant operation table adds about 33.8% of total area cost, which is calcu-
lated by 30%%*144/128. Finally, the total area cost is increased by about 72.2%,
which is calculated by the summation of the extra area cost of value predictor
and redundant operation table. From this total area cost increase, it should be
rearranged the portion of area cost of each component as 17.4% for cache, 22.3%
for value predictor, 19.6% for redundant operation table, and 40.7% for others
as shown in Table[3l As shown in the table, it can be known that the portions of
area cost for value predictor and redundant operation table are large, about 42%.
Power Consumption Breakdown: On the other hand, the portions of additional
power consumption of value predictor and redundant operation table can be
calculated by the relative power consumption over cache. It is inferred that the
stride type value predictor consumes five times as much energy as cache from [4].
Hence, the value predictor consumes more energy by about 96.1%, which is calcu-
lated by 15%*(164/128)*5. Meanwhile, the redundant operation table also con-
sumes more energy by about 16.9%, which is calculated by 15%%(144/128). From
this increased total power consumption, it should be rearranged the portions of
power consumption of each block as 7.1% for cache, 2.3% for bus, 45.1% for value
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Table 3. Area Cost Breakdown, Reduction Ratios, Relative Reduction in the new
Alpha 21264

[Parts [Portion[Reduction Ratio[Relative Reduction]
Cache 17.4%
CPU Core 40.7%
Value Predictor 22.3% 64% 14.3%
Redundant Operation Table| 19.6% 20% 3.9%
[Total [ 100%)] [ 18.2%)|

Table 4. Power Consumption Breakdown, Reduction Ratios, Relative Reduction in
the new Alpha 21264

[Parts [Portion]Reduction Ratio[Relative Reduction]
Cache 7.1%

CPU Core 37.6%

Bus 2.3% 14% 0.3%
Value Predictor 45.1% 52% 23.5%
Redundant Operation Table] 7.9% 34% 2.7%
[Total [ 100%)] [ 26.5%]

predictor, 7.9% for redundant operation table, and 37.6% for CPU Core as shown
in Table @] The extra power consumption caused by value predictor, redundant
operation table, and asynchronous dual-rail bus is very large, about 55%.

6.2 Reduction of Total Area Cost and Power Consumption

Reduction of Total Area Cost and Power Consumption:

Area Cost Reduction: When the proposed area cost reduction methods for value
predictor and redundant operation table are used, the total area cost can be
reduced by about 18.2%, which is calculated by the summation of reduction
ratios of area cost for value predictor (22.3% * 64% = 14.3%) and redundant
operation table (19.6% * 20% = 3.9%), as shown in Table B

Power Consumption Reduction: Meanwhile, the proposed power consumption
reduction methods can decrease the power consumption of each design method
by about 52% for value predictor, 34% for redundant operation table, and
14% for asynchronous dual-rail bus, which are shown in Table [4. Therefore,
the proposed area cost and power consumption reduction methods reduce the
power consumption by about 23.45%(=45.1%*52%), 2.7%(=7.9%*34%), and
0.3%(=2.3%*14%), respectively, and finally the total power consumption by
about 26.5% as shown in Table [

Area Cost and Power Consumption Breakdowns:

Area Cost Breakdown: The portions of area cost of value predictor and redun-
dant operation table are changed as shown in Figure As shown in the figure,
the total portion of area cost for value predictor and redundant operation tables
is reduced from 42% to 29%.
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Redundant
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Fig. 6. Area Cost and Power Consumption Breakdowns of Area Cost Reduced Alpha
21264 Model

Power Consumption Breakdown: The portions of power consumption of value
predictor, redundant operation table, and asynchronous dual-rail bus are
changed as shown in Figure @ As shown in the figure, it can be known that
the total portion of power consumption of value predictor, redundant operation
table, and asynchronous dual-rail bus is reduced from 55% to 38%.

7 Conclusion

Throughout this research, we have pointed out that the low area and power de-
sign methods should be proposed for design techniques for a high performance
microprocessor. Among many techniques, three high performance design tech-
niques have been investigated.

Analysis of information locality and related data redundancy illustrates that
the area and power are wasted by the data redundancy in each high performance
design method. Therefore, the information locality was exploited and tried to
minimize data redundancy in each method. Finally, three different approaches
have been proposed for each method respectively.

First, to reduce the waste of area cost and power consumption in a value pre-
dictor, which is caused by data redundancy in tag and data part, we proposed a
combining method of previously proposed partial tag and narrow-width method
with an efficient table-update method. Structural and dynamic analysis show
that the proposed method reduces the area cost by about 71% and the power
consumption by about 61% over the conventional value predictor. Second, for
the redundant operation table, we designed a partial tag method. Although the
redundant operation table wastes area and power in both tag and data parts, a
redundancy minimization method only for tag part has been discussed. The pro-
posed method reduces the area cost by about 20% and the power consumption
by about 34% over the ordinal redundant operation table structure. Third, to
reduce the waste of power consumption of asynchronous dual-rail bus, we utilize
the frequent value cache with several circuits. Analysis results show that the
proposed method decreases the power consumption of a bus in a microprocessor
by about 14% for integer and 22% for floating-point data communications over
a memory bus in a microprocessor.
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As well, we examined how much total area cost and power consumption

can be reduced when the proposed area cost reduction methods are used for
each design method. This analysis confirmed that the total area cost and power
consumption would be reduced by about 18.2% and 26.5%, respectively.
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