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INTRODUCTION

Every year, on the last Saturday in January, many of the political and 
business elite of the United States meet in Washington, DC for an eve-
ning of drinks and jokes known as the Alfalfa Club Dinner. Presidents 
frequently address this gathering, and the newly elected Barack Obama 
took his turn in 2009. During his tech-savvy campaign, much had been 
made of the candidate’s obsession with his BlackBerry and the many 
security precautions he would need to take with his government device 
while in office. On stage, Obama brought up the issue of who was able 
to communicate digitally with him.
 “It’s a very exclusive list,” he told the well-heeled crowd. “How 
exclusive? Everyone look at the person sitting on your left. Now look 
at the person sitting on your right. None of you have my e-mail address.”1

 The Alfalfa Club crowd did not get the president’s email address that 
night. But, approximately six years later, Russian spies did. In fact, they 
reportedly did more than just obtain the address; they read the content 
of Obama’s emails. The Russians also gained access to a White House 
communication system that staffers used for legislative affairs, person-
nel developments, presidential scheduling, correspondence with dip-
lomats overseas, and more.
 The operatives used computer hacking to copy these secrets. The 
White House breach, which came to light at a time of renewed geopo-
litical tension over Crimea and Ukraine, was a part of a series of major 
network intrusions into a variety of important targets within the 
American government. The foreign intruders also penetrated the 
Pentagon, the Joint Chiefs of Staff, the State Department, and others. 
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The series of breaches was “one of the most sophisticated we’ve ever 
seen,” according to a senior government official, and prompted a major 
response. White House responders met nearly every day for several 
weeks after uncovering the hackers in their network. They recognized 
that intrusions were a modern form of espionage and that sensitive data 
would likely make its way back to a potential adversary. “It’s the 
Russian angle to this that’s particularly worrisome,” another senior 
official said.2

 The clearest statement on the digital break-ins came from Secretary 
of Defense Ash Carter. While he did not address the White House 
breach, the secretary gave a major speech in which he described a 
Russian intrusion into Pentagon networks and the United States gov-
ernment’s rapid efforts to root them out.3 A journalist later asked 
Carter about the case: what were the hackers’ intentions? Carter 
acknowledged twice that the investigators were unable to determine 
the intruders’ goals. Even so, the risk posed by the foreign presence 
was too high to leave unchecked, he said. The United States had to act, 
reaffirming its strength and rapidly expelling the hackers from the 
network. To some degree, once the government found an intruder, 
intentions did not matter. Carter asserted the importance of unwaver-
ing protection of America’s computer systems and articulated a core 
organizing principle in cybersecurity: “[It] can’t be good,” he said, “for 
anybody to be inside of our networks—whatever their motivation.”4

 This case prompts a two-part practical question: why do nations (or, 
in the jargon of international relations scholars, states) break into the 
important computer networks of other states; and what happens when 
those intrusions are discovered? On the face of it, and with a glance at 
the headlines, the question seems straightforward. States penetrate the 
networks of one another to steal secrets, to manipulate data, or to 
attack computer systems. In so doing, states can gain insight into the 
political leadership of their potential adversaries, understand their 
potential adversaries’ capabilities, and perform counterintelligence. 
Intelligence agencies and militaries can copy intellectual property, lay 
the groundwork for further operations, and change the conditions 
under which future conflict or competition will take place. In short, 
getting one’s own malicious code into an adversary’s computer systems 
can result in real gains for a state. Even a state that merely wants to 
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develop options for future offensive action has strong incentives to 
launch intrusions in advance.
 Conversely, suffering a network intrusion can result in real losses. 
Cognizant of the danger, states that detect an intrusion into strategi-
cally important networks5 will feel threatened, even if the intrusion did 
not seem to do any immediate harm. To guard against this risk, states 
spend large amounts of money and time trying to prevent and detect 
intrusions into their important systems. As part of this protective 
effort, some states will break into the networks of other states, gather-
ing intelligence on the threat. Defensive goals can therefore also moti-
vate intrusions.
 A conceptual question emerges as a result: what are the broader 
effects when states have reasons to intrude into the networks of one 
another to achieve gains or prepare offensive capabilities but also to 
build their defenses? If the intentions of an intrusion are hard to deter-
mine and if the potential effects of an intrusion are threatening, states 
will adjust their decision-making in response. This will affect when they 
feel tension towards other states and when they choose to escalate 
towards conflict.
 These two ideas—the potential offensive and defensive value of 
launching a network intrusion, and the many dangers of suffering 
one—can combine to answer both the conceptual and the practical 
question. Together these building blocks form this book’s main argu-
ment: To assure their own cybersecurity, states will sometimes intrude 
into the strategically important networks of other states and will 
threaten—often unintentionally—the security of those other states, 
risking escalation and undermining stability. This concept is hereafter 
referred to as the cybersecurity dilemma.
 This proposition and the name that goes with it derive from the 
concept of the security dilemma. The security dilemma is the long-
standing notion that states inevitably, though not deliberately, induce 
fear in other states as they secure themselves.6 As a result, these other 
states are likely to respond, seeking to reaffirm their own security but 
in the process unintentionally threatening others and risking still fur-
ther escalation. The core tenet has proven robust and applicable to a 
wide range of circumstances throughout history. In each case to which 
the security dilemma applies, from nuclear war7 to non-state ethnic 
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conflict,8 scholars examine a number of key ideas. Primarily, they seek 
to uncover what structural factors drive the escalatory cycle of the 
security dilemma and what states might do to foster stability.
 Typically, the security dilemma occurs with the development or 
deployment of forces. One state might invent a powerful new tank 
capable of outclassing other armor or might position its forces on the 
border of a neighboring state. In the state’s own view, such moves are 
clearly defensive, merely assuring that its military will have the strength 
and flexibility to meet whatever comes its way. Yet potential adversaries 
are unlikely to share this perspective. They will see the new tank’s 
potential for attack or will worry about the way in which the reposi-
tioned forces can now cross their border with greater ease. The poten-
tial adversaries will fear what comes next. They will consider taking 
measures to stop it, such as the development of their own capabilities 
or the repositioning of their own forces. This in turn can prompt a 
response from the first state, which is likely to perceive its own behav-
ior as appropriate and defensive and the other state’s actions as aggres-
sive and unprovoked. The net effect is the real prospect of escalation 
and serious risk to the stability of the system. This danger is real even 
if neither state sought conflict in the first place.
 This book contends that the security dilemma concept also holds great 
relevance in cybersecurity, where it can explain fear caused by network 
intrusions between states. The argument consists of five steps: consider-
ing intrusions, defenses, threats, failed mitigations, and further amplifica-
tions. Each part of the argument unpacks a key aspect of the cybersecu-
rity dilemma and each is the subject of a chapter that follows.
 The first part of the argument considers intrusions. States have 
evolved to try to set some limits on the use of conventional forces. 
National borders limit the degree to which weapons can be deployed, 
as a state can position its forces right up to the line, but not over. 
Borders also denote a symbolically important outer limit of a buffer 
zone. Often, the hardest part of many conventional operations comes 
after intruders cross these symbolic thresholds. A state may be able to 
send its intruding troops across a neighbor’s border, but it should 
expect a major fight before those units reach the capital or accomplish 
strategic goals. The net effect is that in most cases a state will not actu-
ally invade until it is fully committed to the conflict that will follow.
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 For network intrusions, however, the dynamic is in some ways 
reversed. Given enough operational capacity, states can perform many 
hard parts of a cyber operation in secret and in advance, generating 
future options without locking in decision-makers to one course of 
action—thereby increasing the appeal of launching network intrusions. 
Chapter Two’s study of the art of network intrusion reveals that some 
of the more technically challenging parts of many network intrusion 
efforts come earlier in the process. Gaining privileged access to an 
adversary’s strategically important computer networks is usually 
harder than figuring out how to cause some basic level of damage once 
inside. Further, once intruders get in, they can often evade detection. 
They need not cause damage until the moment is right, provided that 
they have the resources and capability to ensure continual access. States 
can simply lie in wait until the situation calls for them to act. They can 
develop a persistent presence, try to maintain their capabilities, and 
bide their time. In addition, breaking into a foreign network rarely 
jeopardizes any lives, so such operations might seem less risky. States 
that might desire offensive options in the future thus have great incen-
tive to launch intrusions early, well in advance of conflict.
 Since the presence of a surreptitious adversary can be damaging in 
the long run, states also have strong incentive to ensure that other 
states have not intruded into their important networks. They need 
strong network protections, the topic of Chapter Three. To begin, most 
states will do their best to secure the perimeters of their important 
computer networks. This digital border security will keep out a great 
proportion of would-be intruders, but certainly not everyone. 
Therefore, well-functioning states will also actively look within their 
own networks for the presence of adversaries who slipped past the first 
level of defenses. They will look for deviations from baseline network 
behavior, examine the memory of computers for malicious code, and 
try to simulate attacks on their own systems so as to improve under-
standing of their weaknesses. Yet even all these efforts will not be 
enough to detect some adversaries who have broken in. States will 
sometimes have to, or will think they have to, get information to detect 
threats more effectively and to ensure their own network security. This 
intelligence can make defense easier.
 One effective way to get this intelligence is by breaking into the 
networks of other states. This leads to an important point: even defen-
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sive-minded states that do not seek to threaten others have an incen-
tive to launch intrusions against important networks of other states, 
especially—but not exclusively—potential adversaries. These intru-
sions can gather valuable information on what malicious code a poten-
tial adversary has deployed, what malicious code is under develop-
ment, and which targets might be next. The intrusions can obtain 
specific intelligence that improves network defenses. Some of this 
information is quite likely very difficult to obtain using other methods. 
For many non-governmental organizations and some self-restraining 
states, developing intrusion capabilities—even for defensive pur-
poses—is illegal, unwise, or impossible.9 Yet for some states with 
network intrusion capabilities, it could be one of the final pieces in the 
cybersecurity puzzle.
 But states have difficulty evaluating cybersecurity threats. If a state 
does detect an intrusion in one of its vital networks and if that intru-
sion looks to be from another state, what should the state suffering the 
intrusion conclude? On the one hand, it might be a defensive-minded 
intrusion, only checking out the intruded-upon state’s capabilities and 
providing reassuring intelligence to the intruding state. This might 
seem unsettling but not necessarily threatening, presuming the state 
suffering the intrusion was not developing capabilities for attack or 
seeking conflict. On the other hand, the intrusion might be more 
nefarious. It could be a sign of some coming harm, such as a cyber 
attack or an expanding espionage operation. The state suffering the 
intrusion will have to decide which of these two possibilities is correct, 
interpreting limited and almost certainly insufficient amounts of data 
to divine the intentions of another state.
 Thus Chapter Four’s argument is vitally important: intrusions into 
a state’s strategically important networks pose serious risks and are 
therefore inherently threatening. Intrusions launched by one state into 
the networks of another can cause a great deal of harm at inopportune 
times, even if the intrusion at the moment of discovery appears to be 
reasonably benign. The intrusion can also perform reconnaissance that 
enables a powerful and well-targeted cyber attack. Even operations 
launched with fully defensive intent can serve as beachheads for future 
attack operations, so long as a command and control mechanism is set 
up. Depending on its target, the intrusion can collect information that 
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provides great insight into the communications and strategies of policy-
makers. Network intrusions can also pose serious counterintelligence 
risks, revealing what secrets a state has learned about other states and 
provoking a damaging sense of paranoia. Given these very real threats, 
states are likely to view any serious intrusion with some degree of fear. 
They therefore have significant incentive to respond strongly, further 
animating the cybersecurity dilemma.
 In past instances of the security dilemma, states and scholars have 
devised means of mitigation.10 These mitigations seek to address the 
structures of the dilemma, shaping the international system in such a 
way that promotes stability and minimizes states’ perceived threats. 
States have worked together to curtail the security dilemma by provid-
ing perceived advantages to defenders and by better differentiating 
offensive weapons from defensive ones. This makes the defensive posi-
tion more desirable and requires attackers to spend more time and 
money. A perception of defense-dominance reassures states that they 
can capably maintain their own security while assuming a non-aggres-
sive posture. Increased differentiation between offensive and defensive 
technologies helps states know when to feel threatened and when not 
to worry. This makes it easier to interpret the actions of others.
 Unfortunately, however, these and other traditional mitigations do 
not work well when applied to the cybersecurity dilemma, as Chapter 
Five outlines. The overriding consensus is that the offensive side pos-
sesses a significant advantage in cyber operations, particularly for mis-
sions that do not seek a tailored physical effect. Intruders have a myriad 
of possible ways to make entry to networks, while defenders face many 
challenges. Much of what naturally provides advantages to defenders in 
conventional conflict, such as the ability to place stabilizing defensive 
fortifications at geographic chokepoints, lacks obvious parallels in 
cybersecurity. Similarly, it is quite difficult to distinguish between 
defensive and offensive network intrusions, especially since intrusions 
that begin as defensive in nature can morph reasonably quickly to suit 
offensive aims. Further, intruders sometimes use strong encryption to 
obscure their targets and obfuscate the malicious capabilities of their 
code, making interpretation of intentions harder still. Without addi-
tional nuance, past solutions to the security dilemma will not over-
come the cybersecurity dilemma.
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 The situation gets still more concerning. As Chapter Six argues, two 
important factors that are frequently assumed to be constants in the 
traditional security dilemma models are in fact variables in cybersecu-
rity. In most other security dilemma discussions, each actor sees the 
moves of its potential adversaries and must determine the intentions 
behind those moves. In cybersecurity, the distribution of information 
is vastly more asymmetric, which increases risk and uncertainty for 
decision-makers. With proper tradecraft, many actions, including the 
development of powerful capabilities and the launching of significant 
intrusions, often remain out of view to others. Thus, unlike in many 
historical and theoretical textbook cases, in cyber operations not only 
must states potentially fear what they see, but they must potentially 
fear what they do not see as well. Defensive-minded intrusions that 
resolve this uncertainty thus seem still more appealing.
 Similarly, in the traditional security dilemma model there is almost 
always some status quo of shared expectations. This implicit or formal 
consensus of behavior provides significant guidance about which activi-
ties the involved parties consider normal and non-threatening. The 
potential for escalation in this model occurs only when this shared vision 
of normalcy breaks. In cybersecurity, however, there is only a nascent 
status quo. Without a common conception of appropriate national 
behavior, the probability of dangerous misinterpretation increases.
 Building on these five steps to the argument, the final two chapters of 
the book are somewhat different in kind. Chapter Seven pauses to con-
sider three objections to the cybersecurity dilemma logic and how they 
might constrain the argument. The first objection is that states are not 
capable of attributing the source of a network intrusion, short-circuiting 
any security dilemma. The second objection is that the danger posed by 
network intrusions does not pose an existential risk and so the cyberse-
curity dilemma is not a major concern. The third and final objection is 
that cyber capabilities are unevenly distributed; strong states are more 
likely to possess cyber capabilities than weak ones, but, the objection 
argues, this is true of all military weapons and so cyber capabilities are 
not significant. In responding to these objections, this chapter establishes 
the boundaries of the cybersecurity dilemma argument.
 Chapter Eight addresses ways in which states can begin to approach 
the cybersecurity dilemma. The chapter outlines mechanisms through 
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which states can encourage greater stability by signaling to other states 
that their intentions are benign. It first examines the central role that 
baseline defenses—protections that do not rely on intelligence col-
lected from foreign networks—play in simplifying the problem. Next, 
it introduces ways in which the strongest states, the ones that are most 
at risk of doing the most damage in unintended conflict, can build trust 
with one another through bilateral action. Similarly, it examines the 
unilateral actions states can potentially perform to secure all states and 
send strong signals about their peaceful intentions. Lastly, it outlines a 
security posture that states can adopt to provide a mechanism which 
will contribute towards a stable status quo.

The Approach

Computer hacking is now part of international relations. There is 
ample evidence that network intrusions serve as tools of statecraft, as 
means of attack and of intelligence collection. Simply put, those who 
study the actions of states and explain the course of international 
events will increasingly need to understand the nuances of cyber opera-
tions and their effect on the international system.11

 But the long-established tools of international relations scholarship 
also retain their value when applied to cyber operations.12 Given the 
reported scope of state-launched or state-sponsored intrusions, it is 
easy to assume that states are, and will always be, motivated by greed 
and mistrust. This work goes beyond such assumptions, however, and 
seeks insight into the fundamental possibilities and limitations at the 
intersection of statecraft and cybersecurity. Such an analysis draws on 
and sheds light on what states do, but more important is what these 
actions, once contextualized, reveal about future possible prospects. 
Long-run international aspirations, like trust and stability in the com-
puting ecosystem, are unachievable without careful examination of the 
structural underpinnings of cybersecurity practice, of what states fear, 
of what they do to assuage those fears, and why they do it. The security 
dilemma is a proven means to get at these foundational elements.
 Applying the security dilemma to cyber operations has another 
important benefit: it can help determine which cybersecurity concepts 
are most important for the non-cybersecurity specialist. Much of 
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cybersecurity is deeply technical, but if particular ideas are relevant to 
the core themes of the security dilemma—the operational and strate-
gic interplay of trust, fear, and cooperation—then these areas are 
worth examination. In effect, the security dilemma can serve as a road-
map through the sometimes opaque practice of cybersecurity. It is a 
method of identifying the most important trees and ultimately of 
understanding the forest.
 The cybersecurity-focused portions of the text distill the most 
important technical ideas and link them to broader themes. The pri-
mary sources for these sections are often professional reports on note-
worthy intrusions written by computer forensic analysts. In addition, 
these discussions draw on more abstract models of offensive and defen-
sive operations put forth by research institutes, scholars, and practitio-
ners. Because of their specialist nature, these reports and models are 
often overlooked. These sources prove to be of great value in under-
standing the known cyber operations of states and in presenting impor-
tant cases. One cannot credibly claim to understand states’ current 
approaches to cyber operations without examining this detailed evi-
dence of actual behavior.
 In reading these reports, context is vital. Splashy report covers, 
sometimes replete with custom logos, demonstrate that marketing is 
an ancillary purpose for some of these files. Nonetheless, some charac-
teristics are common to high-quality products.13 A document’s techni-
cal foundation is vital, including the degree to which its authors publish 
forensic artifacts for other security researchers to examine (a kind of 
peer review process in the information security community). For 
documents advancing a particular claim, an analysis of competing 
hypotheses is similarly important. For documents that seek to illumi-
nate broader trends in cybersecurity, the analysis must draw on an 
appropriately large and well-sampled collection of data, which usually 
requires carefully conducted surveys or data from a significant installed 
customer base. Used carefully, these technical sources can serve to 
aggregate key ideas or present new cases in a way that advances the 
study of statecraft.
 Some important parts of the discussion of cybersecurity practice 
cannot rely upon intrusion reports, however. This is largely because 
some malicious code samples and case studies are not in the public 
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domain. For discussion of these cases and concepts, this book examines 
policy documents and other internal files. These documents discuss 
intrusions and indicate how policy-makers conceive of future possible 
operations. Some of this material comes from revelations by Edward 
Snowden, a former contractor to the National Security Agency who 
provided a trove of highly classified files to journalists. Among the 
documents made public, those raising civil liberties concerns have 
attracted the most attention elsewhere. This book instead draws pri-
marily on the often-overlooked documents that discuss cyber opera-
tions missions and techniques; Snowden’s revelations provide a glimpse 
into how the cybersecurity dilemma can play out in practice.
 Whatever one’s views of Snowden’s actions, there is no credible 
indication that anything he provided is inauthentic. Additional report-
ing has confirmed many of the claims in documents he provided.14 
Further, American officials have implicitly or explicitly acknowledged 
the accuracy of many points in the Snowden files, either as part of 
policy review commissions or in clarifying statements.15 Even if one 
believes that some of the less technical documents overstate the effi-
cacy of particular operations for reasons of internal marketing,16 the 
Snowden files still provide a glimpse into how the cybersecurity 
dilemma can play out in practice. They are therefore valuable as one 
piece of a broader analytical puzzle.

Definitions and Limitations

There are three vital definitional points. First, the argument focuses on 
states. This further situates the discussion within a long tradition of 
international relations scholarship, in which for decades the basic unit 
of analysis has been the state.17 An emphasis on states also corresponds 
to real world practice. Although non-state actors are quite important 
in cybersecurity and quite active in performing network intrusions, for 
the most part the most sophisticated capabilities still belong to states, 
or those actors, such as contractors, serving the interests of a state.18 
Not all states, however, choose to invest in intrusion capabilities; this 
work concentrates on those major states that do.
 Second, the argument limits itself to a state’s “strategically impor-
tant networks.” While there are some common traits in the networks 
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truly important enough to meet this standard, there is nevertheless a 
sizable amount of variance. For example, networks that support critical 
infrastructure—power, water, transportation, and so on—are of vital 
importance in virtually every country. Also strategically important are 
networks that are of enormous commercial significance, such as stock 
markets or financial systems. Within a government, some networks are 
vital for internal communications, for carrying out military and intel-
ligence operations, or for storing classified secrets. A network intrusion 
reaching this threshold of importance need not be against another 
government directly, nor always against infrastructure, but rather 
against a target of deep strategic significance.
 Third, this work draws a distinction between exploitation, which is 
the usually unauthorized collection of information from a computer 
network, and attack, which is the destruction or manipulation of data 
on a computer network. A wide variety of sources recognize this dis-
tinction,19 with the possible exception of popular media reporting. As 
Chapters Two and Four will show in substantially more detail, exploita-
tion and attack share similar operational foundations, but there are 
important differences. The relationship between these two concepts is 
at the core of the cybersecurity dilemma.
 This work also has two important overarching limitations worth 
stating at the outset. Most significantly, it relies on information that is 
in the public domain. While the past few years have seen tremendously 
increased scrutiny and coverage of cyber operations, this restriction to 
public domain information is still a problematic constraint on analysis. 
Even with the revelations of the Snowden documents, a great deal of 
information on cyber operations remains secret. The security dilemma 
framework can suggest theoretical possibilities for action and intrusion 
analyses and leaks of classified documents can broadly confirm those 
possibilities, but it would be naïve to think that the public domain 
viewpoint is fully comprehensive and authoritative. Nonetheless, this 
constraint has long existed in intelligence studies.20

 A second limitation follows. Because of the Snowden documents and 
Western nations’ democratic systems, the United States’ and United 
Kingdom’s official policy perspectives are more transparent than those 
of other major states, such as China or Russia. For example, the evi-
dence indicates that the United States and its signals intelligence part-
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ners in the so-called Five Eyes21 perform intrusions for defensive rea-
sons, among other motivations. But from professional forensic reports, 
it is clear only that other states employ intrusion capabilities, not 
whether they sometimes do so for defensive purposes. Given the ways 
in which states must cooperate to overcome the security dilemma 
completely, this will be an avenue worth exploring in the future, 
should more data emerge.
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THE SECURITY DILEMMA

Overview

The thirteen days from 16 to 28  October 1962 were some of the most 
tense of the Cold War. For almost two weeks, the United States and the 
Soviet Union engaged in fierce brinksmanship over the deployment of 
Soviet ballistic missiles in Cuba. The widely recounted case is a classic 
tale of international politics. It began with the American discovery of 
Soviet missile site construction, continued with diplomatic confronta-
tion and denial, the risky American naval blockade, secret ad hoc nego-
tiations, and ended with the missiles’ eventual removal. The stakes 
could not have been higher, as the very real threat of escalation to 
nuclear war permeated every twist and turn.
 One alarming sub-plot is often overlooked, hidden behind high lev-
els of classification for many decades. On 27  October, at the height of 
the crisis, the United States Air Force flew an air-sampling mission over 
the North Pole. This air-sampling mission, like the ones that had pre-
ceded it, sought to gather information on possible Soviet atmospheric 
nuclear tests. It was a routine effort, not something ordered in 
response to the crisis in Cuba. But, through a stroke of bad luck, this 
particular mission went awry at the worst possible time. Blinded by the 
Northern Lights, the American U-2 pilot strayed into Soviet territory. 
The Soviets scrambled fighter jets to intercept the spy plane, prompt-
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ing the American aviator to radio for assistance. The Alaskan Air 
Command mobilized fighters armed with air-to-air nuclear missiles to 
defend the U-2. What began as a regular mission instead quickly esca-
lated: American and Soviet planes seemed on a collision course for 
atomic conflict during a geopolitical moment that was already filled 
with nuclear tension.
 This case neatly condenses, at an operational level, the security 
dilemma and its dangers. The United States carried out what it thought 
was a benign defensive activity, but the Soviets, as a result of their fear 
and the American pilot’s seemingly aggressive flight path, could only 
view it as a serious threat. Even though neither side took intentionally 
provocative action, the specter of nuclear conflict already made real by 
the Cuban Missile Crisis loomed even larger. As the incident unfolded, 
then-Secretary of Defense Robert McNamara quickly recognized the 
mortal danger of misperception and misinterpretation. When aides 
informed him of the U-2’s accidental presence in Soviet airspace, he 
“turned absolutely white, and yelled hysterically, ‘This means war with 
the Soviet Union.’”
 Skillful piloting averted that fate. The U-2 aviator eventually ori-
ented himself and evaded his Soviet pursuers. Neither the American 
nor Soviet fighter planes fired a shot. But afterwards both sides 
acknowledged the horror of what could have been. Soviet Premier 
Nikita Khrushchev bluntly warned President Kennedy of the dangers 
of such a mission and of misunderstandings. The Soviets could “easily” 
have thought the U-2 was “a nuclear bomber,” he said, “which might 
push us to a fateful step.”1 The message was clear: operational misinter-
pretation can cause a conflict, even a nuclear one, which no one wants.
 The security dilemma dynamics are laid barest in a fast-burning 
crisis like this one. But the security dilemma also animates the course 
of international events more generally, guiding strategic as well as 
operational thought. Throughout the Cold War, the United States and 
Soviet Union each had to provide for their own security. Each feared 
the existential risk posed by the other and its arsenal of nuclear weap-
ons. In response, the two nations built and deployed potent military 
capabilities and collected intelligence, sometimes by employing intru-
sive methods. And although they often did not recognize it, each side 
had to grapple with the possibility of dangerous misunderstanding in 
high-stakes decisions, their own and their counterpart’s.
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 This short first chapter argues that the security dilemma is an 
important tool for approaching cybersecurity and state decision-mak-
ing since it has previously proven applicable to a wide range of inter-
national interactions. Each of the elements that governed the Cold War 
case and many others—the anarchic nature of the international system, 
the need for states to prepare capabilities and collect intelligence, and 
the ever-present risk of misinterpretation and escalation—holds enor-
mous relevance in cybersecurity. While the cybersecurity dilemma has 
some unique and even vexing characteristics, it is more tractable when 
considered in the broader context of international relations history and 
theory. This approach resists the temptation to treat everything in 
cyber operations as new and unprecedented.
 The chapter’s argument has three parts. The first section outlines 
how the nature of international relations creates the security dilemma. 
This section gives greater nuance to the concept and contextualizes this 
book within the broader world of international relations scholarship. 
The chapter’s second section narrows the focus to examine how intel-
ligence operations affect the security dilemma. This tie to intelligence, 
which became apparent only with data from the Cold War, provides 
important insights for understanding the cybersecurity dilemma. The 
chapter’s conclusion sets the stage for the transition to cybersecurity, 
where intelligence again plays a significant role.

International Relations, Anarchy, and the Security Dilemma

The ancient Greek writer Thucydides is widely considered the world’s 
first historian. In his best-known work, The History of the Peloponnesian 
War, he recounts a stand-off between the military forces of Athens and 
the rulers of the island of Melos. The Athenians demanded that the 
Melians, who were far less prepared for battle, join Athens’ alliance and 
pay economic tribute. The Melians refused, pointing out that they were 
neutral in Athens’ major war with Sparta and that it would be unjust 
for the Athenians to compel payment. The Athenians ignored these 
protests. When Melos did not pay, the Athenians lay siege to Melos and 
executed every adult male. Before they did so, they offered an unvar-
nished lesson into the brutal and sometimes counterproductive nature 
of international politics and conflict: “the strong do what they can and 
the weak suffer what they must.”2
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 The Peloponnesian War illustrates a concept known as anarchy that 
has become the centerpiece of international relations scholarship. The 
units in an anarchic system, such as the Greek city-states, are not under 
the power of any external arbiter or governing authority. There are no 
boundaries on what they can conceivably do, provided that they are 
strong enough.3 In a true crisis, each entity must fend for itself. Strength 
and self-sufficiency are therefore extremely important, usually far 
more so than morality or justice. Trust and cooperation are hard to come 
by. As a result, life under anarchy is, in the words of the English politi-
cal theorist Thomas Hobbes, “solitary, poor, nasty, brutish, and short.”4

 Hobbes favored an absolute sovereign to bring order. But John Locke, 
another English philosopher, offered a different answer that might seem 
more familiar to both the ancient Greeks and to the modern observer: 
governments.5 Empowered by a social contract with its citizens, a gov-
ernment could be strong enough to protect rights, but separation of 
powers within a state would prevent the abuse of authority. Locke’s 
approach is in wide use. Governments seek to create order and stability 
within their borders by establishing and enforcing laws, with varying 
degrees of success.6 Effective government keeps anarchy at bay.
 But, as Thucydides relayed, what happens between governments is 
another matter. Modern states themselves exist in an anarchic system 
that still has no external authority.7 In such circumstances, each state 
must provide for its own security. There are no real restrictions 
on  what it can try to do in service of that goal. Even if the state does 
not aspire to conquer others, it must always be wary of what others 
might do.
 This anarchy facilitates the security dilemma. John Herz, a political 
scientist, first coined the term in 1950, and Herbert Butterfield, a 
historian, independently advanced a similar concept not long after.8 
States, since they have to provide for their own security, will seek to 
acquire a great deal of power to minimize the risks posed by other 
states. As it strengthens itself, though, a state’s growing capabilities will 
inevitably, even if inadvertently, threaten other states. Those other 
states will recognize their own relative weakness and fear attack. 
Usually unable to turn to an external arbiter they will need to develop 
their own forces and provide for their own security, beginning a poten-
tially dangerous sequence of events.9
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 The security dilemma is what many international relations scholars 
call a structural problem. It is an outgrowth of the character of geo-
politics. The individual attributes of the involved states—type of gov-
ernment, nature of economy, and the like—mean comparatively lit-
tle.10 All states must fear the worst, since assuming the best of other 
governments is sometimes a dangerous proposition. They must either 
prepare to kill or risk being killed.11 But such fear is not conducive to 
stability. As Herz put it, “ultimately, somewhere, the conflicts caused 
by the security dilemma are bound to emerge among political units of 
power.”12 Such conflict might not be the fault of any given actor, 
although certainly states with expansionist intentions can be particu-
larly destabilizing.13 Even states seeking to avert war and preserve 
peace are subject to the security dilemma. They still must worry about 
their own safety in an unpredictable and dangerous world.
 The security dilemma is also a psychological problem. Misinterpre-
ta tion animates its danger, as states unintentionally threaten other 
states with their actions. They do so because they are frequently unable 
to understand how others who do not know their intentions will per-
ceive their behavior.14 Butterfield wrote that “It is the peculiar charac-
teristic of the situation I am describing—the situation of what I should 
call the Hobbesian fear—that you yourself may vividly feel the terrible 
fear you have of the other party, but you cannot enter into the other 
man’s counter-fear, or even understand why he should be particularly 
nervous.”15 When states must make wrenching decisions about escala-
tion, anxiety and even panic are often the dominant emotions.
 The psychology of the security dilemma often acquires a moral 
undertone. Each actor tends to view itself as morally right and the 
other as morally wrong. This perspective further animates the dilemma, 
as states convinced of their own superior moral position find it easier 
to act on their fears—and harder to appreciate that others might do 
the same.16 Cold War policy-making, for example, at times took on a 
normative character. President Eisenhower’s Secretary of State, John 
Foster Dulles, adopted a so-called “bad faith model” of interpreting 
Soviet decisions. He believed that every Soviet action reflected 
Communism and an ideological opposition to America.17 A few 
decades later, President Reagan’s remark that the Soviet Union was an 
“evil empire” cast the bilateral tension in similarly stark terms.18
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 These dangerous incentive structures and persistent challenges in 
perception can be cyclical and escalatory. There is no natural brake on 
intensification in a system characterized by fear and uncertainty. Each 
state will view its own actions, such as the development of new weap-
ons or the movement of military forces, as defensive and unremark-
able. But each state will also see the actions of many other states as a 
cause for concern. As states develop their capabilities and escalate their 
actions, the stakes of the security dilemma grow still higher.19 The 
result is too often war that no party desires, what Butterfield called 
“the tragic dimension of human conflict.”20

 Modern security dilemma theorists have added additional nuance 
and structure to the original idea. They have divided the security 
dilemma into two halves, the dilemma of interpretation and the 
dilemma of response. The dilemma of interpretation occurs when 
states must decide about the underlying intentions of another state’s 
actions. Other states may perform actions—such as developing mili-
tary capabilities, deploying forces to a border, or increasing intelligence 
collection—for defensive reasons or as a prelude to an attack. But a 
state’s interpretation of the other side’s intent occurs without full 
information. Through intelligence collection, diplomacy, and careful 
observation, states can gain knowledge about each other, but these 
methods never yield the complete picture with complete confidence. 
This intrinsic ambiguity—which subsequent chapters will explore in 
much more depth as it relates to cyber operations—is at the root of 
the problem. Nonetheless, states must settle on an interpretation.21

 The dilemma of response follows. Once decision-makers have 
determined how to understand the actions of another state, they must 
formulate an answer. Possibilities exist along a spectrum. On the one 
hand, states can signal reassurance. On the other, they can unleash a 
forceful rejoinder. Each approach has its dangers. If decision-makers 
threaten force in a case where the other state had only benign inten-
tions, they risk causing hostilities in what would otherwise have been a 
peaceful situation. If decision-makers signal reassurance in response to 
aggressive intent, they risk remaining ill-prepared for a powerful attack 
by their adversary. Such an attack may rise to the level of existential 
threat.22 Much, therefore, is at stake.
 A key question emerges: can this problem be overcome? Can states 
secure themselves without unintentionally threatening one another and 
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risking conflict? Security dilemma theorists have broken down the 
answer to this question into three broad categories: the “fatalist,” “miti-
gator,” and “transcender” approaches.23 The fatalist view contends that 
states can never escape the security dilemma. According to this logic, 
a state providing for its own safety is before too long inevitably and 
unavoidably threatening to other states. Nevertheless, anarchy dictates 
that states must seek to grow their power, develop military might, and 
deploy intelligence capabilities. Even when states attain security, it is 
too often fleeting. Instead, states must always be on their guard, and 
possibly even always seeking to expand, regardless of what effect it 
might have on other states.24 Norms, institutions, and international 
organizations are of little value in dampening this dangerous state of 
affairs.25 This result is something more properly termed a “security 
paradox,” in which the innate desire for security counterintuitively 
begets insecurity and instability.26

 The mitigators are more hopeful. They premise their approach on 
the notion that states can meaningfully minimize the risks posed by the 
security dilemma, though not in any kind of permanent way. This view 
acknowledges that the anarchy in the international system and its asso-
ciated dangers are here to stay. Nevertheless, states have a choice in 
how they manage the problem. Mitigators return to the root of the 
word “dilemma.” A dilemma, as defined by the Greeks, is when an actor 
must choose between competing propositions, each of which could be 
true. As states approach the dilemma of interpretation, they need not 
always conclude that the action in question is threatening; as states 
decide on a response, they need not seek to escalate the situation in 
response to every serious threat.27 If states make careful choices, the 
risk can be managed. Mitigators believe that some of the most destabi-
lizing and dangerous aspects of relations between states can be cur-
tailed, including arms racing, unintended conflict, and brinksmanship.28 
Different mitigators express different views on how this is best done.
 Some mitigators argue that changing the incentive structures of opera-
tional and strategic decision-making can make the security dilemma less 
concerning.29 Other mitigators place greater trust in the power of insti-
tutions, such the North Atlantic Treaty Organization or the United 
Nations, to mitigate the security dilemma. These mechanisms of collec-
tive defense and information sharing create a buffer that permits less 
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fearful decision-making and promotes better risk management.30 Though 
the practicalities of implementation differ, mitigators as a whole believe 
the dangers of the security dilemma can be partially managed.
 The transcenders go well beyond this view. They base their approach 
on the empowering notion that humanity has a great deal of leeway to 
craft a new destiny, freeing itself from structures of escalation, fear, and 
conflict.31 The means through which humanity can achieve this reinven-
tion vary by thinker and approach.32 Some writers in the transcenders 
camp, like Immanuel Kant, offered visions of an eternal peace based on 
federations, constitutions, and hospitality. Others, like Leo Tolstoy and 
Mahatma Gandhi, have advanced pacifist notions. Still others challenge 
the common view of anarchy in the international system, acknowledg-
ing its existence but contending that states are not bound to it. Instead, 
states can create norms and foster identities that limit which policy 
choices are acceptable.33 Two constant themes recur throughout the 
wildly diverse transcender argumentation: the inclusion of politics, 
identity, and morality in the discussion of security and the idea that 
such a social reinvention must be universal. The transcender approach, 
by definition, looks beyond half-measures.34

 In examining the cybersecurity dilemma, this book primarily 
explores the mitigator approach. Later chapters will apply previously 
successful mitigations to cybersecurity. In addition, these chapters will 
show how some past assumptions made by mitigators do not hold up 
in the digital domain. Since institutions and norms in cybersecurity are 
only nascent, the focus will be on state actions. Testing the applicability 
of mitigator ideas is important for evaluating the cybersecurity 
dilemma. If the cybersecurity dilemma is both serious and difficult to 
overcome, then it becomes more apparent that there are lasting struc-
tural obstacles to trust in cybersecurity, ones that states cannot easily 
surmount even if they seek cooperation. If the mitigator view fails, it 
may well prove the fatalist view correct as it applies to cybersecurity, 
though not necessarily. The transcender view, which is entirely embry-
onic in this area, is much more difficult as yet to evaluate.

The Security Dilemma and Intelligence

The security dilemma is continually applied in new ways to suit chang-
ing times. Herz and Butterfield formally proposed it after World War 
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II, focusing on the bloodshed that results when states slide into conflict. 
Scholars focused on mitigation updated the idea several decades later 
in the midst of the Cold War, outlining how states could act to slow a 
slide towards violence and considering the role of nuclear weapons. As 
the Cold War waned, the study of tense but peaceful statecraft became 
one of historical perspective. Drawing on more information available 
on how the United States and Soviet Union perceived and acted 
towards one another, theorists and practitioners extended the security 
dilemma framework yet again.
 Michael Herman served as a senior British signals intelligence offi-
cer during the Cold War. After a thirty-five-year career in a variety of 
posts, he turned to the academic analysis of intelligence collection. 
Herman’s post-Cold War study concluded that the security dilemma 
applied beyond the development and deployment of military capabili-
ties. Instead, it also applied to foreign intelligence operations in which 
one state sought to gather information on a potential adversary. In 
important respects, these collection efforts, and the potential adver-
sary’s perception of them if uncovered, lent themselves to the same 
dangerous cycles that Herz and Butterfield warned about in military 
affairs. On the one hand, the information gained can provide reassur-
ance to the intelligence-collector seeking to ensure its own defense; on 
the other hand, the act of performing such collection can be intrusive 
and threatening to the states from which it is collected. The perception 
of a threat sometimes occurs even when the state that is collecting the 
intelligence has only benign intentions, paralleling the structure of the 
military-focused security dilemma.35

 Intelligence collection can empower and secure states. Most obvi-
ously, good intelligence can guard against devastating surprise attacks. 
As the attacks on Pearl Harbor and on the World Trade Center have 
shown, intelligence collection is essential in peacetime as well as in 
war.36 States must never get too comfortable about their own security. 
The collection and integration of intelligence from a wide range of 
disparate sources is a key part of efforts to detect and prevent unex-
pected dangers.
 In addition, effective intelligence operations, including gathering 
insights about potential adversaries prior to conflict, can improve 
states’ ability to fight wars against potential adversaries. A state with 
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strong intelligence can develop its armed forces more efficiently and 
economically, preparing them better to exploit the weaknesses of their 
potential adversaries. Once in conflict, good intelligence can assist in 
deploying the forces where they are capable of having the greatest 
impact. Operating without high-quality intelligence has the reverse 
effect. States following misguided military development trajectories 
might find themselves preparing to wage the wrong fight and wasting 
resources on comparatively less valuable technology and equipment. 
Once in conflict, a lack of intelligence can be even worse. Without 
solid information, a military is open to feints and surprises and is likely 
to miss opportunities. Intelligence aids in the production, use, and 
conservation of power.37

 In short, the right intelligence can lead to better and more rational 
policy-making. In a world full of many possible threats, contingencies, 
and opportunities, sound intelligence can help policy-makers prioritize 
objectives and tasks. Once focused, policy-makers rely on accurate 
information and analysis to guide their decisions, as no policy-maker 
can ever hope to know offhand all that he or she must about a potential 
adversary or a geopolitical event. Good intelligence can also sometimes 
act as a brake on unchecked ideology. Although policy-makers largely 
retain decision-making power, well-reasoned analysis can minimize the 
degree to which decisions rely on hunches, biases, and predispositions. 
By accurately and fairly framing issues, intelligence can ensure that 
reason has a place in government. This is a role long prized by some 
famous analysts.38

 But intelligence collection can be threatening to the state targeted 
by the operation. States must bear additional costs to keep their opera-
tions secret. If a state fears that its communications are prone to inter-
ception, it will either limit the amount of information it communicates 
or establish additional protocols to try to secure its messages and tech-
nology. In peacetime, this need for security can delay weapons develop-
ment and limit military training.39 In wartime, such security measures 
can cripple operational speed and effectiveness; a notable example of 
this is the British experience during the desert warfare phases of World 
War II.40 Fear of communication intercepts can remove military 
options, such as bold surprise attacks, from consideration.41

 More broadly, a state may fear losing its secrets to a foreign intel-
ligence service. Such suspicion can be deeply self-destructive, causing 



THE SECURITY DILEMMA

  25

an intelligence agency to investigate or fire valuable employees, inhib-
iting the flow of information, and prompting an aversion to risk. 
Perhaps the most prominent American embodiment of this suspicion 
was James Jesus Angleton, the Central Intelligence Agency’s contro-
versial former head of counterintelligence. Angleton, who held his 
spy-catching role for almost two decades during the middle of the 
Cold War, was deeply worried about the Soviet penetration of the 
agency. Angleton’s obsessive concern spawned in part from intelli-
gence breaches. With this example in mind, Herman contended that 
“penetration—and the threat of it—constitutes a form of political 
action, putting a virus into the bloodstream of its intelligence target. 
It produces the special counterintelligence mentality: slightly para-
noid, considering the possibility of manipulation and deception every-
where.”42 When fears of counterintelligence failure become overpow-
ering, they can lead to paralysis that weakens a state’s ability to 
operate its own intelligence service effectively.
 Intelligence collection can also pose a direct threat. These efforts 
involve what is often known as “close access” and are most relevant for 
the discussion of the cybersecurity dilemma. Close access programs 
violate the sovereignty of another state, come alarmingly close to doing 
so, or are otherwise deeply intrusive. The state suffering the intrusion 
will likely interpret the actions as asserting hostile intent or advancing 
an aggressive power dynamic. The aerial incident that nearly boiled 
over into conflict during the Cuban Missile Crisis is the most significant 
example of a larger Cold War trend noted by Herman: “[American] 
airborne collection and other collection in Soviet backyards presum-
ably appeared as a flexing of US muscle, touching on the [Soviet] 
regime’s special sensitivity over secrecy and the defence of national 
territory; there were overtones of [the United States’] Strategic Air 
Command’s nuclear threat, particularly when this was virtually unchal-
lenged in the 1950s.”43 Even though the American planes sought only 
to gather intelligence, the operations deeply troubled the Soviets.
 The consequence, intended or not, of such close access programs is 
to stoke doubt in the state suffering the intrusion (or near-intrusion, in 
the case of aircraft flights along borders). This state will fear the 
unwanted proximity of enemy forces and worry that future intruders 
might be attackers, rather than collectors. While this mindset was per-
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haps most vividly on display during the Cold War, in some important 
respects it has not faded. After discovering what seemed like increased 
Russian intelligence collection in northern Europe, a Swedish official 
said in 2015 that “We see Russian intelligence operations in Sweden … 
as preparation for military operations against Sweden.” In security 
dilemma-like language, the official went on to note that “we can’t inter-
pret this any other way.”44 As Chapter Four will outline, the linkage 
between intelligence collection and attack is stronger still in cyber 
operations. It is thus significantly more threatening.
 Sometimes the state performing close access intelligence does not 
wish to worry the state suffering the intrusion. But at other times a 
state will use the potential adversary’s fear to gather valuable informa-
tion in close access operations. One of the best ways to collect intelli-
gence is to stimulate the potential adversary into a defensive reaction 
and carefully observe what happens next. During the Cold War, the 
United States used this technique to great effect as a means of supple-
menting its knowledge on Soviet military practice (the Soviets used 
similar, though slightly less provocative, techniques).
 A noteworthy American program of this sort deliberately provoked 
the Soviets with fake air attacks. These efforts sought to awaken the 
Soviet anti-air defenses so that American intelligence could observe 
their function and communications. By varying the time, place, and 
manner of its provocations, the United States kept the Soviets on guard 
and probed for weaknesses.45 As one American pilot said, “sometimes 
we would fly missions over the Black Sea … To tickle the Soviets a little 
and create more activity we would do a straight approach towards 
Sevastopol, turn and run out. Then we would listen to the racket.”46 
This sort of incitement yielded a great deal of important intelligence, 
according to a former United States Department of Defense official: 
“First, we could understand the subordination of [the] Soviet command 
systems. Next, we could understand their strategy and tactics. We 
learned quite a bit of what is going on, from the locations of their 
radars … We learned how they reacted, and how promptly they 
reacted, to actions. Also the radar Order of Battle information was 
very useful.”47 The United States Navy ran a parallel effort at sea.48

 As valuable as this information was to the Americans, the Soviets had 
little appreciation for the West’s perspective. The operations “really got 
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to them,” according to one former United States Department of 
Defense overseer.49 This again illustrates a broader trend: continued 
and repeated intrusive collection might yield prized intelligence for 
one side, but it almost certainly animates fears in the other side that a 
real attack will follow in the not too distant future. As with the Cuban 
Missile Crisis case, these aggressive techniques were not without their 
risks, especially when the operations were not performed as precisely 
as intended. Close access intelligence, though oftentimes necessary or 
seemingly necessary, is a dangerous game for all involved. When mis-
interpreted, the possibility of escalation into conflict is very real.
 Another period of great Cold War anxiety, in 1983, showed how 
these operations could build tension. In the spring of that year, the 
United States Navy conducted a massive military exercise in the North 
Pacific Ocean, involving more than 23,000 sailors from three carrier 
battle groups. Included in the exercise, which took place near sensitive 
Soviet sites, was an attempt to provoke a Soviet reaction with flights on 
or over the border, so that naval intelligence could study the response.50 
In one mission, on 4  April, six United States planes directly overflew 
Soviet military installations on the Kurile Islands, outraging the Soviets 
and prompting an angry Soviet diplomatic response.51 While there was 
no military exchange at the time, the incident built up significant anxi-
ety on the Soviets’ part.
 Tension eventually led to tragedy. On 1  September 1983, Korean 
Air Lines Flight 007 from New York to Seoul inadvertently strayed into 
similar Soviet airspace. The civilian flight overflew the same Soviet 
intercontinental ballistic missile testing range which the United States 
Navy had approached a few months prior. The area was of great interest 
to the United States and was often surveyed by other American jets, 
including just a few hours before Flight 007 entered the area.52 In 
response to the Korean Air flight, the Soviet air defense units scrambled 
fighters and eventually ordered the shootdown of the unknown intrud-
ing aircraft. Unlike in 1962, this time the Soviets were successful. A 
Soviet Su-15 interceptor fired air-to-air missiles, destroying the airliner 
and killing all of the 269 passengers and crew aboard. In explaining 
their decision to attack, the Soviets specifically blamed the repeated 
American overflights and their effect in increasing mistrust and suspi-
cion. It is impossible to know for certain, but it seems likely that the 
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Soviets mistook the civilian airliner for an American military plane on 
an attack or intrusive collection mission.53

 The incident, and less catastrophic ones of a similar origin, did little 
to resolve each side’s security concerns. Each state assumed the worst 
about its adversary, viewing its suspicions as truth. Both the Americans 
and the Soviets were deeply concerned about the seemingly provocative 
actions of the other, from close access programs to human intelligence 
penetrations. On the other hand, each state remained convinced that its 
own actions were benign and necessary in the face of a looming threat.
 Although neither state could prove its peace-seeking nature to the 
other, it remained baffled as to why its counterpart did not see things 
the same way.54 During the 1983 tensions, President Reagan received 
intelligence about increased Soviet fears of American attack. He 
responded with puzzlement and surprise, saying, “Do you think they 
really believe that? I don’t see how they would … But it’s something to 
think about.”55 Nor was Reagan alone. Secretary of Defense Casper 
Weinberger believed that “the Russians know perfectly well we will 
never launch a first strike on the Soviet Union,” and Secretary of State 
George Shultz later wrote about how “incredible” the Soviet fears 
seemed to American policy-makers.56 For his part, Mikhail Gorbachev 
acknowledged in his memoirs that he did not realize the fear that his 
actions sometimes caused in the United States.57

Conclusion: The Stakes of the Security Dilemma

This chapter has shown both the adaptability and the relevance of the 
security dilemma. Throughout history, the security dilemma has proven 
useful to scholars in understanding how states relate to one another, 
how they cause fear in each other, and why they sometimes go to war. 
But it is not merely academic. Rather, the subject matter falls directly 
within the purview of national policy-makers. There is good reason to 
think, as the following chapters will argue, that the cybersecurity 
dilemma will be of similar relevance.
 The security dilemma as it applies to intelligence is the most signifi-
cant part of the foundation presented in this chapter. It is evident from 
history that there are high stakes in this kind of security dilemma, 
especially when there is also a closely linked threat of attack. A state 
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collects intelligence in the service of reassurance and defense, but in 
doing so it often stimulates fear in a potential adversary. If the potential 
adversary ignores the fear, it risks the loss of its secrets, rendering it 
less capable in a time of conflict or competition. In an anarchic system, 
this is simply not a risk that most states are willing to take too fre-
quently. If the potential adversary bolsters its own security by increas-
ing its methods of secrecy and ratcheting up intrusive collection of its 
own—or by shooting back at the collectors—the first state will often 
feel a need to respond. To overcome its potential adversary’s additional 
measures of security, the state will need still more intrusive collec-
tion.58 The race to the bottom thus begins. This escalatory dynamic is 
perhaps even more concerning in cybersecurity.
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THE INTRUDER’S VIEW

Overview

In 2010, a computer in Iran was acting strangely. It kept restarting, 
seemingly outside of the control of any operator. When cybersecurity 
specialists examined the machine, they found malicious code. And 
when they examined the malicious code, they found a number of 
unusual signs. The code spread itself between computers using previ-
ously unknown methods. It was much larger and more developed than 
was typical. It seemed to target industrial control systems in a very 
precise way. Investigators would eventually conclude that its purpose 
was covert sabotage of the Iranian nuclear program.
 Investigators called the malicious code Stuxnet, a name derived 
from a combination of some of its files. Forensic examination and press 
leaks eventually revealed that the code was likely part of an American–
Israeli operation. The digital attack on the Natanz Iranian nuclear 
 facility stealthily destroyed approximately one thousand centrifuges 
processing nuclear material, almost one-fifth of all of Iran’s uranium-
enriching devices.1 It did so in a slow and incremental fashion, manipu-
lating centrifuges so that they broke apart over time with no apparent 
cause. As a result, the computer worm introduced doubt into the 
minds of Iranian scientists and engineers.2 It even caused the Iranian 
authorities to arrest some of their own workers, accusing them of 
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espionage and treason.3 Until the worm escaped the facility and even-
tually attracted attention with the strangely behaving computer, 
Stuxnet remained a highly classified secret.
 But Stuxnet might only have been the beginning. American military 
planners reportedly feared that the attack would not be enough. The 
mission, which began during the Bush Administration and expanded 
under President Obama, destroyed centrifuges but did not resolve the 
broader concern. Iran’s nuclear program continued to be a source of 
tension for the United States and in the Middle East. If the nuclear 
dispute led to a conflict between the United States and Iran, perhaps 
instigated by an Israeli military attack, there might be a need for some-
thing still more powerful. In such a scenario, the United States might 
desire a cyber capability—or rather, a series of cyber capabilities—that 
targeted Iranian infrastructure more broadly.
 A part of the United States’ contingency plan for this scenario was 
reportedly code-named NITRO ZEUS.  Like Stuxnet, the operation was 
to be another cyber attack effort against Iran. Also like Stuxnet, NITRO 
ZEUS sought to have a physical, or kinetic, effect, destroying or dis-
abling facilities by employing malicious computer code. This kind of 
effect is remarkable and exceedingly rare, even after Stuxnet had dem-
onstrated the concept. But more remarkable still, and unlike Stuxnet, 
was NITRO ZEUS’ extensive target list. Instead of focusing on the 
Iranian nuclear program, it cast a wide net. The victims included power 
plants, transport infrastructure, and air defenses all over Iran. Planners 
describe it as the largest combined cyber and kinetic effort the United 
States—and almost certainly the world—had ever conceived.
 The plan required extensive unauthorized access to Iranian systems. 
The United States obtained this access through the efforts of thousands 
of American military and intelligence community personnel. It invested 
tens of millions of dollars and intruded into vital networks all across 
Iran. American operators checked in with their malicious code fre-
quently, sometimes even nightly, to ensure access. Yet what was perhaps 
most remarkable was that the destructive part of the operation was 
never needed or employed. Instead, the United States and Iran reached 
a nuclear deal in 2015, forestalling the need for another round of dam-
age wrought by cyber capabilities.4

 This chapter argues that the operational processes of network intru-
sion, perhaps best exemplified in cases such as Stuxnet and NITRO 
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ZEUS, help create the cybersecurity dilemma. But to appreciate these 
cases and their implications, one must assume the view of an intruder. 
It is necessary to understand what a network intrusion is and how 
intruders carry them out. To do this, the first section of this chapter 
presents a model for intrusions, outlining the process in a non-techni-
cal and accessible fashion.
 Next, it is important to recognize the operational and strategic 
implications of the network intrusion process. In essential respects, the 
dangerous incentive structure of the cybersecurity dilemma derives 
directly from this operational reality, as discussed in the chapter’s sec-
ond section. These incentives, many of which may be counterintuitive 
for those new to cyber operations, cause states to launch intrusions as 
a means of developing capabilities for possible later use. In short, states 
use intrusions to develop offensive options against other states well in 
advance of needing them. The chapter’s conclusion links this concept 
back to the cybersecurity dilemma.

An Intrusion Model

Breaking into a computer network is a multifaceted process. The model 
that follows goes beyond the strategic objectives of network intrusions, 
such as destroying data or gathering information. But it is not a techni-
cal model focused on tactical techniques for performing the tasks of 
network intrusion.5 Instead, drawing on examples and incident reports 
from cybersecurity professionals, this model focuses on operational 
concepts.6 It outlines what intruders need to do in various stages of a 
cyber operation to achieve their strategic objective and considers very 
briefly how they might carry out these tasks. Cyber operations have 
more history and more constancy than is often assumed;7 this model’s 
concepts are relevant for some of the earliest cyber operations, such as 
the Cuckoo’s Egg case of the late 1980s,8 for the early state-on-state 
operations like Moonlight Maze in the late 1990s,9 and for the most 
sophisticated modern operations. If the pattern holds, the concepts 
presented here will hold relevance into the future.

Figure 1
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 The model outlines eight concepts, or steps, common to most intru-
sions. These are target acquisition, development, authorization, entry, estab-
lishing command and control, pivoting, payload activation, and confirmation. 
In some operations, a given step may take on greater importance than 
in others, but the underlying theory behind this model is that each will 
be present to some degree in virtually all operations that attract the 
attention of national-level policy-makers. This simplified discussion 
presents these concepts in a linear fashion, but, as discussed later, sev-
eral different operations can rely on shared foundational efforts.
 Once the intruders know their intended victim, the first step is 
target acquisition. In this step, the would-be intruders determine which 
computer, server, or network is of interest to their mission. They learn 
what they can about this target, including its software and connectivity 
information. In some cases, this scoping process will be easy. In order 
to enable legitimate connections, systems will often be transparent 
about what software they are running, responding to requests for 
information with their configuration details. Because computers and 
servers do respond so frequently with information, however, it there-
fore becomes possible to send requests to many potential targets at 
once, gathering information in bulk.10 Very frequently, these scans are 
portrayed as “attacks,” often as part of a hyperbolic claim (for example, 
as will be discussed later, that hackers attack the Office of Personnel 
Management millions of times per month).11 Such a framing is, inten-
tionally or not, misleading. Target acquisition via scanning is, at most, 
only a part of the potential foundation for a later attack, rather than any 
sort of deeply destructive act.
 Other operations can require more time-consuming forms of target 
acquisition than simple scanning. Operators who want to learn more 
about their specific target might rely on other sources, such as non-
technical forms of open source intelligence like employee directories 
or organizational charts. Or they might compromise overarching or 
nearby networks—operations in and of themselves—before narrowing 
their focus. In rare cases, the process of target acquisition might rely on 
cooperation with non-technical actors, such as human intelligence 
assets or operators on the ground.12 Regardless of how it is done, effec-
tive reconnaissance of the target is vital to operational success. The 
head of NSA’s Tailored Access Operations unit, which conducts intru-
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sions, attributed some of the organization’s achievements to the fact 
that “In many cases we know networks better than the people who 
designed and run them.”13

 Next, intruders must dedicate time for development, in which they 
build or acquire the computer code that will enable them to get access 
to their target and perform malicious activity.14 In this step, the intruders 
often first look for security vulnerabilities in the software employed by 
their target. These vulnerabilities can be oversights in design by the soft-
ware’s creators or flaws in implementation. Operators can target each 
vulnerability with malicious software known as an exploit. The exploit 
code takes advantage of the vulnerability to give the intruders greater 
control over the target. For example, exploits often enable remote code 
execution, meaning that an intruder can force (usually malicious) pro-
grams to run on the target computer without having physical access to 
the machine. At other times, exploits can target vulnerabilities to reveal 
sensitive information, like administrative passwords or user account 
information.15 The vulnerability targeted by the exploit might exist in the 
code of a well-known application that the target knowingly uses, such as 
the Safari or Internet Explorer web browsers. It could also be in an 
extension or add-on, such as Adobe Flash, installed by the target to 
complement another piece of software, or it might lie within a subsidiary 
piece of code, often called a library, which enables certain functionality 
in software and is often shared between many programs.
 Crucially, each exploit affects only a certain piece of software. 
Computers without that software are immune from the exploit. As a 
result, the most valuable exploits often affect widely-used pieces of 
software, such as popular operating systems, libraries, or authentica-
tion mechanisms. Different targets use different software, which 
underscores the importance of target acquisition.16 There are many 
exploits already developed for use against virtually any software plat-
form in existence, targeting a similarly wide range of vulnerabilities. 
Researchers and hackers often make these exploits publicly available in 
software packages, which enable them to be quickly readied for 
deployment.17 But exploits that are already in use, while still frequently 
effective, are easier to prepare for and defend against.
 For this reason, intruders seeking to maximize their chances of suc-
cess and minimize the risk of detection will search for previously 
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unknown vulnerabilities. In cybersecurity jargon, these previously 
unknown vulnerabilities are known as zero days. The software vendor, 
unaware of the existence of these flaws in its code, will not have issued 
a fix. Intruders who know of the vulnerability can more easily exploit 
the weakness in the software to gain access or perform unauthorized 
activity. Discovering these kinds of vulnerabilities and developing new 
exploits to take advantage of them can be time-consuming and can 
require a high level of expertise.18 But the benefit is clear. Operations 
that use zero days on average remain undetected substantially longer 
than those that do not.19

 The intruders also need to develop or obtain the malicious code 
they will deploy on the targeted machine once they gain access. This is 
the code that will actually carry out much of the activity throughout 
the rest of the intrusion model. For performing basic functions, such 
as stealing files or recording the target’s keystrokes, some tools are 
publicly available, though states often develop their own tools that they 
re-use for many operations. But for more complex tasks, intruders 
must develop or customize software specifically for the mission.20 This 
frequently requires time-consuming testing. To test, the developers 
often deploy their code in a simulation of the target environment. This 
is hardest, but most important, in attacks designed to have a physical 
effect, such as Stuxnet and the to-be-discussed attack on the power 
grid in Ukraine.21 For Stuxnet, reports indicate that the American and 
Israeli operators went to extensive lengths to acquire the model of 
centrifuge used in Iran and even to construct a mock facility with the 
exact same configuration.22

 The next step, authorization, will vary depending on an intruder’s 
bureaucratic processes. Though authorization is presented here as one 
step for the purposes of simplicity, in reality it is embedded in many 
steps throughout the process. Political and legal decision-makers might 
authorize their cyber operators to make entry and perform basic 
reconnaissance on a target, but not to develop or deploy destructive 
code until they collect more information. Standing general orders 
might permit a certain range of development, intrusion, and collection 
activities, but specific steps beyond those orders could require further 
authorization. Regardless of the particulars, the authorization process 
might carry with it a delay for legal review, cost-benefit analysis, risk 
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assessment, avoiding interference with other operations, consideration 
of blowback, the definition of mission objectives, and other inquiries 
and debates. Approval might be conditional on changes to the code. 
These changes might make the malicious code less likely to spread, less 
visible, or more carefully targeted.
 Once again, the Stuxnet attack on Iran provides a good example of 
how evidence of this sort of political and legal review can show up at 
the operational and technical level. Before it executed any destructive 
code, Stuxnet verified its target against a detailed configuration check-
list.23 This verification process had the intended purpose of sharply 
narrowing what the code could damage. As the journalist Kim Zetter 
noted in her detailed history of Stuxnet:

Embedded in the attack code was a detailed dossier describing the precise 
technical configuration of the [Programmable Logic Controllers]24 it 
sought. Every plant that used industrial control systems had custom con-
figurations to varying degrees; even companies within the same industry 
used configurations that were specific to their needs. But the configuration 
Stuxnet was looking for was so precise that it was likely to be found in 
only a single facility in Iran or, if more than one, then facilities configured 
exactly the same, to control an identical process.25

 For Richard Clarke, a former White House Cybersecurity Coordi-
nator, these constraints were indicative of the United States’ authoriza-
tion procedures. Stuxnet, he said, “very much had the feel to it of 
having been written by or governed by a team of Washington law-
yers.”26 Perhaps to reduce the role such verification mechanisms can 
play in attributing the source of an intrusion, some newer pieces of 
malicious code have encrypted their targeting information as a means 
of obfuscation.27

 After development and at least preliminary authorization, the 
intruders must make entry. This involves finding a surreptitious way to 
get the malicious code to the target; the exploit cannot take advantage 
of the vulnerability if it is not delivered. As software security has 
improved, targeting gullible users has become a comparatively more 
effective means of making entry. Spear-phishing, the practice of send-
ing socially-engineered messages to users so that they install a mali-
cious program or download a malicious file, is one of the most promi-
nent methods.28 Intruders use this technique in more than two-thirds 
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of cyber espionage operations,29 including almost one-fifth of intru-
sions into the systems that manage physical devices.30 Effective social 
engineering can also obviate the need for exploits if intruders can trick 
users to grant the intruders access, execute malicious code, or share 
their credentials.31

 Another category of entry methods relies on compromising an 
intermediary trusted by the target, such as a website. When the target 
visits the infected site, the server loads malicious code via a vulnerabil-
ity in the web browser; this process is called a watering hole attack, and 
can be especially useful in less targeted operations.32 Illicit control over 
a certificate authority—a means of verifying identity on the internet—
can also enable entry. Intruders used this latter technique against activ-
ists in Iran to gain access to the activists’ email accounts, bypassing 
Google’s security mechanisms.33 Leaked files indicate that the United 
States and United Kingdom use a conceptual variant, known as a man-
on-the-side attack, to intercept benign requests by targets and inject 
malicious exploits as a means of gaining entry.34

 In response to these many ways of entry, defenders have built so-
called airgaps into their networks. These airgaps are physical and logical 
means of separating the most valuable data and systems from less valu-
able ones. In theory, there is no communication between the two net-
works on either side of an airgap. If such protection is in place, intrud-
ers will need to get malicious code across an airgap in order to make 
entry, sometimes a time-consuming or challenging process. Crossing 
an airgap might require targeting a nearby internet-connected network 
and spreading via USB drives plugged into computers on both sides of 
the airgap by unwitting network users.35 This was reportedly the case 
in intrusions that breached the United States military’s airgapped clas-
sified networks in 2008.36 A major version of Stuxnet, which began on 
the internet-connected networks of Iranian contractors and used up to 
eight different ways of propagation to make its way to the targeted 
Iranian nuclear facility, is another example of airgap crossing.37

 An optional but common step follows making entry: the intruders 
can choose to establish command and control over the malicious code once 
it is inside the target network. Command and control is a means of 
communication between the intruders and the malicious code they 
have deployed. If there is no communication mechanism at all, then the 
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rest of the steps from entry onward will have to be pre-planned in the 
code delivered to the targeted network.38 In such circumstances, the 
verification procedures presented as part of the authorization concept 
above become even more important in achieving the desired effect. 
Such pre-planning of operations might be possible if the code is incred-
ibly adaptive to its environment, if it is very broadly effective—which 
could lead to collateral damage—or if the intruders have excellent 
knowledge of their target in advance, either from previous operations 
or other sources. Given the difficulty in doing this, intruders tend to 
prefer using command and control mechanisms.
 There are many different means through which the intruders can 
establish command and control. The fastest and easiest method is to 
communicate over the internet connection used in the target network, 
assuming there is one. But because defenders are more likely to spot 
this direct approach, sophisticated intruders have tried to find ways to 
hide their command and control instructions.39 Other slower methods 
are useful when targeting networks not connected to the internet or 
ones where defenders heavily monitor internet connections for mali-
cious communications. The NSA has explored ways to communicate 
information via delay-tolerant networking, which does not require a 
continuous connection to be effective, for “data exfiltration from iso-
lated networks and denied areas.”40 Other documents indicate that the 
agency has communicated information from infected computers via 
small radios embedded in hardware devices. An accidental explosion in 
Iran prompted further suspicion that this technique was used there: 
what seemed to be an ordinary rock near a nuclear facility was in fact 
filled with electronic equipment that may have been relaying pilfered 
information or transmitting command and control instructions.41

 After the intruders make entry, they must perform pivoting. First, 
the operators must verify that the intrusion is indeed of the correct 
target. Sometimes the methods of entry are broad-based, such as 
watering hole attacks, spreading to many irrelevant computers and 
networks.42 Once the intruders confirm their target, they can load 
additional and more powerful malicious code onto the victim’s 
machine; they are less likely to use this code without such confirma-
tion, for fear of having it needlessly discovered. Intruders can also look 
within the targeted network to see what might be of interest. They can 
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look broadly for machines of a certain type, like file or email servers. 
When doing reconnaissance, intruders can minimize the data they 
exfiltrate at first in order to avoid attracting unwanted attention.43 If 
the intruders know the intended purpose of their mission, a more 
narrow and careful approach makes more sense. If they are on a general 
exploratory mission, they are more likely to turn over as many rocks 
as possible.
 After intruders have a sense of the network, they can move laterally 
within it. To do so, they might need to deploy additional exploits tar-
geted at other vulnerabilities. For example, once Stuxnet compromised 
the relevant Windows machines in Iran’s nuclear facility, it pivoted to 
the Siemens Programmable Logic Controllers by targeting a different 
set of weaknesses.44 Often, however, intruders move laterally by steal-
ing the passwords of users on the networks.45 In some cases, such as the 
intrusion at HBGary Federal, social engineering can aid this task. Those 
intruders first compromised an email account of the CEO and then 
emailed a request in his name to another employee asking for log-in 
credentials to a critical server.46 They were successful—few people 
ignore such emails from the CEO.
 Once the intruders have pivoted, they have at last reached their 
target. But just because they have done so, they need not immediately 
perform the next step, payload activation—actually executing the final 
part of the operation. Assuming they have some means of command 
and control over the malicious code, the intruders can establish such a 
position and then wait for the right moment to strike. If the intruders 
do not have command and control mechanisms in place, they can set 
the code to deliver or activate the payload at a pre-set moment in time. 
In either case, however, the intruders must be confident that the attack 
code will work when needed. Testing is important, as mentioned ear-
lier, but even slight and sometimes unintentional changes in configura-
tion within the target network can thwart well-tested code.47 Former 
NSA Director Michael Hayden acknowledged this danger, warning, 
“Access bought with months if not years of effort can be lost with a 
casual upgrade of the targeted system, not even one designed to 
improve defenses, but merely an administrative upgrade from some-
thing 2.0 to something 3.0.”48 Maintaining access is doable, as NITRO 
ZEUS shows, but it takes resources.
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 Lastly, in order for network intrusions to serve as a tool of state-
craft, some after-action analysis and verification of mission success is 
necessary. This is confirmation. It has many parallels in other forms of 
military and intelligence operations, from battle damage assessment to 
intelligence reviews. The analysis can also be time-consuming. In the 
case of espionage operations, appropriate intelligence community 
experts, usually distinct from the operators, will need to determine 
the value of the exfiltrated data. For attacks, verifying the intended 
effect is sometimes straightforward. This is the case with many of the 
attacks that have obvious effects and quickly gain public attention. In 
some other cases, however, confirmation may require other intelli-
gence assets, diplomatic communications, or further cyber operations. 
Consider Stuxnet once more: understanding whether or not a subtle 
attack was functioning as intended in another state’s secret under-
ground facility could be difficult, likely requiring a range of intelligence 
resources. Nevertheless, the task of confirmation is an important one, 
and the information gained from it can be immensely useful in planning 
further operations. As such, this stage marks the conclusion of the 
intrusion model.

How Operational Incentives Drive the Cybersecurity Dilemma

States adjust their operational behavior to achieve their strategic ends. 
Policy-makers shape their approach to network intrusions in response 
to the practicalities of carrying them out. To develop offensive capabili-
ties, states have strong incentives to begin their operations early, well 
before they might need them. This is due to specific characteristics 
about the process of performing network intrusions. The model yields 
four interrelated ideas that spur states to intrude in advance of tension 
or conflict: the speed of a cyber operation varies by step; operational 
steps are linear but without strong momentum; persistence is power-
ful; and parts of operations can be prepared in advance. These opera-
tional incentives for intrusions create the first component of the cyber-
security dilemma, as they give states a reason to develop threatening 
capabilities before they appear necessary.
 First, it is possible to read the preceding model with an eye towards 
the speed of cyber operations. In academic and public discussions, 
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cyber operations are often envisioned as being lightning-fast, with 
speed as the decisive element. Former White House official Richard 
Clarke claimed that “cyberwar happens at the speed of light”49 while 
former national security official Joel Brenner argued that “Speed, not 
secrecy, is the coin of the realm.”50 Former Director of the NSA, Keith 
Alexander, testified that “in terms of … cyber attacks, it is over before 
you know what happened. These happen at lightning speed.”51 But the 
notion of tempo in cyber operations has important limits and nuances 
that are sometimes overlooked.
 An examination of the intrusion model reveals that some parts of 
cyber operations take place at high speed, but not all. The computation 
of instructions, the execution of code, and the transmission of reason-
able amounts of data all occur at fast rates. But there are many more 
steps that can be much less immediate. These include the finding of a 
zero day vulnerability and the development of an exploit, the develop-
ment of new tools, the need for political and legal authorization, some 
ways of making entry to the target, some forms of command and con-
trol, and pivoting throughout the network. The model above notes the 
ways and reasons for these potential sources of delay. Compounded 
together, these delays mean that some complex operations, such as 
Stuxnet, took years to execute fully.
 Increased automation of some of these steps is sometimes possible, 
though difficult.52 Tool development can enable vastly more scalable 
operations. Reports indicate that the NSA has been working on ways 
to speed up the entry process53 and in some sophisticated operations, 
like Stuxnet, a pre-planned sort of automation is overtly noticeable. 
But more automation also offers less granular control than in human-
directed operations.54 All told, though, the great number of individuals 
hired by military and intelligence agencies hints at a counterintuitive 
truth: cyber operations are still human operations, and many parts of 
them take place at human speed. Viewed in this way, cyber operations 
look less like a flashy silver bullet and more like other intelligence and 
military undertakings. They require time, discipline, patience, trained 
people, well-crafted tools, and careful advance planning. This means 
that states cannot wait until a crisis to begin building their capabilities 
or launching their intrusions.
 Second, a concept closely associated with speed is momentum. In 
physics, this is the impetus gained by a moving object. To a layperson, it 
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simply reflects the likelihood of continued movement in the same direc-
tion. In short, it takes effort to reverse momentum. In operations, 
momentum might be thought of as the structural incentive for immedi-
ately taking up the next step after operators achieve a particular step. 
Depending on the mission, traditional kinetic military operations have 
varying degrees of momentum. The momentum could even vary 
between stages of an operation. For example, it might be quite easy to 
call off a bombing run while the bombers wait on the runway, but slightly 
harder to do when the bombers have taken off and crossed into neutral 
airspace, and harder still once they have crossed into enemy territory and 
nearly made it to the target. At least if the enemy has any air defenses, the 
costs of making it that far and then turning back with nothing to show for 
it could be quite significant. Although a state will do its best to preserve 
military and intelligence options for as long as possible, at a certain point 
the increasing momentum between steps of many conventional opera-
tions can narrow the number of palatable options.
 By contrast, cyber operations seem to have less momentum at a tech-
nical level. Cyber operations usually take place in something approximat-
ing the sequence shown in the model (with the possible exception of 
authorization and development). Nonetheless, cyber operations do not 
exhibit strong momentum between stages. Consider the beginning of a 
network intrusion effort: just because a state has performed target acqui-
sition, which is for the most part a task that does not induce much risk, 
does not mean that the state needs to seek to breach that target. This is 
largely analogous to physical operations, in which drawing up secret 
plans to attack another state does not carry tremendous risk or momen-
tum to act on those plans. But in the end-stages of a cyber operation, 
there is still a lack of momentum. Unlike in the foregoing bombing run 
example, with cyber operations a state may make entry and pivot to its 
target location, but never do damage. Indeed, it might never feel much 
pressure to do so, so long as it can remain hidden in place and ensure 
access. Intruders may choose to gain the desired level of access to the 
desired location, do their best to ensure continuous command and con-
trol, and attempt to maintain operational readiness without actually 
delivering or activating the payload.55

 The NITRO ZEUS contingency plan against Iran appears to demon-
strate this idea, but it is not just the United States that operates with 
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this concept.56 NSA Director Admiral Michael Rogers acknowledged 
that adversaries of the United States are also likely to launch intrusions 
well in advance of their desire to attack. “We have seen nation states 
spending a lot of time and a lot of effort to try to gain access to the 
power structure within the United States, to other critical infrastruc-
ture, and you have to ask yourself why,” the admiral said, before 
answering his own question. “It’s because in my mind they are doing 
this with a purpose, doing this as a way to generate options and capa-
bilities for themselves should they decide that they want to potentially 
do something.”57 The lack of momentum means that states can launch 
intrusions early, overcoming the slower speeds of some operational 
phases, but take the final steps at a time of their choosing.
 The lack of momentum works in both directions. Just because a 
defender has thwarted one late stage of the operation does not mean 
that the work of all previous steps is necessarily lost. This leads to a 
third idea: persistence is powerful. As intruders progress through the 
early stages of the operation, they can employ a variety of methods to 
ensure continual access, even if the operation goes awry at a later 
point. By doing this, the intruders can make it quite difficult for 
defenders to root them out and can create shortcuts for future opera-
tions. This drives the cybersecurity dilemma by giving states another 
reason to intrude early. If their presence in a foreign network is likely 
to endure, there is a greater chance that it will someday be of value.
 Intruders can achieve persistence in a variety of ways. They some-
times modify the breached systems to make it easier for them to gain 
access in the future, to avoid having to go through the work of breaking 
in again. These modifications are usually hidden so well that it is 
unlikely that network defenders will find them by accident. One of the 
most famous examples of this kind of operation is a case known as the 
“Athens Affair,” a significant operation conducted for the purposes of 
surveillance in 2004–5. In that effort, the operators—likely the 
NSA—modified an authentication system so that any user’s command 
entered followed by six consecutive spaces would be automatically run 
with greater privileges.58 The change saved time and enabled an easier 
way in for operators in the future.59

 Another approach to achieving persistence relies on previously 
infected machines to serve a similar function. Given the importance of 
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pivoting in intrusions, it is only natural that intruders often target a 
range of computers and servers along the way to their final destination. 
So long as they maintain access—usually through the presence of mali-
cious code—these intermediate hops can also serve as fallback points.60 
Even if defenders block the intruders at the ultimate target of the 
operation, the intruders can simply pick up from one of the earlier 
stepping-stones. This was the case in a 2011 intrusion that targeted the 
United States Chamber of Commerce. The organization worked with 
the FBI to root out the intruders from the network. According to 
reports, however, “months later, the chamber discovered that Internet-
connected devices—a thermostat in one of its corporate apartments 
and a printer in its offices—were still communicating with computers 
in China.”61 This concept was also seen in an operation called Duqu 2, 
which relied on computers within the targeted network to re-infect 
one another when required.62

 Yet another method of developing persistence is related, but likely 
even more effective: intruders can burrow deeper into the layers of 
software that make computers and servers tick. Most intrusions occur 
on the surface levels, exploiting vulnerabilities in commonly run appli-
cations, or in the operating system that manages those applications. It 
is possible for malicious code to make its way to more obscure parts of 
computer systems, however. NSA documents outline parts of a broad 
effort by a group known as the “Persistence Division” that pursues 
these kinds of operations against a wide range of technologies.63 To do 
this, they target the software that lies underneath the operating system, 
sometimes called the Basic Input/Output System (BIOS), using that to 
establish a deeply rooted presence in a network. This software is less 
familiar and public discussion of these sorts of attacks is somewhat 
rare, but there is solid evidence of significant vulnerabilities.64 The NSA 
appears to have achieved such capabilities against Dell computers (and 
likely also others), dating back to at least 2007.65 Burrowing this deep 
can make malicious code enormously difficult to remove, since most 
detection tools are unable to spot such a low-level presence.
 Similar to targeting the BIOS, intruders can also achieve persistence 
by targeting the low-level software that runs individual hardware com-
ponents of the computer. Known as firmware, this code is largely invis-
ible to the operating system of the computer and is hard to access. As 
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a result, if intruders do manage to develop a presence of this sort, it is 
virtually impossible to get them out. For example, even if incident-
responders wipe a hard drive targeted in this way and install a fresh 
copy of the operating system, the malicious code will persist in firm-
ware and re-infect the computer. Intruders who have gained firmware 
access also enjoy a position of privilege, often enabling them to decrypt 
communications more easily and exploit or attack the device. As a 
result, cybersecurity experts sometimes refer to the push for such 
persistence as “the race to the bare metal” of the machine.66 Security 
researchers from Kaspersky Lab provided strong evidence that the 
United States has developed methods to perform this technique for 
hard drives made by virtually all of the world’s leading manufactur-
ers.67 The principal security researcher of the Kaspersky study high-
lighted how impressive the American implementation of this technique 
is, saying, “This is an ultimate persistence mechanism, and it has the 
ultimate resilience to removal. This is a next level of persistence never 
seen before.”68

 The combination of a lack of speed, a lack of momentum, and the 
possibility of persistence leads to the fourth general overarching point: 
intruders can prepare operational steps in advance. Just as states can launch 
intrusions early, so can intruders begin parts of operations that will 
contribute to future capabilities. By starting early, states can get time-
consuming tasks out of the way, leverage economies of scale for shared 
tasks between operations, and establish procedures for better results.
 Some parts of the network intrusion model are particularly ripe for 
preparation in advance. Most obvious among the ones presented here 
is development. While some cyber operations, like Stuxnet, are against 
unique targets, most are not. There are dominant, or co-dominant, 
market leaders for almost every type of software, from operating sys-
tems, to mobile phones, to internet browsers, to word processing 
suites, and much more. A large number of a state’s cyber operations 
will be against those computers and networks running popular soft-
ware. States are therefore incentivized to look for and develop exploits 
against these systems well in advance of needing to use the exploits. 
They also have cause to develop the tools needed to perform the 
desired action once inside the network, such as stealing files, recording 
keystrokes, or wiping the targeted machine.
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 There is good evidence that those states with significant resources 
dedicated to cyber operations already do this. The United States, for 
example, has paid tens of millions of dollars in contracts to firms that 
provide it with zero day exploits.69 American officials have also 
acknowledged that the United States also seeks out and uses such vul-
nerabilities for law enforcement and intelligence purposes.70 Some of 
the NSA’s systems for automating parts of intrusions seem to draw on 
a prepared pool of exploits, choosing the best one for a given target.71 
Britain also prepares exploits for later use.72 Given the money that is 
reportedly available to brokers of exploits—a contract revealed the 
NSA paid more than $25 million in one year to a single French com-
pany for access to zero days it discovered,73 and leaked emails from 
other vendors reveal some coveted zero days going for upwards of half 
a million dollars74—it seems fair to think that the market for zero days 
is a lively one.75

 Intruders can do significant work on other steps in advance and 
share progress between different operations to improve speed and cost 
efficiency. For example, security researchers discovered that a wide 
range of intrusions against a variety of disparate targets relied on many 
of the same tools. These tools helped the intruders as they performed 
their operations. The researchers analogized this effect to a digital 
“quartermaster”—someone who focuses on increasing efficiency in the 
supply chain so that the operators at the tip of the spear can focus on 
their tasks.76 Similarly, key parts of malicious code appear to be shared 
between a number of cyber operations conducted by the United States 
and its allies. Four operations likely of United States and/or Israeli 
provenance all share some modules and core functionality, even though 
the purposes of the four are divergent.77 The prior existence of these 
modules reduced the time required to prepare and deploy new opera-
tions using them, both because of reduced development time but prob-
ably also because of a reduced need to train operators on new systems. 
A key part of what enables effective scale in computing generally is the 
re-use of code and interfaces. It is no different for intruders.
 Further, the infrastructure from which intruders launch their opera-
tions can be pre-positioned and re-used for operational tasks. A notable 
example of this is APT30, a long-running cyber espionage group that 
employed the same specific infrastructure and tools in many opera-
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tions.78 This infrastructure is the computers or servers from which the 
operators will send commands to the malicious code, receive data 
back, and generally coordinate the operation as it takes place in the 
target network. Intruders usually do not want to be easily linked to 
machines they actually own. They are unlikely to use a publicly known 
government computer, for example, and more likely to employ a com-
puter victimized in a previous cyber operation or a presence on the 
web registered under plausibly deniable pretenses.79 Obtaining such 
infrastructure is certainly doable, for state and non-state actors alike, 
but is probably best accomplished in advance of a cyber operation to 
save time. Documents from the Canadian signals intelligence agency 
indicate that it regularly launches efforts to “acquire as many new 
[Operational Relay Boxes] as possible in as many non 5-Eyes countries 
as possible” to increase plausible deniability when those computers 
serve as midpoint infrastructure in operations.80 As ever, intruders 
want operational options before they need them.

Conclusion: The First Pillar of the Cybersecurity Dilemma

Through these four overarching ideas and the model from which they 
derive, this chapter has illuminated the first pillar of the cybersecurity 
dilemma: states that desire the option of future cyber operations need 
to take action in advance to make these operations possible. This 
includes action that is analogous to activities covered in the traditional 
security dilemma discussion, such as building capabilities or training 
operators. Those actions might be threatening, if discovered, for the 
reasons that any military or intelligence build-up is sometimes threat-
ening: under security dilemma logic, as a state makes itself more 
secure, it risks making other states feel less secure.
 At a basic level, cyber operations amplify this dynamic, since states 
are able to do more kinds of preparation. Because of the human speed 
of cyber operations, the lack of momentum in operational end stages, 
the power of persistence, and the possibility of preparation, states have 
good reason to do more than plan and build—they have incentives to 
intrude and gain access.81 Their preparations will often leave their own 
borders and involve intruding on the networks of others, furthering 
the development of targeted malicious code. There may not be time to 
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perform these tasks once a conflict starts. All told, it is better to 
develop contingency capabilities and not need them than to need them 
and not have them.
 It is possible to stop the cybersecurity dilemma discussion here, if 
desired. If a state discovers another state’s capability-building intru-
sions, it faces a dilemma of interpretation. The intruding state may be 
planning an imminent attack, but it might also simply be building out 
contingency options, as almost all sophisticated states do in some 
form,82 and not harboring malicious intent. The state suffering the 
intrusion will have to decide which of these possibilities is correct, 
despite having only imperfect information, and respond. If the discus-
sion stopped with the misinterpretation of contingency capabilities, the 
cybersecurity dilemma would make sense. Contingency plans have 
long posed the risk of being misunderstood, as a variety of security 
dilemma cases have shown.
 Yet there is no need to stop the investigation of the cybersecurity 
dilemma there. By itself, the first pillar is enough to reveal some of the 
ways in which unwanted escalation could occur in cyber operations. 
But these are not the only dangers. The next two chapters explore how 
the cybersecurity dilemma logic can go further, moving first beyond 
contingency planning to the more immediate task of network defense.
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THE DEFENDER’S VIEW

Overview

At some point in the mid-2000s, the NSA came up with a new code 
name that evoked, intentionally or not, both an empire and a dark 
message: BYZANTINE HADES.  The code name was a replacement of 
sorts for a previous one, TITAN RAIN, that had made its way into 
media reports, including a big story in Time magazine.1 The two code 
names described one of the biggest threats facing the American com-
puter networks: Chinese intrusions. Behind both names were cases of 
stolen secrets, the exfiltration of classified information, and an eventual 
threat to American capabilities and competitiveness. The subject matter 
was vast. BYZANTINE HADES had numerous sub-groupings, each 
with their own code name. BYZANTINE RAPTOR, BYZANTINE 
ANCHOR, BYZANTINE VIKING, and BYZANTINE TRACE were 
just a few examples.2 But naming was the easy part. The real challenge 
lay in pushing back and defending the many American computer net-
works of interest against the Chinese intrusions, including more than 
500 major cases.
 No single account will do justice to what surely was and is a massive 
and largely secret effort to secure American networks. But one often-
overlooked document leaked by Snowden makes a revealing sub-plot 
public. In response to intrusions launched by a group the NSA code-
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named BYZANTINE CANDOR, the defenders at NSA’s Threat 
Operations Center sought more information. They asked the network 
intruders in the agency’s Tailored Access Operations unit, which car-
ries out intrusions, for assistance in gathering “actionable intelligence” 
on the Chinese hackers.3 The American intruders went to work, gain-
ing access to infrastructure used by the foreign operators. Once they 
gained this access, they were able to observe the adversary in action 
from these midpoints.4 But the NSA unit went deeper still. They were 
able to penetrate five computers from which the Chinese launched 
their operations. In effect, they had hacked the hackers, following the 
Chinese operators back to their virtual base and gaining “excellent 
sources of data” on a wide range of the adversary’s activities.5

 The data the NSA collected by penetrating BYZANTINE CANDOR’s 
networks had concrete forward-looking defensive value. They included 
information on the adversary’s “future targets,” including “bios of 
senior White House officials, [Cleared Defense Contractor] employees, 
[United States Government] employees” and more. They also included 
access to the “source code and [the] new tools” that the Chinese used 
to conduct operations. The computers penetrated by the NSA also 
revealed information about the exploits in use.6 In effect, the intelli-
gence gained from the operation, once given to network defenders and 
fed into automated systems, was enough to guide and enhance the 
United States’ defensive efforts.
 This case alludes to important themes in network defense. It shows 
the persistence of talented adversaries, the creativity of clever defend-
ers, the challenge of getting actionable intelligence on the threat, and 
the need for network architecture and defenders capable of acting on 
that information. But it also highlights an important point that is too 
often overlooked but directly relevant to the cybersecurity dilemma: 
not every intrusion is in service of offensive aims. There are genuinely 
defensive reasons for a state to launch intrusions against another 
state’s networks.
 This chapter argues that fully maximizing network security neces-
sitates intrusion into the networks of other actors. While there are 
many security measures that provide a baseline level of protection suf-
ficient for the vast majority of networks, some of the most advanced 
defenders, including well-resourced intelligence agencies, go further. 
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By breaking into the networks of their potential adversaries, and the 
networks of the targets of their potential adversaries, these top-tier 
defenders can gain valuable information. This includes information 
they might not be able to get in any other way or that other organiza-
tions, like corporations, might not legally be able to obtain. As such, 
performing network intrusions can be deeply and uniquely useful in 
advancing a state’s cybersecurity.
 This chapter consists of three parts. The first section outlines a model 
of network defense. Similar to how Chapter Two’s model approached 
intrusions, this model provides an overview of the challenges facing 
defenders and how they meet those challenges. In particular, this section 
highlights the challenge of detecting malicious code. The second section 
of the chapter discusses the ways in which intruding into other networks 
can aid the defensive mission. The effect these intrusions can have on 
improving the detection capabilities of defenders is particularly pro-
nounced. The chapter’s conclusion links this discussion back to the over-
arching cybersecurity dilemma argument.

A Network Defense Model

Network defense is a significant undertaking. Some networks can have 
thousands or tens of thousands of computers, large ever-changing 
rosters of users, and troves of valuable data stored in many different 
ways in many different places. This model seeks only to present the 
high-level operational concepts. These concepts are organized once 
again into a series of steps, focusing on what defenders must do when 
facing a network intrusion. Though the methods of intrusion and 
defense will continue to develop over time, these general operational 
concepts will persist.
 Six steps form the defensive model presented here. The first, prepa-
ration, occurs before the intrusion has taken place. The rest, beginning 
with detection, follow the intrusion. After detection, two steps, data 
collection and analysis, recur throughout the remainder of the defensive 

Figure 2
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effort. Containment is next, in which the defenders seek to protect the 
network from the intruders who are inside and thwart any exploitation 
or attack efforts before they can achieve their intended outcome. 
Lastly, the model finishes with decontamination, as the defenders clean 
the network and try to improve their security going forward.7

 The preparation of networks is the first concept in the model. This 
step reveals a key idea: network intrusions are by definition fought on 
a defender’s turf. Network administrators make the decisions about 
what hardware and software to deploy or permit on the network. In 
these choices, security should often be a priority concern. With judi-
cious decision-making in this area, defenders can reduce what is called 
the attack surface—the number of potential weaknesses that intruders 
can target.8 Defenders should try to verify the security of the software 
they deploy, to disable software that is not needed by the network’s 
users, and to remove links between unrelated parts of the network. For 
example, administrators failed to do this in an Ohio nuclear plant in 
2003, which enabled a computer worm known as Slammer to infect 
the facility subsequently.9 By constraining the number of possibilities 
available to intruders, the defensive side can make it harder for intrud-
ers to break in and easier to find them once they do.
 This pre-intrusion preparation is a process to manage, not a problem 
to solve. Maintaining an appropriate network configuration is essential 
for keeping the attack surface small. One of the most important ongo-
ing tasks for defenders is applying regular patches—updates issued by 
vendors that often fix security vulnerabilities—to the software running 
on the network. While it is very easy to say that administrators should 
install all appropriate patches right away, in practice patching can be 
time-consuming and resource-intensive. Before patches can be installed 
on large networks, administrators often need to test the updates to 
make sure they do not cause changes that might impact how other 
programs run, since the fixes can sometimes unwittingly create inter-
ference.10 This process is still more complex in critical infrastructure 
networks, which often are esoteric and can only go offline for mainte-
nance at certain intervals. For this and other reasons, vulnerabilities 
can persist for quite some time in large organizations. One empirical 
study of 50,000 organizations found that it typically took between 100 
and 120 days to remediate vulnerabilities, often far too slow to prevent 
even poorly-targeted intrusions.11
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 Another part of keeping a network up to date is monitoring user 
accounts. Administrators should check user databases to make sure that 
once members leave the organization, their accounts are promptly 
disabled. This ensures that they cannot log in remotely. It also ensures 
that intruders cannot take over the accounts once they have made entry 
to the network and use them to perform additional malicious activities. 
This is a real risk. NSA documents indicate that intruders compro-
mised thousands of accounts at American defense firms and govern-
ment agencies. Data from internal reviews indicate that thousands of 
accounts have remained active after employees have left the govern-
ment.12 More effective checking of user accounts ensures that intrud-
ers have not gained access and created, modified, or used additional 
accounts for their own malicious purposes.13

 The effort required to carry out these initial tasks reveals another 
important point: unlike proverbial guerrilla forces defending their 
homeland and intimately aware of all its nuances, defenders often do 
not have great knowledge of their own network. Only through good 
preparation is such knowledge possible. For example, defenders can 
reduce the number of possible entry and exit points to the network. 
With just a few large connection points for all devices, defenders can 
minimize the potential ways in which intruders can gain access and 
more easily watch the flow of traffic at those points.14 They can deploy 
systems to monitor the flow of traffic into, out of, and within their 
network. This network awareness will be deeply important to later 
defensive steps, as it will enable defenders to spot deviations from the 
normal baseline. In this vein, the head of NSA’s Tailored Access 
Operations team advised defenders that “If you really want to protect 
your network you have to know your network, including all the devices 
and technology in it.”15 The better prepared and better informed 
defenders are, the more advantages they will have once the intruders 
show up.
 Assuming the defenders cannot block an intrusion attempt on the 
perimeter of the network, their goal is swift detection of a successful 
intrusion. This is sometimes a substantial and complex challenge, but 
one that is essential. The longer the intruders can remain undetected, 
the greater amount of time they have to explore the network, develop 
a persistent position, and achieve their objectives.16 There are two 
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kinds of detection: external and internal. External detection occurs 
when a third-party organization, such as law enforcement, informs a 
victim of a breach. This means that the organization missed the oppor-
tunity to detect the intruders on its own. Internal detection occurs 
when the victim’s defensive team uncovers evidence of the intrusion. 
Most of the time, this is the preferred outcome, since, if done in a 
timely manner, it gives the organization much better chances to thwart 
the intruders’ actions. It is thus the focus of this section. Nonetheless, 
the high ratio of external detection to internal detection—one major 
survey indicates that approximately 90 per cent of the time organiza-
tions learn of a breach through external detection—highlights how 
difficult internal detection can be.17

 A popular method of internal detection is pattern-matching or sig-
nature-based detection, in which some network activity matches the 
sort of activity thought to be malicious.18 Pattern-matching relies on the 
fact that intruders often re-use code, techniques, and infrastructure. 
Some intruders might have many networks to target and might be per-
petually in a rush, or might have standardized procedures to ensure 
efficiency and consistency. Others might be careless, complacent, or 
poorly trained. Still others might not have many resources to invest in 
obfuscation; for these intruders, the complete rebuilding of infrastruc-
ture and changing of techniques on a regular basis can be prohibitively 
expensive. Whatever the reason, areas of overlap will develop between 
different intrusions. While this has benefits for intruders, it also creates 
an opportunity for defenders. Information from one intrusion, properly 
entered into defensive systems, can help thwart the next one. If defend-
ers can regularly force intruders to alter their tools and methods, they 
can drive up the time and cost of intrusion operations.
 Network defenders sometimes call information like this an “indica-
tor of compromise.”19 Uncovering an indicator of a compromise within 
one’s network is evidence of an intrusion. These indicators fall into one 
of three categories. Atomic indicators refer to specific data points that 
are suspicious. For example, if intruders re-use command and control 
infrastructure between operations, and if defenders know an Internet 
Protocol or web address of that infrastructure—an atomic indicator—
the defenders could automatically scan the network to make sure no 
computers are connecting to that address. If some computers are mak-
ing such connections, it is a sign of intrusion.
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 Computed indicators are another type. Every piece of computer 
code has what computer scientists call a hash. The hash is an alphanu-
meric signature generated by taking the contents of the program and 
running it through a mathematical algorithm. Two programs with the 
exact same code will always produce the same hash. Defenders can 
learn the hashes of malicious programs either by observing malicious 
activity on their own networks or from external sources. They can 
check the hashes of programs installed on their network’s computers. 
When the hash of a program running on a computer matches the hash 
of a program known to be malicious, it is a sign that an intruder’s 
software is present.
 The last type of indicator is a behavioral indicator, and is more gen-
eral than the other two. While atomic and computed indicators are 
discrete pieces of data, behavioral indicators focus on patterns in an 
intruder’s activity. There are many ways to accomplish each step of a 
successful intrusion. Just as criminals sometimes establish a method of 
operation common to all their crimes, the same is true of network 
intruders. Behavioral indicators refer to the operational and tactical 
patterns common to a specific group of operators or to the presence of 
malicious code. While behavioral indicators are sometimes not as easy 
to spot or as discrete as computed or atomic ones, judicious and well-
informed scanning for anomalous activity can reveal them. They can 
also be combined with other kinds of indicators to develop reputation-
based heuristics for evaluating potentially malicious software.
 Pattern-matching tools can be quite useful in establishing a strong 
foundation of security. There are a number of services, both commer-
cial and freely available, that curate databases of indicators of compro-
mise. Many public malicious code reports include an appendix of 
indicators,20 many more indicators are for sale by cybersecurity com-
panies, and organizations can make use of standardized formats to 
facilitate information sharing.21 Network defenders can rely on these 
services as sources of intelligence to inform their automated scans and 
defensive tools. For example, some tools can scan incoming email 
attachments to look for files known to be malicious (often based on 
computed or behavioral indicators), while others can try to ensure that 
no machines attempt to connect with malicious infrastructure (often 
based on atomic indicators). Other tools seek to evaluate the programs 
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running on a computer in an effort to find suspicious behavior, such as 
interacting with the operating system in anomalous ways; behavioral 
indicators can enhance these efforts. Overall, by marrying indicators 
of compromise with good network architecture, defenders can make 
things more difficult for intruders.
 But there are serious limits to the utility of broad scanning. By them-
selves, pattern-matching and heuristics are not enough. Intruders can 
develop malicious code in such a way that it changes its hash regularly.22 
Zero day exploits, by definition, do not have known signatures. Careful 
attackers can obtain and obfuscate new infrastructure and change meth-
ods of operation. As a result, to provide further security and enable 
better detection, good defenders practice what is sometimes called 
active defense or hunting.23 Hunters are analysts who proactively look 
within the network for weaknesses and for malicious code that may have 
exploited those weaknesses; they will likely only be effective if proper 
network architecture is in place first. Top United States policy-makers, 
including former Deputy Secretary of Defense William Lynn, have 
argued for the necessity of such an active approach.24

 Network security monitoring is a key part of hunting.25 The term 
was first formally defined in the early 2000s and is “the collection, 
analysis and escalation of indications and warnings to detect and 
respond to intrusions.”26 Defenders employing network security moni-
toring carefully look inward at their network, understanding the flow 
of information into, out of, and within its boundaries. They collect 
information on the network’s traffic, ranging from data about the digi-
tal communications to copies of the communications themselves. 
Analysts then examine this data to find anomalies, relying in part on 
their knowledge of the potential adversary’s likely targets and methods 
of operation. For example, analysts might carefully scrutinize the traffic 
exiting the research and development part of a company’s network, the 
better to see if an adversary seeking trade secrets is exfiltrating large 
amounts of sensitive data.27

 Another example of hunting is searching individual computers for 
the presence of malicious code. If investigators suspect a compromise of 
a machine, they can perform what is known as memory analysis. This 
sort of analysis focuses on Random Access Memory (RAM), which is 
different from the information stored on the hard drive. RAM reflects 
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the current operations of the operating system, rather than information 
saved for longer-term storage.28 Contained within RAM is information 
about which programs are running, what characteristics those programs 
have, how they are interacting with the operating system, what connec-
tions to other computers they are making, and more. Analysts search for 
anomalies. Possible red flags are programs asking for unusual amounts 
of access or pretending to be one thing at a surface level and then actu-
ally doing something quite different at a more technical level. Memory 
analysis can detect malicious code, including zero day exploits, missed 
by other defensive systems.29 It is also one of the best tools for finding 
malicious code that leaves minimal trace on the hard drive.30

 Penetration testing is an additional component of active defense. It 
involves employing or hiring skilled intruders to attempt to break into 
the network. These intruders simulate many of the techniques real 
intruders would use, including both social and technical approaches. 
Popular tools, such as Metasploit, enable them to use many of the 
same exploits available to potential adversaries. The penetration tes-
ters then report the results of the test, including which methods 
worked and which methods did not, to the rest of the network defense 
team. A penetration test gives defenders a clear path forward for 
improving security in the network, as they can close the weaknesses 
exploited by intruders. Additionally, the test provides analysts leads 
that they can use to detect intruders who may already have made 
entry using similar methods.31 But penetration testing has limits; some 
more subtle flaws may elude penetration testers who gain access by 
exploiting obvious weaknesses.
 Even given this panoply of methods, the challenge of detection is 
significant. On average, according to industry surveys, intrusions are 
discovered 146 days after they take place.32 Improving detection is a 
key part of strengthening overall network defense. It can be easy to 
develop a false sense of security when intruders are not found. In those 
circumstances, by definition, defenders recognize no sign of an adver-
sary’s presence. But this illusion of success can be damaging, giving 
intruders time to burrow more deeply into the network, explore its 
layout, and gain further access. Therefore, a combination of well-
informed automated defense methods and aggressive hunting is essen-
tial. Network defenders must always be looking outwards for the next 
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threat, but also inwards for the last one they missed. As network secu-
rity monitoring pioneer Richard Bejtlich advised, if he became head of 
information security for a high-profile target, “the first step I would 
take would be to hunt for intruders already in the network”—that is, 
cases where detection had previously failed.33

 The challenges of detection would seem to confer an enormous 
benefit on intruders. Indeed, greater time before detection does pro-
vide an advantage—which is why states and organizations are willing 
to take a range of steps to increase their detection capabilities—but it 
is not an insurmountable one. The reason is that, as the last chapter 
outlined, both cyber exploitation and attack missions often take time 
to unfold. If intruders are able to see valuable secrets briefly but not 
copy them out of the network, the damage is greatly minimized. 
Similarly, if the intruders are able to launch malicious code, but defend-
ers block the attack before it can have any effect, the defenders can 
largely claim victory.34 Thus, assuming the detection is not much too 
late, what the defenders do after detection matters greatly.
 After defenders detect the intruders, they must gather and examine 
as much information as they can. This is data collection and analysis.35 
These two steps work in tandem: data collection informs analysis and 
vice versa. There is a wide range of approaches that defenders can 
pursue when it comes to data collection. For example, there is no 
guarantee that the defenders will detect the intruders at their entry 
point, so at some point during the investigation the defenders will have 
to work backwards to find the entry point and method. Defenders will 
similarly have to collect information on which computers and accounts 
on their network the intruders compromised. Ideally, the defenders 
will swiftly obtain a copy of the malicious code as well.
 Once defenders gather this data, they must work quickly to analyze 
it using a variety of methods.36 The data produced by any significant 
intrusion will almost always be of a large enough quantity that it will 
take a dedicated team of responders of varied training to examine it 
well and inform defensive actions. Investigators will use log files to 
reconstruct events, such as the use of USB drives, the opening of docu-
ments, and the visiting of websites.37 Investigators will also de-con-
struct the actual malicious code in order to understand how it works 
and what it can do. These analysts will often consider how the code 
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spreads throughout the network, how it communicates with command 
and control infrastructure, and other related questions. Investigators 
might also look for unique properties of the code, such as files it leaves 
on computers it has infected, which can serve as indicators of compro-
mise for further investigation.38 They will also try to understand the 
code’s payload and objectives, so that defenders can better secure those 
targeted parts of the network.
 Intruders sometimes take steps to confound the collection and analy-
sis steps as much as they can. If the intruders are prioritizing stealth over 
speed, they often try to mislead the defenders. As part of this effort, 
they might deploy new and previously unknown code. They might erase 
logs or modify time-stamps so that their actions are hard to follow. They 
may pivot to multiple parts of the network at once, for the purposes of 
either furthering objectives or becoming more difficult to track. The 
malicious code itself may feature red herrings and smokescreens, the 
better to obscure the code’s source, intent, or capabilities. This occurred 
with a piece of malicious code called Inception. That malicious software 
had so many disorienting attempts at obfuscation that investigators 
named it after the film thriller featuring Leonardo DiCaprio and a jour-
ney into multiple levels of human subconsciousness.39 These kinds of 
anti-forensic efforts are not flawless. They can leave their own data 
traces that defenders can then find and analyze. Overall, however, 
defenders must verify the integrity of the data under analysis and should 
always be on the lookout for false flags and misdirection.
 It is here, in the data collection and analysis steps, that the impor-
tance of preparation emerges once again. If the network is properly set 
up, gathering data is much easier. For example, if there are logs of data 
traffic in and out of the network, defenders will be able to look more 
quickly for signs of entry. If defenders know which devices are on their 
network and have the means to scan those devices remotely, they can 
immediately begin new scans based on the indicators of compromise 
discovered during the analysis phase. Likewise, they can configure 
perimeter defenses to thwart malicious code of a similar sort in the 
future. On the other hand, if the defenders lack visibility into their own 
network, then the challenge of collection and analysis gets much harder. 
Even the best incident responders need data with which to work.
 After defenders draw conclusions from data collection and analysis, 
they must contain the threat and thwart the effects of the malicious 
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code.40 A wide range of defensive actions can achieve this and give the 
defenders time to retake the initiative. A first step in containment is to 
take the intelligence gained from the analysis step and update auto-
mated defensive systems to prevent further propagation. Other possi-
bilities include installing a previously neglected patch from a software 
vendor. In other cases, defenders might need to take more drastic 
actions, such as simply disconnecting a sensitive portion of the network 
until the threat can be more properly mitigated.41 Still other responses, 
such as stopping physical processes like industrial control system 
operations, may take longer, and may require more bureaucratic input 
from non-technical decision-makers.
 The containment process can also involve directly interfering with 
the operations of intruders.42 For example, if the defenders can iden-
tify the mechanism the intruders are using for command and control, 
they might block it or observe the commands to inform their defen-
sive actions. The defenders might set up honeypots, tempting targets 
that will distract intruders and potentially reveal information about 
their method of operations.43 In some cases, the intruders will have 
already made it to their target before the defenders can stop them. 
The defenders must then block the effects of the intruders’ action. In 
the case of exfiltration, this means preventing the sensitive data from 
leaving the network. But in the case of a rapid-effect digital attack, 
like those that wipe critical data on targeted computers, there may be 
little that defenders can do. In one case of this sort defenders resorted 
to physically running through the building disconnecting the comput-
ers to which the worm had not yet spread—obviously, a less than 
enviable situation.44

 Skilled intruders can make the task of containment as difficult and as 
time-consuming as possible for the defense. In the case of exfiltration, 
the intruders will often encrypt the stolen information before copying 
it out to help obscure its contents and avoid detection. Intruders will 
sometimes use different exit routes to make real-time detection diffi-
cult. As with command and control communications, these routes can 
sometimes be unconventional. For example, the NSA has developed a 
means of exfiltration that transmits the pilfered data in an obscure way 
to its sensors in the infrastructure of the internet.45 In the case of kinetic 
attacks, the intruders could employ operations against human-machine 
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interfaces. These interfaces provide information to network administra-
tors and operators about how the computers and hardware are function-
ing. By compromising these interfaces, the intruders make it difficult for 
the defense to know what the status of the system is, what commands it 
is obeying, what alerts it has suppressed, and even if the network opera-
tors can have any influence over what will happen next.46

 Lastly, once defenders have thwarted the intruders’ efforts, they 
must immediately decontaminate their network. A persistent presence 
in a target network is extremely powerful. The intruders will often try 
to maintain as much of a secure beachhead or foothold as possible, so 
that in future operations they will not have to gain entry again. To do 
so, they will use a variety of persistence methods discussed in the last 
chapter. Shawn Henry, the former top official for cyber investigations 
at the FBI, summarized the problem succinctly: “Once they’re in,” 
Henry said of intruders, “they’re in.”47

 Decontamination is therefore a major undertaking. Sometimes this 
can entail taking networks entirely offline for days to search and decon-
taminate them thoroughly, as the State Department did on several dif-
ferent occasions to its email system.48 In other cases, it can mean 
throwing out computer hardware entirely, to ensure that the intruders 
cannot return from their presence beneath the operating system level, 
such as in the BIOS or firmware.49 Even short of these dramatic steps, 
decontamination can mean deep and intense scans for malicious code 
and anomalous activity. This will require action by human investigators 
and automated computer tools. It is a lengthy process more likely mea-
sured in months than minutes. Like much else in the defensive cycle, it 
can be expensive to do if undertaken without proper preparation.
 Decontamination is no good unless defenders stop the next opera-
tion, too. Part of decontamination therefore is adaptation. The defend-
ers must perform a detailed after-action investigation to determine 
which procedures and pieces of software they need to change to meet 
the threat. This could require the deployment of more automated tools 
or better intelligence for those tools. It could mean changing network 
procedures, such as patching or remote connection policies, or it could 
mean hiring and training new people. All told, the defenders need to 
consider a wide variety of technical and non-technical responses that 
could impact a significant number of people within the organization. 
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As a result, the changes may require broader organizational approval. 
The process, once again, is likely to take a long time to complete fully, 
but it is essential. If an organization is worth targeting once, it is almost 
surely worth targeting again.

How Network Intrusions Can Help Defenders

The last section outlined a conceptual approach to defending a network 
that blended automated and human-directed efforts. Such an effort is 
an effective baseline. Yet, for actors facing serious threats, such as the 
intelligence agencies of major states, this baseline will be insufficient. 
These entities will need or want to go further in securing systems they 
protect. Former Secretary of Defense Leon Panetta indicated as much 
in a far-ranging speech on cybersecurity. He said that the United States 
“won’t succeed in preventing a cyber attack through improved defenses 
alone.” He also alluded to ongoing American efforts to “detect an immi-
nent threat of attack … to take action against those who would attack 
us … [and] to counter threats to our national interests in cyberspace.”50 
In short, the development of network penetration capabilities, often 
carried out by a signals intelligence agency, can be part of a state’s 
defensive effort. States can develop these capabilities in an effort to 
establish deterrence—a concept that, thus far, applies inexactly to 
cyber operations.51 More concretely and immediately, however, these 
intrusion capabilities can directly aid defensive efforts by gathering 
specific and useful items of intelligence.
 In this vein, the network defense model has set the stage for a criti-
cal part of the cybersecurity dilemma argument. Defense, even with 
good preparation, timely indicators of compromise, and active human-
led analysis, is still a challenge, especially against capable intruders. This 
operational reality drives a response with strategic implications: to 
make full provision for the security of their own important networks, 
states have great incentive to penetrate the networks and operations of 
other states, even before they are themselves targeted. In so doing, 
they can gather additional information on how specifically other states 
might intrude into their networks, on the infrastructure used by other 
states, and on other states’ internal organizational procedures, tech-
niques, and targets. This can improve performance in almost every part 
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of the defensive model, but especially in preparation, detection, and 
data analysis. For some states, these intrusions are a key part—perhaps 
even a necessary part—of the defensive mission. States can sometimes 
launch them with genuine defensive intent.52

 These kinds of intrusions are illegal for private citizens and corpora-
tions in many jurisdictions, including the United States. There is good 
reason to forbid private actors from engaging in them, with risks of 
vigilantism and greater instability. As a result, at least in many jurisdic-
tions, the defensive options available to private citizens and organiza-
tions end with activities carried out within one’s own network. These 
restrictions do not apply to states, however, as there are few rules in an 
anarchic international system. Some states may choose to impose con-
straints on their intelligence agencies, but these limits are not imposed 
by an external actor. It is thus in the realm of states and state-sponsored 
actors that the cybersecurity dilemma, animated in part by intrusions 
for defensive purposes, is most present.
 The most straightforward way for intrusions to be useful for a state’s 
defensive purposes is if they directly target the networks, infrastruc-
ture, and operations of a potential adversary. These kinds of operations 
can be further subdivided. Some of these operations can serve as wide-
ranging signals intelligence collection, casting a broad net and comple-
menting other forms of intelligence collection. They seek to gather 
information on the political and military leadership or strategic priori-
ties of the potential adversary as a whole rather than just on the poten-
tial adversary’s cyber capabilities. These kinds of more general collec-
tion efforts can inform defensive preparation, shape defenders’ 
resource allocation, and provide warning about future concerns. These 
operations can be of great defensive utility, but it is obvious to all 
involved that they will be directly threatening, since no state wants to 
suffer the loss of secrecy at the strategic level. They are also of value for 
purposes that are not defensive in nature. For that reason, they are 
more properly discussed in the next chapter, which outlines how intru-
sions into important networks can be threatening and of use in ways 
that go beyond defense.
 Other operations may be more narrowly focused. They may collect 
information that is of pure defensive utility. From the perspective of 
those carrying out the intrusion, these operations are not directly 
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threatening; they do not seek to damage the other state’s integrity or 
security, and seek only to thwart its efforts at performing network 
intrusions. This sort of information can come in a variety of different 
forms. As a generalization, though, it is operational in scope and 
enables specific defensive countermeasures.
 This defensive enhancement can take many forms. Intruding into 
another state to learn the location of its command and control infra-
structure for cyber operations enables traffic to and from that infra-
structure to be more easily blocked. Gathering information on the type 
of malicious code developed by an adversary enables defenders to 
develop tailored indicators of compromise. Determining the adversary’s 
likely method of entry and potential targets permits a state to pre-
position defenses and minimize the risk. Finding a zero day vulnerability 
that an adversary will soon employ can give the defenders time to alert 
the vendor or otherwise protect its own systems. President Obama 
spoke broadly about these kinds of efforts, saying, “We cannot prevent 
… cyberthreats without some capability to penetrate digital communi-
cations, whether it’s to … intercept malware that targets a stock 
exchange, to make sure air traffic control systems are not compromised 
or to ensure that hackers do not empty your bank accounts.”53 A former 
member of the NSA’s Office of General Counsel was more specific, 
writing that signals intelligence efforts can “gain information of critical 
importance to the defensive mission—say by intercepting the plans of a 
malicious actor against U.S.  networks in advance.”54

 Defenders can also use information gained from these intrusions to 
better determine whether the intruders have already made entry. The 
cybersecurity coordinator at the United States National Security 
Council, Michael Daniel, implicitly acknowledged the intruders’ need 
for secrecy, and the defenders’ incentive to counteract it. He said, “If 
you know much about it, [cyber is] very easy to defend against … 
That’s why we keep a lot of those capabilities very closely guarded.”55 
There is therefore often immediate operational value to the informa-
tion gained through defensive-minded collection.
 When it comes to the United States and its partners, there is ample 
evidence that this sort of collection takes place and informs defensive 
practices. The NSA’s targeting of BYZANTINE CANDOR mentioned 
at the start of this chapter is one specific example. Other Snowden files 
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shed more light, describing an interrelated and complex set of United 
States programs to collect intelligence and use it to improve protection 
of its networks. The NSA’s internal documents call this “foreign intel-
ligence in support of dynamic defense.”56 The NSA begins by gathering 
information on a likely threat, including information on the network 
from which the threat is likely to come. This involves intercepting the 
communications of the potential adversary—often via positions in the 
infrastructure of the internet—and targeting the devices processing 
those communications.57 The gathered information can “tip” malicious 
code the NSA has placed on servers and computers around the world. 
Based on this tip, one of the NSA’s nodes can act on the information, 
“inject[ing a] response onto the Internet towards [the] target.”58 There 
are several responses that the NSA can inject, including resetting con-
nections, delivering malicious code, and redirecting internet traffic.59

 Similarly, if the NSA can learn about the adversary’s “tools and tra-
decraft” early enough, it can develop and deploy “tailored countermea-
sures” to blunt the intended effect. The NSA can then try to discern the 
intent of the adversary and use its countermeasure to mitigate the 
attempted intrusion.60 The signals intelligence agency feeds informa-
tion about the incoming threat to an automated system deployed on 
networks that the NSA protects.61 This system has a number of capa-
bilities, including blocking the incoming traffic outright, sending unex-
pected responses back to the adversary, slowing the traffic down, and 
“permitting the activity to appear [to the adversary] to complete with-
out disclosing that it did not reach [or] affect the intended target.”62

 These defensive capabilities appear to be actively in use by the United 
States against a wide range of threats. NSA documents indicate that the 
agency uses the system to block twenty-eight major categories of threats 
as of 2011. This includes action against significant adversaries, such as 
China, as well as against non-state actors.63 Documents provide a num-
ber of success stories. These include the thwarting of a BYZANTINE 
HADES intrusion attempt that targeted four high-ranking American 
military leaders, including the Chief of Naval Operations and the 
Chairman of the Joint Chiefs of Staff; the NSA’s network defenders saw 
the attempt coming and successfully prevented any negative effects.64 
These files also include examples of successful defense against Anony-
mous and against several other code-named entities.
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 A separate American system, run by the Department of Homeland 
Security and known as EINSTEIN, attempts to serve a similar role for 
other networks protected by the government. Newer versions of this 
system, according to the blunt phrasing of former Secretary of 
Homeland Security Michael Chertoff, seek “like an anti-aircraft 
weapon, [to] shoot down an attack before it hits its target.”65 To do so, 
the system tries to integrate a wide variety of sources of threat intel-
ligence and pass them to other components of network defense. A 
Homeland Security official confirmed in Congressional testimony that 
one of the sources of information used by a new version of EINSTEIN 
is classified threat intelligence.66 These various NSA and Homeland 
Security protection systems were and are not panaceas—intruders 
continue to be sometimes successful—but they do demonstrate how 
gathering intelligence can help the defensive effort and how the United 
States and its partners have invested in developing such capabilities.
 Some might object that this is the argument that proves too much, 
that only the most sophisticated states could be capable of such activi-
ties. Indeed, in many ways, the activities of the United States and its 
partners in cybersecurity are exceptional, and it is unwise to assume 
that the techniques in use by the Five Eyes are within the grasp of other 
states.67 But it is also quite likely to be the case that the Five Eyes need 
to rely less on network penetrations to gain actionable defensive intel-
ligence than other states. This is because the Five Eyes have tremendous 
passive collection capability from the core routers and switches of the 
internet. In large measure, this passive collection capability is due to 
the five nations’ extensive partnership with some of the world’s most 
important telecommunications providers that carry the internet traffic, 
and to their broadly established network of sensors.68

 For example, Canada’s signals intelligence agency has developed a 
system of more than “200 sensors deployed across the globe” that 
“scales to backbone internet speeds.” It uses this system to “track 
known threats, discover unknown threats, [and provide] defence at the 
core of the internet.”69 While the Five Eyes’ passive collection is sup-
plemented with active and more focused collection inside the networks 
and infrastructure of other states, it nonetheless enables by itself the 
acquisition of information useful for the defensive mission. Other 
states without such advanced and scalable passive collection do not 
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have such an advantage. To gather information on their adversaries, 
these other states likely need to intrude more actively. Nonetheless, 
while there are data on intrusions linked to foreign governments, in the 
absence of a Snowden-like leak it is impossible to divine whether 
defensive intentions motivate some of those intrusions.
 Regardless of actor, if the intrusions launched in the service of 
defense were entirely narrow in scope, the cybersecurity dilemma 
might not be so acute. If states targeted only the specific parts of other 
states most likely to pose a threat, such as their cyber operations divi-
sions, or the infrastructure they use in cyber operations, the overall 
threat would be somewhat contained. Although these are important 
targets, they are comparatively limited and relatively unsurprising; 
intelligence services have long targeted one another. There are two 
main forces pushing states to target more broadly, however, even if the 
states are largely defensive-minded. This broader targeting increases 
the acuity of the cybersecurity dilemma. The first has already been 
mentioned and will be discussed in more depth in the next chapter: by 
collecting intelligence on the broader government and strategic appa-
ratus, the state can learn a great deal of information, including infor-
mation of defensive value.
 The second impetus for broader targeting is that a state can derive 
great value from uncovering its potential adversary’s operations as they 
are in progress. To do this, a state can target the networks of interest to 
their potential adversary, even if the state itself has no significant intel-
ligence interest in those networks. In effect, states have incentives to 
target neutral, or even allied, states to learn what their potential adver-
sary is up to. States that pursue this kind of analysis most effectively 
will target many more networks than states that do not, all in an effort 
to find potential adversaries in action.
 The net result is that some targets will be penetrated by multiple 
states. Kaspersky Lab highlights one network at an unnamed research 
institution that they call “The Magnet of Threats” because at least five 
different well-known malicious code operations have penetrated it.70 
A leaked Canadian document echoes this theme, noting that the 
“state-sponsored landscape is very busy.”71 It is unknowable whether 
all these actors had a broader intelligence interest in these kinds of 
targets or whether some only sought information on the others’ capa-
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bilities. It is clear, though, that by virtue of being on the same net-
work, each actor could watch the activities and capabilities of the 
others up close. This kind of observation, the same Canadian docu-
ment states, can increase “situational awareness,” help discover “new 
actors,” and “track … known actors.”72

 Other government files confirm this trend. Documents from the 
Five Eyes indicate that intelligence services seek to learn about the 
activities of other intelligence services when they have both penetrated 
the same target. The Five Eyes use a tool known as WARRIORPRIDE 
(known more popularly to some security researchers as Regin)73 for 
exploitation against a wide range of targets. Documents describe it as 
a “scalable, flexible, portable [Computer Network Exploitation] plat-
form” shared amongst the Five Eyes members.74 This tool has a wide 
variety of modules that suit various collection missions. A noteworthy 
set of modules is useful for what the Canadian documents call Counter-
Computer Network Exploitation (CCNE).
 These modules seek to detect other malicious code on a computer. 
They can determine which other actors may have manipulated the oper-
ating system and can examine network activity to see who else might be 
connecting.75 Some of the modules can be quite complex, with dozens 
of sub-modules tailored to assist in answering narrowly focused ques-
tions. Many of these questions are similar to questions asked by defend-
ers hunting for malicious code within their own network.76 The soft-
ware can send the results of these scans back in real time to intelligence 
analysts and alert analysts when it finds suspicious activity.77

 A useful case study illustrates how this works in practice. In 2009, 
Canadian analysts using WARRIORPRIDE on an exploited foreign 
network uncovered anomalies indicating the presence of another 
intruder. These unusual behaviors, such as use of the command line to 
create password-protected folders, were out of character for normal 
users. Analysts wrote that it “felt like” they were investigating a foreign 
intelligence operation rather than a criminal enterprise seeking 
profit.78 Using their tools, the analysts were able to find and extract the 
unknown actor’s malicious code on the machine and reverse-engineer 
it in order to understand its techniques, including how it communi-
cated with command and control servers.
 The Canadians then targeted the unknown intruder’s infrastructure 
to gain more information. Ultimately, analysis of the infrastructure, 
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targets, and the malicious code indicated that the operation was likely 
the work of a French intelligence agency. Even as the French operation 
developed and became more sophisticated, the Canadian analysts were 
able to use the intelligence and access they had obtained from the 
CCNE effort to continue to follow it. Thus, a Canadian intrusion into 
a non-French network led to greater defense against French cyber 
capabilities.79 Penetrating many targets has defensive value.
 A natural question may arise in response to the preceding discus-
sion: if a state collects this defensive intelligence via secret cyber opera-
tions, surely the advantage conferred by the information is limited by 
the fact that it must remain secret? To some degree this need for 
secrecy does indeed constrain the value of the intelligence, but not 
unduly so. Many states do not have a large separation between their 
government and their critical infrastructure. In some states, the gov-
ernment owns or operates critical utilities and the private sector does 
not participate much in developing military and intelligence capabili-
ties or orchestrating operations. In many states, state-owned corpora-
tions manage large strategic interests outside their national security, 
such as energy acquisition or technology development.80 When there 
is not a large gap between the private and public sector on important 
issues, states can more easily manage protocols for sharing intelligence 
in secret.
 In addition, states with significant roles for the private sector in 
critical infrastructure have begun working on ways to increase infor-
mation sharing.81 The United States is one of these nations, with pri-
vate companies operating large portions of the power grid, a broad 
array of defense contractors enabling its military and intelligence 
operations, and a thriving private financial sector. As a result of a large 
number of intrusions against these strategically important non-gov-
ernmental entities, the United States has created information sharing 
agreements with private sector entities of most interest to other 
states. The federal government has pressured private sector companies 
to employ more people with security clearances to handle secret 
information and has established temporary clearance programs to 
facilitate greater sharing of intelligence.82 The information shared is 
broader than just intelligence gathered from penetrating other net-
works. Nonetheless, these arrangements have the effect of giving the 
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American government greater ability to influence the defensive 
approaches employed to protect those corporations. It can also inform 
those approaches with actionable information, including information 
it alone can legally obtain.83

 This aspect of network defense has received significant high-level 
attention. President Obama is an advocate for these joint efforts, arguing 
that “There’s only one way to defend America from these cyber threats, 
and that is through government and industry working together, sharing 
appropriate information as true partners.”84 Similarly, the Department of 
Defense’s Cyber Strategy calls for supporting information sharing with 
major private-sector actors, because doing so “can significantly improve 
an organization’s ability to defend itself against a wide range of cyber 
attacks.”85 Congress passed broad information sharing legislation in late 
2015, though it is too early to see how effective the law will be when 
implemented. In general, however, with mutual defense and data sharing 
mechanisms in place, the intelligence gained from network intrusions 
becomes still more actionable and important.

Conclusion: The Second Pillar of the Cybersecurity Dilemma

This chapter has outlined the second pillar of the cybersecurity 
dilemma: sophisticated states have genuinely defensive reasons to 
launch intrusions into the networks of other states. Doing so can 
enhance network defense efforts, gather actionable information, and 
uncover future risks. All of this can often remain covert. In a time of 
perceived threat, when network defense poses persistent challenges 
and when many states feel vulnerable, defensive-minded intrusions can 
seem like an appealing and even necessary step.
 In one sense, the existence of defensive-minded intrusions in cyber 
operations is quite a departure from the traditional logic of interna-
tional relations and the security dilemma. With conventional forces, it 
is probably true that states could improve their defenses by stationing 
a military presence in the territory of a potential adversary. This mili-
tary unit could see preparations for attack, ready its armaments, and 
thwart the invasion before it made any progress. But the unilateral 
stationing of troops in a foreign country is an invasion and a violation 
of sovereignty, even if the invading state claims that the troops were 
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there to carry out a defensive mission. Defensive invasions with con-
ventional forces are still invasions, and carry with them the very strong 
likelihood of escalation and conflict.
 Defensive-minded network intrusions, on the other hand, are not 
invasions, but intelligence efforts. States carrying out these sorts of 
intrusions are gathering information on other states’ capabilities and 
attempting to do so in a covert fashion. To some degree, intelligence 
collection is a long-accepted part of international politics. Simply put, 
all states spy, and all states know this. But there are still dangers. As 
Chapter One showed, when intelligence collection is particularly 
threatening or easily mistaken for an imminent attack, it can animate 
the security dilemma. The key question is whether network intrusions, 
even defensive-minded ones, can be similarly threatening. The next 
chapter addresses that matter head-on.
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HOW NETWORK INTRUSIONS THREATEN

Overview

Stuxnet demonstrated the possibility of kinetic cyber attack and even-
tually attracted enormous attention. NITRO ZEUS, the American 
contingency plan, has since caused much discussion as a possible suc-
cessor. Commentators speculate on what might come next in the pan-
theon of destructive cyber attacks. But it is at least as revealing, though 
often glossed over, to consider what came first: the efforts that pre-
ceded and enabled Stuxnet’s destructive power.
 To have the desired kinetic effect, Stuxnet required detailed knowl-
edge of the Iranian facilities’ configuration.1 As discussed in Chapter 
Two, the operation required knowledge of the specific software that 
controlled the centrifuges. Stuxnet took advantage of deeply obscure 
or unknown vulnerabilities in the software in order to gain powerful 
access.2 Collecting this information took effort. The later destructive 
versions of Stuxnet were preceded by elaborate and specific recon-
naissance operations designed to learn about the target.3 Kaspersky 
Lab indicates that the NSA, as part of this preparation, penetrated five 
relevant Iranian contractors, collecting information about their net-
works and operations.4 The same five contractors served as an unwit-
ting conduit across the airgap when a major version of destructive 
code was delivered.
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 At the time, had Iran discovered such a snooping operation, its offi-
cials might not have been immediately fearful. After all, it was probably 
no secret that the United States were generally interested in informa-
tion about the country’s nuclear program, perhaps to determine how 
far the Iranian effort had progressed. Informed by examples of Stuxnet 
and other destructive attacks, however, Iran and other states are now 
surely more cognizant of the destruction that could follow such recon-
naissance. With this knowledge, the reaction might be one of fear.
 Fear is at the core of any security dilemma. It results from perceived 
threats. Much scholarship has examined the nature of threats,5 some of 
it with particular reference to network intrusions.6 A potential adver-
sary must have the capability to cause harm in order to qualify as a 
threat. It must also have the opportunity to act at a time and place 
where the capabilities will have a negative effect. In the case of pur-
poseful harm, intent is also required.7 Given the intricacy of sophisti-
cated cyber operations, however, accidents do happen.8 A state might 
intrude into another state’s networks for the purposes of intelligence 
collection or contingency planning, but inadvertently take some action 
that causes damage. For example, a mysterious and massive internet 
outage in Syria in 2012 appears to be the result not of an intentional 
attack, but of an NSA collection operation that targeted Syrian routers 
and went amiss.9 Due to the possibilities of accidents and in lieu of 
knowledge about intent, states often draw inferences about the capa-
bilities and opportunities of other states—an approach that has a his-
torically poor track record.10

 In this vein, this chapter argues that intruding into a network of stra-
tegic importance in another state is likely to be inherently threatening. 
This is the case even if the intrusion serves purely defensive purposes. 
Regardless of the true intent, the act of establishing a presence inside a 
potential adversary’s network gives intruders enormous opportunities 
for further action and can advance the development of capabilities. 
When a state uncovers an intrusion into one of its important networks, 
it faces the dilemma of interpretation. The ways in which an intrusion 
can cause harm influence how states resolve this dilemma of interpreta-
tion and decide on a response. Even if an intrusion is of the defensive 
sort described in the last chapter, the state suffering the intrusion will 
nonetheless fear that it poses more serious threats.
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 There are four types of threats that can result from network intru-
sions. First, network intrusions can inform specific follow-up cyber 
attacks and provide a means of launching them, affecting both capabil-
ity and opportunity. The enabling operations that preceded Stuxnet’s 
destructive components show this, as do other cases. Second, network 
intrusions can establish a persistent beachhead from which a state can 
launch additional operations, even those yet unplanned. This is a clear 
advantage in opportunity. Third, network intrusions can obtain infor-
mation that changes the general conditions under which future conflict 
or competition takes place, shaping future capabilities. Fourth, net-
work intrusions can pose significant counterintelligence challenges, 
altering both capabilities and opportunities.
 The rest of this chapter consists of sections that unpack each type 
of threat. Each section demonstrates three things: that performing 
intrusions can prepare options for the state that conducts them; that 
suffering an intrusion causes fear; and that, though these points have 
theoretical heft, there are already real world examples on which to 
rely. The chapter’s conclusion links back to the need for states to 
respond, briefly examining how and why states escalate the situation 
when they feel threatened. The fear caused by any major intrusion 
into strategically important networks is the last key part of the cyber-
security dilemma. It is what can cause tension even if all states desire 
only peace.

Network Intrusions Can Enable Targeted and Powerful Cyber Attacks

As the Stuxnet case shows, network intrusions can enable targeted and 
powerful cyber and kinetic attacks in a way that generates specific and 
realistic options for more immediate follow-up. States suffering a net-
work intrusion experience fear not just because it might change the 
balance of some far-off conflict, but because it might herald something 
closer to the beginning of one. That is, states can worry that the intru-
sion might set up a potential adversary’s offensive capability for possi-
ble use. A state’s best chance to thwart the possible attack may well be 
to root out the intrusion right away or to respond pre-emptively. In 
such circumstances, fear and uncertainty persist. Even though the 
sample size of destructive cyber attacks is comparatively small, there is 
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enough evidence of state behavior to observe empirically the enabling 
role of intelligence in attacks.
 Cyber attacks fit into two categories. In the first category are those 
attacks that require substantial amounts of information about the tar-
get to tailor the attack effectively. Such attacks usually have a specific 
purpose in mind. As a generalization, these attacks rely on exploita-
tion operations to gather intelligence that make the destructive attack 
possible. In a coordinated and deliberate attack operation, the exploi-
tation and attack components can work in tandem, with the attack 
effort often slightly behind the exploitation effort, but benefiting from 
the fruits of its labor. These kinds of attacks are the focus of this sec-
tion. The next section discusses attacks not requiring such detailed 
targeting information.
 The information required by these sorts of attacks varies tremen-
dously based on the operation. Operators might need knowledge of the 
target’s particular detailed software configuration, intelligence that goes 
beyond just the operating system and other easily obtained data. 
Alternatively, they could require the specifics of the physical machinery 
controlled by the target’s computers or information for target verifica-
tion checks. Some attack operations, like Stuxnet, necessitate all of the 
above. A rule of thumb is that the more powerful the physical effect an 
operation seeks, the more specific knowledge and tailoring it requires.11

 Stuxnet is not alone as an example. On 23  December 2015, the 
power in the Ivano-Frankivsk region of Western Ukraine went out. The 
cause was a cyber attack—the first time a widely-reported cyber attack 
has ever caused a blackout. As more than 230,000 residents lost power, 
the network intruders, potentially Russian in origin, continued 
methodically to wreak havoc. With access to the computer systems that 
controlled electricity distribution, they systematically manipulated 
circuit breakers and took power substations offline, almost sixty in all. 
In some of these substations, the attackers wiped critical software com-
ponents so that the devices were unresponsive to operators’ frantic 
commands to bring the system back online. The attackers also disabled 
the backup power supplies to some of the distribution centers, black-
ing out the system’s operators. A simultaneous attack against the cus-
tomer call centers complemented the operation, preventing customers 
from calling in to report issues and receive status updates. For good 
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measure, the intruders wiped vital software from the operators’ com-
puters, causing them to crash and rendering them unable to reboot. All 
told, the attack was a watershed moment, publicly demonstrating what 
is possible with cyber operations.12

 Like other sophisticated cyber attacks, this one took a great deal of 
time to prepare. The intruders performed important preliminary work 
for months before the attack. They gained access with spear-phishing 
emails to workers at three different power companies. Next, they per-
formed reconnaissance and pivoted throughout the well-segmented 
Ukrainian networks. To gain additional access, they stole user creden-
tials and eventually made their way to the systems that controlled the 
electricity operations. Detailed reconnaissance enabled them to under-
stand how the networks worked and how to have the desired effects. In 
these unglamorous and time-consuming phases, the attackers showed 
their skill. The investigation’s report concluded: “the strongest capabil-
ity of the attackers was not in their choice of tools or in their expertise, 
but in their capability to perform long-term reconnaissance operations 
required to learn the environment and execute a highly synchronized, 
multistage, multisite attack.”13 The intruders’ surreptitious presence, 
unnoticed for months, enabled the eventual damage.
 Policy documents and discussion have accounted for this operational 
reality. The need for exploitation efforts to inform specific attacks 
directly is implicitly acknowledged by some states, including the 
United States. The National Intelligence Officer for Cyber Issues, Sean 
Kanuck, highlighted the overlap in tools and access used in both exploi-
tation and attack, noting that “The ability to hold your opponent at risk 
[uses] the exact same set of technologies you would use to collect 
information on them.”14 Former NSA Director for Information 
Assurance Mike Jacobs, once in charge of key parts of the American 
cyber defense mission, spelled out the stakes of such information-
gathering intrusions. He said, “If you are engaged in reconnaissance on 
an adversary’s systems, you are laying the electronic battlefield and 
preparing to use it … In my opinion, these activities constitute acts of 
war, or at least a prelude to future acts of war.”15

 On the offensive side, United States policy recognizes the need to 
develop options through preparation and reconnaissance in advance of 
conflict.16 In 2012, President Obama signed a classified document, 
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Presidential Policy Directive 20, which established a protocol for how 
the United States should handle cyber operations with “significant con-
sequences.”17 Among other things, it directed the cyber operations com-
munity to prepare a “plan that identifies potential systems, processes and 
infrastructure against which the United States should establish and 
maintain [Offensive Cyber Effect Operations] capabilities; [and] pro-
poses circumstances under which [Offensive Cyber Effect Operations] 
might be used …”18 The directive itself acknowledges the importance of 
prior preparation: Offensive Cyber Effect Operations, which by the 
document’s definition are inside or against foreign networks, “can offer 
unique and unconventional capabilities to advance US national objec-
tives around the world with little or no warning to the adversary or 
target and with potential effects ranging from subtle to severely dama-
ging. The development and sustainment of Offensive Cyber Effect 
Operations capabilities, however, may require considerable time and 
effort if access and tools for a specific target do not already exist.”19

 Other military and intelligence community documents bear out the 
important role of exploitation in advance of an attack. Officials in the 
Department of Defense saw a need to distinguish between intelligence 
collection operations, which can gather information for a variety of 
reasons, and specific reconnaissance operations, which enable a follow-
up cyber attack. In response, they have advanced the notion of “Cyber 
Operations in Preparation of the Environment” (C-OPE). Department 
of Defense documents define these operations as:

Non-intelligence enabling functions within cyberspace conducted to plan 
and prepare for potential follow-up military operations. C-OPE includes 
but is not limited to identifying data, system/network configurations, or 
physical structures … for the purpose of determining system vulnerabili-
ties; and actions taken to assure future access and/or control of the sys-
tem, network, or data during anticipated hostilities.20

 A 2010 memo from the Vice Chairman of the Joint Chiefs of Staff 
instructs military personnel to use C-OPE where they previously21 
would have referred to computer network exploitation or computer 
network attack operations “as an enabling function for another military 
operation.”22 Cyber Command’s 2010 announcement message, declas-
sified in 2016, states that planning and executing such efforts is one of 
its responsibilities.23
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 This definition, with mention of ensuring access and control, makes 
it clear that C-OPE goes beyond mere scanning and target acquisition. 
A separate and previously written classification guide from the NSA 
indicates that the intelligence community has a similar practical under-
standing of the tight connection between cyber espionage and cyber 
attack, even if the operational authorities are different.24 The NSA 
document states that it is an unclassified fact that the signals intelli-
gence agency “performs [computer network exploitation] to support 
U.S.  Government [computer network attack] efforts.”25 Without first 
collecting intelligence, sophisticated attacks are near-impossible.
 Other states are less open about their views of the linkage between 
exploitation and attack. Nevertheless, what evidence does exist indi-
cates that they perceive things in much the same way. The Chinese 
Science of Military Strategy, a major document published once every fif-
teen years that provides an outline of the state’s doctrine and approach, 
makes this clear. Some analysts of Chinese doctrine quote the Science of 
Military Strategy as extolling the virtues of network intrusions for 
exploitation purposes, believing that other states will not see them as 
a reason to escalate into conflict. Nonetheless, the Chinese authors 
write, “one need only press a button” to switch from exploitation to 
attack—presuming one has done enough preparation to build the capa-
bility.26 Both the United States and China recognize the threat of 
exploitation that leads to attack. If left unchecked, the prospect of 
impending damage can serve to increase a state’s fear of suffering 
intrusions into strategically important networks.

Network Intrusions Can Provide a Beachhead for Further Operations

The second category of cyber attacks comprises those efforts that do not 
require a separate substantial exploitation operation in advance of the 
attack. As a result, these missions are more self-contained, following the 
intrusion model more linearly. Previous intrusions, even genuinely 
defensive ones, can make these sorts of attacks more easily achievable by 
providing access to the target network. In so doing, they can animate the 
security dilemma by making any intrusion seem more threatening.
 A great deal of information can make a cyber attack more precise in 
its effects. The reverse is also true: relying upon only basic targeting 
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information means that attacks are likely to be less carefully calibrated 
and controlled. This does not mean that they are necessarily impotent, 
however, as some can be quite damaging. It means only that they are 
harder to wield carefully and with predictable effect. NSA’s public 
guidance therefore warns of this danger and reiterates the importance 
of keeping intruders out in the first place:

Once a malicious actor achieves privileged control of an organization’s 
network, the actor has the ability to steal or destroy all the data that is on 
the network. While there may be some tools that can, in limited circum-
stances, prevent the wholesale destruction of data at that point, the better 
defense for both industry and government networks is to proactively pre-
vent the actor from gaining that much control over the organization’s 
network.27

 An example of this sort of damaging but imprecise effect is a 2014 
attack against Sands Casino, which spread erratically throughout the 
Sands network, destroying computers and server software as it went. 
In total, the attack wiped three-quarters of the computers in the com-
pany’s Las Vegas facilities. The attackers, who probably did not have an 
appropriate testbed or a detailed understanding of Sands’ global infor-
mation technology operations, missed an opportunity to do still more 
damage. Their code erased key nodes that stopped the malicious effects 
from spreading to the overseas parts of the casino’s network, some-
thing that greater planning and reconnaissance before the attack might 
have been able to avoid. It seems likely that the Sands attackers did not 
have the skill, resources, or time to carry out a more complex opera-
tion; the limitation probably was not time, as the attackers spent 
months in the Sands network.28

 The Sands incident is not alone. Similar attacks were launched, 
likely by different attackers, against Aramco,29 the world’s largest oil 
company, in 2012; against South Korean banks in spring 2013;30 and 
against Sony Pictures Entertainment in the fall of 2014. Iranian orga-
nizations suffered attacks of a somewhat similar nature, but less evi-
dence is available on those cases.31 In each known case, once the attack-
ers activated the payload, the destructive effect quickly spread across 
thousands or tens of thousands of computers. Employees noticed that 
their computers simply stopped working and their screens displayed a 
message of triumph or threat.32
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 A pattern emerges from these cases. Lower-tier actors carried out 
the attacks as part of a response to a political moment: the Sands attack 
is attributed to Iran in response to comments made by the casino’s 
owner, Sheldon Adelson;33 the Shamoon attack appears to be an Iranian 
response to Stuxnet and to the attack on the country’s oil and gas 
industries;34 and the attacks on South Korean banks and on Sony are 
widely thought to be the work of North Korea in response to political 
tensions.35 Each of the attacks also inflicted a sizable amount of dam-
age, though the attackers might have hoped for more.36 Each of the 
targets eventually recovered, though each was in some ways shaken by 
the episode. The lasting effects were primarily political.
 But not all future attacks of this sort will be similarly limited or 
symbolic. Adversaries more capable than Iran and North Korea may be 
able to have a greater effect with the same levels of access, may obtain 
a greater level of access in their routine intrusions, may act in response 
to security concerns instead of political ones, and may have less fear of 
reprisal. The small sample size of this set of attacks and their more 
imprecise nature does not mean that future ones do not pose a threat.
 These attacks follow the intrusion model in a particularly interesting 
way. A technique common to this class of attacks is overwriting critical 
code in as many computers as possible. Frequently, this critical code 
serves as a foundation for the rest of the computer’s functioning. Once 
an attacker wipes it, the machine will crash. The software to achieve 
this is widely available and does not require particularly intricate 
knowledge of the target system.37 Attackers might only need to know, 
for example, the version of the Windows operating system in use, not 
detailed configuration information. As a result, developing a payload of 
this sort is comparatively easy and, with enough access, activating it is 
also reasonably straightforward. Therefore, the early parts of the 
model—determining the target, making entry, pivoting and gaining 
privileges within the network—are what can take the most time and 
effort for attackers of this sort. Without obtaining such access, nothing 
can happen.
 This is where an unrelated previous network intrusion can play an 
important role. The access gained by such an intrusion can be valuable, 
even if the intrusion is for an entirely different purpose. Attackers can 
piggyback off this already-existing presence, skipping the early steps of 
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the intrusion model, and get right down to their business of deploying 
and activating the attack code. The operational effect is simple but 
important: well-placed network intrusions in a potential adversary’s 
systems can serve as a series of beachheads for later attacks, ensuring 
that operators can deploy attack code with minimal interference and 
delay. These intrusions can reduce the time required to launch attacks 
and provide commanders with options in the case of conflict. Scholars 
have long seen the ability for a state to act quickly and without warning 
upon a newfound intention as a cause of fear and escalation in interna-
tional politics.38 Cyber operations are perhaps one of the best new 
examples of this dangerous possibility.
 Network intrusions oriented towards gathering information serve 
as very good beachheads because they so thoroughly gain control of the 
targeted system. Even those operations that are not terribly sophisti-
cated can often entirely compromise the victim’s computer, capturing 
keystrokes, recording sounds and video (via the computer’s camera), 
and monitoring general activity. Intruders often gain administrative 
access at the operating system level and load additional software, much 
of which is also widely available, to perform the collection. For a 
sophisticated collection operation, the level of access may be even 
greater still. For example, the previously mentioned Five Eyes mali-
cious code known as Regin, which does not appear to have been col-
lecting intelligence in preparation for any specific attack, had remark-
ably deep access to the systems it victimized.39

 An excellent illustration of the fact that espionage and attack require, 
in many cases, similar levels of access is that many of the wiper attackers 
also stole sensitive information. When intruders targeted the Saudi oil 
company Aramco, for example, they also published internal data from 
within the company’s networks as part of a message claiming credit. The 
message, which coincided with the pre-planned strike date in the code, 
included lists of the company’s network infrastructure, passwords to 
email accounts, and credentials for accessing the network remotely.40 
The much-publicized Sony intrusion, likely carried out by North Korea, 
followed a similar model. In the aftermath of destroying the data on 
many of the company’s computers and servers, the intruders began 
leaking corporate secrets online, including embarrassing emails, pass-
words, employee information, and movie scripts.41 The attackers of 
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Sands Casino also posted a video of themselves scrolling through more 
than a terabyte of data taken from the corporate network.42

 The net effect of this strong linkage between exploitation and attack 
is to complicate both the dilemma of interpretation and the dilemma 
of response. A state that detects an intrusion into one of its important 
networks, even an intrusion that does not appear to gather information 
to enable an attack,43 will face a number of hard challenges. The state 
will have to decide what the intent was in launching the intrusion and 
if that intent might change over time. It will have to determine if the 
intruders have made entry before and whether those entry points 
might still be able to serve as beachheads for later attack. If so, a 
response that removes one beachhead might not mitigate the overall 
threat, but may escalate tensions with the intruding state if done in 
public view. Decision-makers must make all of these determinations in 
a context fraught with uncertainty and fear, making the cybersecurity 
dilemma more real.

Network Intrusions Can Change the Conditions of Conflict 
and Competition

Intrusions into important networks can also pose a more general 
threat. Like all forms of intelligence collection, the acquisition of stra-
tegic intelligence via network intrusion can shape how future conflict 
and competition take place. This sort of collection is of enormous value 
to virtually every state and can be tremendously broad in scope. While 
the collection of such information can serve narrow defensive aims, it 
will often go beyond that. Simply put, when it comes to strategic intel-
ligence, the state collecting the information is better off, while the 
state suffering the loss of secrets is worse off. Network intrusions can 
aid this effort in at least three ways.
 First, information gained from network intrusions can be enormously 
valuable in establishing joint military operations44 with cyber effects. 
Many states have announced plans for adding cyber units to their military 
and intelligence arsenals, but few have discussed the challenges of doing 
so. In addition to the major issues in doctrine, organization, training, and 
technology development, specific integration issues persist.45 In order to 
be well integrated and useful for joint operations, capabilities must meet 
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a few difficult criteria. Commanders seeking to use a capability must 
have a reasonably solid idea of the target, must know that the capability 
will work against that target, must have some idea of the effects, and 
must know that its use is legally and ethically permissible.
 An anecdote illustrates the point. In 1999, at a closed-door sympo-
sium of high-level American military officials working on information 
warfare, the senior Air Force officer in Europe, General John Jumper, 
addressed barriers to the use of cyber capabilities. He said:

I picture myself around [a] targeting table where you have the fighter pilot, 
the bomber pilot, the special operations people, and the information war-
riors. As you go down the target list, each one takes a turn raising his or 
her hand saying, ‘I can take that target.’ [But the info warrior] says, ‘I can 
take the target, but first I have to go back to Washington and get [presiden-
tial approval].’46

 Additional administrative hurdles make capabilities less appealing.47 
Although Jumper was speaking in the context of authorization, legal, 
and oversight issues, one can also imagine the same discussion focused 
on the methods used. The tools of bombers, fighters, and special 
operators are obvious to all around the table. But the network intrud-
ers will go through the long process described in the intrusion model 
and, in many cases, see no obviously visible sign that they have 
destroyed the target. Indeed, the target to them will frequently be 
different in kind, as they will often affect the software, rather than the 
physical presence, of the adversary. Their methods, authorities, and 
capabilities—at least until integration and routinization take place—
are much more opaque to the others.48 This is true even if they are 
sometimes better for the job. For example, during a key point in the 
Gulf War, the United States risked greater collateral damage when it 
opted to bomb an Iraqi telecommunications tower rather than use 
then-newfangled cyber capabilities.49

 Network intrusions in advance of conflict can collect information 
that can alleviate some of this uncertainty. At scale, these intrusions 
can therefore make it easier to integrate cyber attack options more 
generally into joint operations and to move such capabilities into more 
mainstream military focus. By so doing, they can provide more work-
able options to commanders, increase the capabilities of military forces, 
and advance overall prospects for success in conflict. This is another 
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reason why states have incentives to prepare operations, or parts 
thereof, in advance.
 Thorough digital reconnaissance, often aided by network intrusions, 
is key. By understanding what possible targets are out there, intruders 
in effect take care of the first part of any future operation: target acqui-
sition. Widespread collection of information on hardware and software 
configuration reduces the time before operators can launch an attack 
against those targets. Sometimes operators can obtain this information 
by scanning, but at other times they must launch intrusions. Feeding all 
of the collected information back into a centralized location—build-
ing, in effect, a map of potential targets for cyber operations—is an 
enormous challenge, but one that can help tip the scales of future con-
flict if done successfully.
 Another important point follows: widespread reconnaissance of 
various forms can enable the development of capabilities most likely to 
be of use. With a detailed understanding of a wide range of potential 
targets, states can find, acquire, and develop exploits most likely to 
work against the hardware and software used by those targets. They can 
do the same for the tools they will use after obtaining access. Once 
states develop these exploits and tools, they can test their capabilities 
in simulated environments, informed by the intelligence gathered from 
network intrusions and general collection. Such tests can give them 
greater certainty about what the effects of the cyber capabilities might 
be. Over time, this confidence, and the successful demonstration of 
operations, can reduce the need for hyper-specific legal oversight, 
increase reliability, and improve joint efforts.50

 The United States carries out reconnaissance efforts of this sort. The 
Defense Advanced Research Project Agency (DARPA) within the 
Department of Defense has begun something titled Foundational Cyber-
warfare, but far more commonly referred to as Plan X.  Plan X is a largely 
secret effort, but because of the contracts associated with the project 
(worth at least $110 million), some information is public. The project is 
explicitly not a cyber weapons development program,51 but it is “com-
plementary” to such programs52 and enables exactly the sort of integra-
tion and routinization discussed above.53 Among other things, Plan X 
aims to build a continuously updated map of targets for commanders. In 
so doing, it will enable the swift launch of cyber operations against these 
targets. Former acting DARPA Director Ken Gabriel described the map 



THE CYBERSECURITY DILEMMA

88

as “a rapid, high-order look of what the Internet looks like—of what the 
cyberspace looks like at any one point in time.”54 The military does not 
overtly state that the data sources for this map include network intru-
sions. Without specifying a source, officials have made clear that the 
project aims for particular information on potential targets.
 This granular information can enable attack operations within 
Plan  X.  The Washington Post interviewed General Michael Hayden, for-
mer Director of the NSA, and reported on his vision for “a map with 
red dots representing enemy computers and blue dots representing 
American ones. When the enemy upgrades his operating system, the 
red dots would blink yellow, meaning the target is out of reach until 
cyber operators can determine what the new operating system is” and, 
presumably, what vulnerabilities it has.55 Early prototypes shown to 
reporters reveal something close to Hayden’s idea.56 When the system 
identifies a potential target and collects enough information about con-
figuration and potential weaknesses, the target appears in red. In the 
prototype Plan X interface, the operator of the system can select the 
potential target and see the available cyber capabilities best suited for 
use against that target. The operator can then select one of the available 
capabilities and fire it against the target, launching the cyber attack.57

 Although Plan X is not an exploit development program, the effort 
aims to study the potential usage and effects of cyber capabilities and 
to increase the confidence around that sort of analysis. It includes 
ambitious research that seeks to make execution of mission plans in 
cyber operations as easy and automated as “the auto-pilot function in 
modern aircraft.”58 It also tries to develop “formal methods to provably 
quantify the potential battle damage from each synthesized mission 
plan.”59 In other words, the information from reconnaissance is of great 
use when coupled with information on operational capabilities—
including cyber capabilities developed outside of Plan X—and how 
those capabilities perform under certain conditions.
 DARPA Director Arati Prabhakar summarized the intended overall 
effect of Plan X succinctly and in such a way that, if realized, leaves no 
doubt as to its value for joint operations in future conflict. The effort, 
he said, seeks:

[to] allow cyber offense to move from the world we’re in today—where 
it’s a fine, handcrafted capability that requires exquisite authorities to do 
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anything … to a future where cyber is a capability like other weapons … 
A military operator can design and deploy a cyber effect, know what it’s 
going to accomplish … and take an appropriate level of action.60

But fully achieving this shift almost certainly requires a great deal of 
information on foreign networks, including information often best 
gained from network intrusions. And lest there be any confusion about 
whether the plan might be threatening to potential adversaries, the 
documentation which DARPA has made public is clear about the 
effort’s end goal: to “dominate the cyber battlespace.”61

 The intelligence community in the United States also does this sort 
of reconnaissance and preparation, though still further from public 
view. Within the NSA, there is a separate effort underway to map as 
much of the internet as possible. Known as TREASUREMAP, NSA 
documents describe it as a “massive Internet mapping, exploration, and 
analysis engine,” one that seeks to provide users with a “near-real time, 
interactive map of the global internet.”62 The documents note how such 
a map is of great value both for defensive missions, but also for per-
forming reconnaissance into foreign networks and “computer attack 
[and] exploit planning.”63 The system takes information from a number 
of sources into account, including data from unauthorized network 
intrusions into routers and computers around the world.64

 In addition to enabling joint operations, breaking into foreign net-
works can also change the general conditions of future conflict by pro-
viding insight into the potential adversary’s intentions, capabilities, and 
decision-making processes. In this regard, network intrusions can serve 
a role long filled by other forms of signals intelligence. In the post-
Snowden world, there is much to discuss in this area, but a few exam-
ples will suffice for demonstrating that such activities are possible—
and at great scale—via cyber operations.
 Network intrusions can provide insight into the strategy of other 
states. The United States conducted intelligence operations via cyber 
capabilities that targeted 122 world leaders, including major allies like 
Germany and Mexico, according to NSA documents. Though American 
officials did not confirm the count or scale of such collection, they have 
implicitly acknowledged and reportedly somewhat curtailed such 
activities.65 These operations targeting political leadership could 
involve electronic close access. For example, in the case of Mexican 
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president Peña Nieto, the NSA collected and analyzed the cell phone 
communications of Nieto and “nine of his close associates,” including 
almost 85,000 text messages. The agency also penetrated the devices 
of Nieto’s predecessor, Felipe Calderón. NSA documents highlight the 
method and the access obtained: operators “successfully exploited a key 
mail server in the Mexican Presidencia domain within the Mexican 
Presidential network to gain first-ever access to President Felipe 
Calderón’s public email account.”66 Other states almost certainly 
attempt or perform similar types of intrusions; the apparent intrusion 
by Russian intelligence into the networks of the Democratic National 
Committee in 2016 is but one example.67

 The value of intrusions is not limited to understanding foreign politi-
cal leadership, however. The United States also targets the military com-
munications of other states, something else in which it is surely not 
alone. For example, as part of general and ongoing collection, the United 
States targeted the networks often used by Chinese military officers.68 In 
other cases, such as immediately prior to NATO operations in Libya, 
collection fulfills specific pressing military needs.69 Although journalists 
have withheld many of the details of American activities because they 
involve ongoing operations against potentially adversarial states, enough 
has entered the public domain that one can be reasonably confident that 
such intrusions are occurring. The high-level American documents that 
journalists have published describe intrusions targeting “priority” targets 
of China, Russia, and Iran—none of which should come as a surprise, 
given geopolitical circumstances.70

 In addition to intercepting political and military communications, 
intrusions can shed light on potential adversaries’ capabilities. Such 
information can find weaknesses that a state can exploit at the right 
moment. The United States Defense Science Board, a committee of 
national security experts, highlights the danger. Among the more than 
two dozen “compromised” technologies mentioned in the report are 
the Joint Strike Fighter, other advanced aircraft, anti-air defenses, and 
naval capabilities.71 The public summary concludes: “The cyber threat 
is serious and … the United States cannot be confident that our critical 
Information Technology (IT) systems will work under attack from a 
sophisticated and well-resourced opponent utilizing cyber capabilities 
in combination with all their military and intelligence capabilities …” 
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The report specifically cites network intrusions against American tar-
gets as a basis for this conclusion.72 Other sources confirm this assess-
ment. A 2016 report from the Pentagon’s chief weapons tester warned 
that “cyber opposing forces frequently attained a position to deliver 
cyber effects that could degrade operational missions, often signifi-
cantly,”73 while a separate set of leaked documents appear to confirm 
the American intelligence community’s belief that actors in China 
obtained “many terabytes” of data on key weapons programs.74

 The danger is that intruders who obtain such information in advance 
of conflict aim not only to discover vulnerabilities in vital military sys-
tems, but also to aid developing parallel capabilities. For example, 
there are similarities between recently developed Chinese military 
aircraft and American aircraft whose plans were copied via network 
intrusion.75 One American military pilot compared the new Chinese 
jets to their American counterparts by saying, “I think they’ll eventually 
be on par with our fifth gen jets [the class of the Joint Strike Fighter]—
as they should be, because industrial espionage is alive and well.”76 
States can also use intrusions to keep an eye on the technological devel-
opments of other states, even when the intent is not necessarily to copy 
their developments. The NSA’s tracking of “high priority Israeli mili-
tary targets,” including drone aircraft and advanced missile systems, is 
an example of this.77

 The third way in which network intrusions can affect the general 
conditions of interstate competition is in a non-military fashion. While 
the security dilemma is largely focused on conflict, the discussion can 
extend to economic and political competition as well. Because of such 
concerns, a network intrusion may be threatening for reasons that do 
not relate to war. This is particularly important when considering 
intrusions between allies or neutral states. Even if such states are 
unlikely to do battle with one another in the foreseeable future, net-
work intrusions can nonetheless cause fear and animate a security 
dilemma of sorts. This is increasingly true in a post-2008 financial crash 
context, in which economic security is an increasingly important part 
of national security and all states compete in a globalized economic 
marketplace. In the Obama Administration, the intelligence commu-
nity produces a daily “Economic Intelligence” briefing.78 Such knowl-
edge is tightly controlled, even amongst close allies. British documents 
note that “Economic well-being reporting cannot be shared with any 
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foreign partner”—a prohibition which is comparatively rare for the 
United Kingdom, given its incredibly close intelligence relationship 
with the United States.79

 There is great debate about the value of network intrusions on eco-
nomic competitiveness.80 Though important and interesting, this debate 
is largely beyond the scope of this text. The perception, right or wrong, 
that network intrusions can provide gains in economic competitiveness 
is what can escalate something akin to the security dilemma. Within the 
United States, this perception is fueled by the indictment of Chinese 
People’s Liberation Army officers for conducting industrial espionage 
against American entities,81 regular media discussion of intellectual 
property theft,82 and a large number of intrusion reports.83 Outside the 
United States, a similar perception thrives. The Snowden documents 
provide evidence that the NSA, for a variety of potential reasons, tar-
geted economic entities such as private corporations, to international 
consternation.84 But this is not a new trend. Even before the Snowden 
debates, allies accused the United States of harmful economic espio-
nage. American officials deny that their espionage against economic 
targets is for competitive advantage, instead arguing that it is defensive 
in nature and seeks to guard against the deleterious effects of foreign 
corruption on American business.85 All of these activities are not about 
war, but parallel the security dilemma nonetheless.
 Overall, network intrusions can provide information and access 
valuable in conflict, in peacetime, and, potentially, in economic com-
petition. For policy-makers who know they will have ready cyber 
operations capabilities and insight into the leadership and capabilities 
of other states, the risks of conflict, escalation, and competition surely 
appear more manageable. For policy-makers who know or fear that 
their networks have been penetrated—even, or especially, if they do 
not know the degree—the risks surely appear greater. The ways in 
which a network intrusion can change the future power dynamic, with 
options and capabilities for one side and fear for another, shows how 
threatening they can be.

Network Intrusions Can Pose Major Counterintelligence Challenges

A final way in which network intrusions can threaten states is by 
enabling counterintelligence operations. Counterintelligence, the art 
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of understanding and thwarting other actors’ espionage attempts, pre-
dates cyber operations. It has long been essential to gathering and using 
intelligence. Nor is it a new idea that counterintelligence could involve 
penetrating other organizations. Well before the era of cyber opera-
tions, the American spymaster Allen Dulles argued for offensive coun-
terintelligence that proactively targeted potentially adversarial intelli-
gence services.86

 In cyber operations, effective counterintelligence can threaten a 
foreign intelligence service by gathering information on how the intel-
ligence service works and what it knows. As the last chapter showed, 
this can have immediate defensive value. Effective counterintelligence 
can go beyond near-term defenses, however, providing a means for the 
intruding state to increase understanding, manipulation, and weaken-
ing of its counterpart’s services. This can be a threatening prospect to 
the intelligence organization suffering the intrusion.
 An obvious counterintelligence threat is an intrusion into the central 
networks of an intelligence service. In such cases, the counterintelli-
gence gains for the intruders are easily apparent and exceed that which 
is useful for narrow defensive purposes. If the intruding state pene-
trates far enough, it can learn about the internal workings, operations, 
capabilities, and communications of its counterpart. Department of 
Defense documents directly acknowledge this sort of collection. A 
2009 strategy, later declassified, outlines how counterintelligence 
teams will “penetrate our adversaries’ intelligence operations to assess 
their tradecraft, source networks, and leadership structures, while 
validating the reliability of our own sources and methods.”87 After 
Snowden, there is little doubt about the amount of information con-
tained on these networks. For this reason, therefore, the security of 
intelligence agencies’ computer systems is of paramount importance.
 The targeting of foreign intelligence agencies is therefore a sensitive 
topic. Journalists, even those with access to classified documents, rarely 
discuss the particulars of these operations. Although states are likely to 
try to penetrate each other’s intelligence services with at least as much 
regularity in the digital age as before it, there is only some evidence of 
these attempts. One related example, which came to light because it did 
not involve directly targeting an intelligence agency, gives a few hints. 
The United States targeted Huawei, a Chinese government-owned tele-
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communications company that the United States had long suspected of 
ties to the Chinese espionage apparatus. In part, NSA documents indi-
cate, the United States operation sought to uncover the nature, if any, of 
these connections. If the link was as tight as some suspected, the intru-
sion could reveal valuable information. One NSA document from the 
operation quotes an analyst as saying, “If we can determine the compa-
ny’s plans and intentions, we hope that this will lead us back to the plans 
and intentions of the [People’s Republic of China].”88 The documents do 
not say what the intruders learned.
 Another report shows how entities with any possible connection to 
intelligence activities become targets. Once the NSA began building a 
new Utah data center, the agency’s largest, signs of attempted network 
intrusion against Utah government networks dramatically increased. 
State officials estimate that the new level of “attacks” increased ten-
thousand-fold after the NSA began construction. This was the case even 
though the NSA networks are entirely separate from those of the Utah 
government. Nevertheless, other American states without NSA data 
centers did not experience the same jump in targeting. Utah Public 
Safety Commissioner Kevin Squires told a legislative committee that 
he thought the reason for the spike in activity was the arrival of the 
signals intelligence agency. “I really do believe it was all the attention 
drawn to the NSA facility … That’s a big deal,” he said.89

 A second counterintelligence threat is that a network intrusion 
could reveal what an intelligence agency knows about a particular sub-
ject and the capabilities it employs to gather that information. While 
the core networks of intelligence agencies are (in theory, at least) care-
fully defended, other parts of an intelligence agency’s infrastructure 
might not be. For purposes of obfuscation, operators often rent infra-
structure from third-party hosting providers or otherwise place it 
outside their core network. An adversary could penetrate these servers 
and learn operational details. Chapter Three showed how information 
on an adversary’s operational capabilities can inform defensive measures, 
but the counterintelligence risk goes deeper than that. Compromise of 
an intelligence agency’s infrastructure can reveal the results of secret 
operations to an intruder. This fulfills two central goals of counterintel-
ligence: to know what the other side knows about important matters, 
and to know how the other side knows it.
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 The NSA refers to this sort of collection, which piggybacks on 
another state’s existing operations, as “fourth-party collection.”90 
Documents contain a few examples.91 In one file, an intelligence com-
munity employee recounts how the Five Eyes targeted South Korea’s 
signals intelligence operations. In the course of doing so, they learned 
of South Korean espionage operations against North Korea, also a state 
of great interest to the Five Eyes. They compromised the exfiltration 
points of those operations through which the South Koreans brought 
back the data. A separate NSA document describes this sort of opera-
tion as fourth-party “active acquisition.”92 In so doing, the NSA analysts 
understood the sources of South Korean intelligence as well as the 
content—a clear counterintelligence victory.93

 This example leads into a third way in which network intrusions can 
pose a counterintelligence threat: suffering a network intrusion could 
bolster the intruding state’s operational opportunities. The intruders 
can do more than just collect the information gathered by the fourth-
party state’s compromised operation, as appeared to happen in the 
South Korean case. Indeed, the intruders can use their fourth-party’s 
position as a jumping-off point for further access of their own. 
Alternatively, or in addition, the intruders can examine the exploits 
and tools used by the fourth-party state and adapt them for their own 
use, potentially in other operations.
 Once again, NSA documents confirm that these ideas have reso-
nance within the intelligence community. The documents include a 
multi-layered “decision-tree” that clarifies the various options available 
under fourth-party collection. The document discusses “Victim 
Stealing/Sharing,” which “exploits weaknesses in foreign [computer 
network exploitation] implants and [Command and Control] systems 
to gain access to victims and either take control of the foreign implant 
or replace it with our own.”94 This is not a disruption or attack opera-
tion, but one designed to get better access to a target. The document 
describing the South Korean/North Korean case indicates that the Five 
Eyes eventually developed their own position, as part of an effort to 
avoid unduly “rely[ing] on an untrusted actor [South Korea] to do your 
work for you.”95

 The NSA’s fourth-party decision tree document also highlights that 
the agency has at least considered the concept of adapting another intel-
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ligence service’s exploits, as opposed to just its access, for their own 
operations—a concept not unique to the agency.96 The briefing notes the 
ways in which this can advance the NSA’s capabilities and accelerate its 
operational process: “Re-purposing utilizes captured foreign [Computer 
Network Exploita tion] components (implants, exploits, etc.) to shorten 
the development of our own [Computer Network Exploitation] tools.”97 
What happens after the agency repurposes the exploits is not clear from 
the documents made public, however. One possibility is that a network 
intrusion resulting in repurposing enables a state’s own tools to be used 
against it, which is rightly worrying. More destabilizing still might be the 
prospect of using repurposed exploits to carry out false flag attacks, for 
which a state might be wrongly implicated. A final prospect is that the 
repurposed exploit could be used against the same target, since it is 
effective; NSA documents suggest that the agency did this in one case, 
but provide few details.98

 Before concluding the discussion on counterintelligence, it is worth 
returning to the works of Michael Herman, the practitioner-turned-
academic who applied the security dilemma to intelligence operations. 
Herman, writing about counterintelligence generally, noted the strong 
sense of paranoia that arose in the discipline. This paranoia, he 
explained, was ultimately deeply damaging,99 delaying operations and 
arousing suspicion in such a way that could eventually contribute to the 
security dilemma. Intrusions into certain sensitive networks might well 
evoke the same degree of paranoia. While counterintelligence officers 
have always worried about double agents in their midst, now they have 
much greater cause to fear the corruption of their agency’s technology 
as well.100

Conclusion: The Third Pillar of the Cybersecurity Dilemma

This chapter has made the case for the cybersecurity dilemma’s third 
and final pillar: states will interpret most or all intrusions into strategi-
cally important networks as threatening, for at least one of the above 
reasons. If they cannot determine the intent of an intrusion or if there 
is ambiguity in the dilemma of interpretation, they will have a ten-
dency to err, sometimes significantly so, on the side of caution. All else 
being equal, they will assume the worst.
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 Practically, how does this tendency to feel threatened affect the 
response? It certainly varies by circumstance. Weaker states will have 
limited means of countering stronger states. One recourse for these 
states is discreet diplomatic discussions with the intruding state, but 
these can be difficult if there is plausible deniability or if the states do 
not trust one another. Another approach is to lodge protests in inter-
national institutions, making the case public. But this can sometimes be 
of limited value in an anarchic self-help system, especially if there are 
not clear norms of behavior. A final option is to pursue asymmetric 
means of response in retaliation—escalation in the only way a weak 
state can.
 Medium-tier states, especially when confronting other medium-tier 
states, might pursue more symmetric responses. These states can 
launch intrusions of their own, try to develop new capabilities, or call 
on allies for assistance. Once they have observed the intruders’ opera-
tional techniques, they will likely try to root out the intruders from 
their networks as best they can. In short, they will try to reassert their 
control over the situation as much as possible. They might seek to 
assure their own freedom of action, developing offensive options while 
denying the same to their potential adversary. From the perspective of 
the potential adversary, particularly one that launched its intrusion 
with purely defensive intent, this approach could possibly seem escala-
tory and threatening.
 Strong states have still more options. Most significantly, they might 
perceive a serious threat, yet feel somewhat reassured by their deter-
rence capabilities and the resilience of their networks. In other words, 
a state that truly believes in its capacity to deter other actors or absorb 
the effects of an intrusive network breach can worry less about the 
network intrusions described in this chapter. This strong state can 
assume the worst—that another state has gained the ability to do harm 
to its important networks—and be somewhat confident that the other 
state will nonetheless be partially constrained in its behavior. The 
strong state suffering an intrusion may still seek to root out the intrud-
ers and to deny the potential adversary’s capability, but it will likely not 
feel the same need for escalation.
 Nevertheless, a state’s belief in its capacity for deterrence and resil-
ience has limits. Most obviously, if a state is trying to deter the act of 
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intrusion, rather than of attack or other operational effect, the need for 
a credible response can be a cause for escalation. Even if the state tries 
to deter an attack with a promise of a second strike, important con-
straints remain. Deterrence might be less effective if the adversary is a 
non-state actor, if the adversary does not have much of value to hold at 
risk for retaliation, or if the adversary is not rational. Further, a strong 
state’s vulnerability may be so great that, even if the state is somewhat 
confident in the resilience of its systems, intrusions into truly impor-
tant networks will still cause consternation. Deterrence and resilience 
often offer only partial ways out of the problem.
 As a result, strong states suffering intrusions also sometimes fear 
what might happen next. Two cases from the United States that are 
now in the public domain illustrate this point. In 1998, at a time of 
rising tensions between the United States and Iraq, American network 
defenders detected intruders in the military’s logistics and communica-
tions networks—a case known as Solar Sunrise. American officials 
were deeply concerned that these intruders could hamper the mili-
tary’s ability to fight in a crisis. General John Campbell, then in charge 
of information operations for the Joint Staff, described the fear of what 
the intruders could do to the military’s key computers: “If you take one 
part of that machine, and disable it, you[’ve] got a real problem trying 
to make a deployment take place.”101 Eventually, after frantic investiga-
tion and remediation, the United States identified the intruders. They 
turned out to be not Iraqi operators, but three teenagers, two 
American and one Israeli. Yet even this amateur intrusion had set off 
alarm bells throughout America’s senior leadership because of what it 
appeared to portend. A sophisticated intrusion by another state would 
likely be of still greater concern.
 The second example shows just what this greater level of concern 
might look like. In 1996, intruders of Russian government origin pen-
etrated a large number of American military, academic, and govern-
ment networks. In 1998, American investigators discovered this effort 
and code-named it Moonlight Maze. Very senior policy-makers again 
feared the worst. They launched a massive international investigation, 
spanning multiple agencies and involving military, law enforcement, 
and counterintelligence personnel. As part of the response, the United 
States government launched intrusions against Russian computers, 
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seeking to gather information.102 The investigation showed that the 
intruders had gathered a wide range of sensitive data. This led Richard 
Clarke, then one of the government’s most senior officials handling 
cybersecurity matters, to spell out the stakes in cybersecurity dilemma-
esque language, warning that these intrusions constituted “cyberwar 
reconnaissance.”103 Then-Deputy Secretary of Defense John Hamre 
interpreted the intrusions still more forcefully, bluntly telling a classi-
fied meeting of the House and Senate Intelligence Committees in 1999 
that “We’re in the middle of a cyberwar.”104 Fortunately for the United 
States, no follow-up attack ever came.
 It is not known to what degree these cases represent the high-water 
mark of fear and anxiety in response to a network intrusion. On the 
one hand, they are older cases. It is likely that the United States and 
other nations have since become more used to network intrusions and 
have developed more level-headed and bureaucratic methods of han-
dling them. These methods could serve to calm the fears of policy-
makers, minimizing the cybersecurity dilemma. On the other hand, 
the 2015 case cited in this book’s Introduction reveals that, even for 
minor incidents, defenders seek to act swiftly and strongly in order to 
avert the possibility of trouble.
 Additionally, in some important ways the risks, perceived and real, 
have dramatically increased. Although Solar Sunrise and Moonlight 
Maze were significant, neither operation targeted classified American 
systems.105 Since those incidents, states have stored more and more 
valuable information, classified and not, on computer networks. 
Computer systems are central to many parts of society, which creates 
the possibility of significant vulnerability, even for states with their 
own capabilities. The capacity for destructive attack is widely appreci-
ated after Stuxnet, while the possibility of devastating strategic attacks 
looks more credible in light of the NITRO ZEUS effort against Iran. 
Popular media hype might amplify the perceived dangers further for 
some policy-makers. These higher stakes lead to greater urgency and 
fear, not less.
 With high enough stakes,106 escalation makes sense. In an anarchic 
system, these reactions of fear are natural, expected, and maybe even 
wise. But they also drive the cybersecurity dilemma forward and make 
its dangers real. Policy-makers need a method of reassurance, some-
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thing to act as a brake on the cycle of growing tension. The next chap-
ter will return to international relations scholarship in search of the 
factors that encourage restraint.
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THE FAILURE OF TRADITIONAL MITIGATIONS

Overview

President Theodore Roosevelt possessed a remarkable perspective on 
the interplay between military developments and international affairs. 
Long before his political career, he wrote a seminal work on the naval 
combat of the War of 1812. During the Spanish–American War, he 
earned praise for his bravery. While in the White House, he understood 
the importance of projecting strength, sending the American Navy’s 
Great White Fleet on a global journey. But Roosevelt also recognized 
the value of avoiding and ending conflict. He eventually won the Nobel 
Peace Prize for his efforts to end the Russo-Japanese War.
 In 1904, as Roosevelt surveyed the geopolitical scene, he noticed 
something peculiar and dangerous. The German Chancellor, he obser-
ved, “sincerely believes that the English are planning to attack him and 
smash his fleet, and perhaps join with France in a war to the death 
against him.” Yet Roosevelt knew that the British had no such inten-
tions. Instead, he understood that they were “themselves in a condition 
of panic terror lest the Kaiser secretly intend to form an alliance 
against them with France or Russia, or both, to destroy their fleet and 
blot out the British Empire from the map.” The concept of the security 
dilemma had not yet been formally articulated, but Roosevelt called 
the matter “as funny a case as I have ever seen of mutual distrust and 
fear bringing two peoples to the edge of war.”1
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 Roosevelt had the luxury of being a third party. Almost as if he were 
a scholar, he could observe both states from a distance. He could see 
what neither side could recognize. But he was of course a practitioner 
at the time, not an academic. Even with the power of the presidency, 
however, there was not a lot he could actually do to resolve the matter, 
to make each state feel secure without causing insecurity in the other. 
The obvious practical difficulties in mitigating the security dilemma 
even pre-date scholars fleshing out the idea.
 In the time since Roosevelt, and alongside the articulation of the 
security dilemma, scholars and policy-makers have addressed the chal-
lenges of mitigation. These mitigators accept the notion that anarchy is 
a powerful force and that states’ need for security is deeply felt. As a 
result, states will develop military capabilities and collect intelligence, 
perhaps always to the greatest degree they think they can get away with. 
Nonetheless, the mitigators argue, states can minimize the security 
dilemma in some important respects. They can keep its force enough at 
bay for the system to function with a sufficient degree of stability.
 Research has demonstrated that, as a matter of history and practice, 
the security dilemma is not constant: states are more or less wary of 
other states, depending on time, place, and circumstance. The incon-
sistency in the security dilemma in history has enabled the identifica-
tion of variables, such as the offense–defense balance and offense–
defense differentiation, which either amplify or lessen it. It also makes 
possible identification of ways in which cooperation can emerge, even 
if in necessarily limited measure. By shaping these variables to the 
degree that they can, states can reassure each other that their activities 
are benign in intent. This possibility is the foundation of mitigator logic 
and the focus of this chapter.
 Mitigator logic has been the subject of much debate, with generally 
favorable assessments. Indeed, states have taken action in accordance 
with the proposed mitigations, both before and after the variables’ 
formal scholarly articulation. The mitigators’ work has proven to have 
real world applicability in overcoming the security dilemma. Success-
fully shaping the variables of the security dilemma has created more 
stability in the international system.
 Mitigations of the cybersecurity dilemma are less evident, however, 
particularly when it comes to activity that is short of cyberwarfare.2 A 



THE FAILURE OF TRADITIONAL MITIGATIONS

  103

key aim of this chapter is not just to present examples of mitigator 
logic, but also to apply those examples to network intrusions. This 
application draws on the intrusion and defense models and on the 
threatening nature of network intrusions just outlined. With this foun-
dation, the chapter argues that the variables introduced by mitigators 
indicate that the cybersecurity dilemma poses risks. The mitigations 
that have worked elsewhere to shape those variables do not translate 
well. The particulars of the practice of cybersecurity and the multiple 
ways in which network intrusions can threaten states limit the rele-
vance of traditional mitigations in a digital context.
 Drawing on perhaps the two most famous works of classic mitigator 
logic, by Robert Jervis and Charles Glaser, this chapter examines the 
variables of the security dilemma. It outlines the two key variables that 
each author proposes. Next, it examines the mitigations that result, the 
ways in which states can take actions designed to change the variables and 
thus minimize the dangers of the system. Each section evaluates one 
variable and its related mitigations for their applicability and utility in the 
context of cybersecurity. The conclusion takes a broader view, reaffirm-
ing that the cybersecurity dilemma remains a challenge to mitigate.

Offense–Defense Balance

The first variable is whether decision-makers perceive the overall secu-
rity environment to be better suited to the offensive side or the defen-
sive side.3 Mitigators contend that the worst form of the security 
dilemma arises when the only means of security are through aggres-
siveness or expansion.4 When the offense has the advantage, it is easier 
to penetrate enemy territory than it is to stand firm and defend one’s 
own. Under such conditions, in order to be confident that adversaries 
are not planning or capable of a damaging first strike, a state must 
actively seek to disrupt its potential adversaries’ plans and capabilities. 
Since the defense is at a disadvantage, states do not have the luxury of 
waiting for more information. By acting aggressively, a state can 
weaken its potential adversaries’ positions, putting them on the defen-
sive and minimizing their ability to retaliate meaningfully.
 The converse is also true. If the defense has the advantage, then a 
state that seeks only to protect itself and not to expand can obtain 
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security without threatening others. If the defense has very strong 
advantages, aggression may well be prohibitively difficult.5 An environ-
ment dominated by defensive capabilities is one in which states with no 
massive advantage in overall power are reluctant to be the first to try 
to penetrate the domain of another. The incentives point instead 
towards prudent defensive preparation. States will stay within their 
own perimeters, focus on keeping their adversaries out, and be secure 
in the safety that their defensive capabilities provide. The result is a 
more stable system, even if it is still anarchic, with fewer changes in the 
status quo and more incentive for cooperation.6

 With offense–defense balance it is perception, not reality, that is 
most important. A two-part example best illustrates this point. In 
advance of World War I, the common view among decision-makers was 
that the offense enjoyed the advantage.7 Conditioned by German 
Chancellor Otto von Bismarck’s rapid and decisive ground victories in 
earlier decades, states built tight and entangling alliances, increased 
military spending, viewed future conflict as quick and cheap to prose-
cute offensively, and favored pre-emption.8 But, revealingly, these 
preparations for aggression extended only to the armies of the time. 
With no similar precedent for decisive offensive advantage on water, 
the European navies believed that defense had an advantage. They 
therefore relied on their submarines, mines, and naval fortifications to 
support a much less aggressive posture.9 The high seas, less caught up 
in the offensive hype, remained more stable.
 The World War I example demonstrates that offense–defense bal-
ance is something that varies by situation, even within the same con-
flict. The example also shows that the offense–defense balance is often 
subject to great misperceptions. Once the war began, the bloodshed 
and stalemate made it evident that the offense did not have the advan-
tage on land, after all. While military commanders expected decisive 
victories, the prolonged and deadlocked trench warfare demonstrated 
the deadly consequences of getting the offense–defense balance wrong.
 Two factors determine whether in fact the offense or the defense 
enjoys the advantage in a given circumstance. These factors can help 
answer the questions of resources and capabilities, and thus hold enor-
mous influence over states’ actions. The first, geography, is straightfor-
ward. The more impediments to the offense’s movements—in the 
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form of muddy terrain, steep mountains, narrow straits, and the like—
the better the situation is for the defense. Such geographical features 
slow the offense’s pace, provide more time for the defense to prepare, 
and often offer more opportunity for the defense to inflict damage on 
the exposed offensive forces. For this reason, among others, state bor-
ders over time reshape to match terrain.10 Geographic features often 
provide natural points of stable equilibrium.11

 The variable of geography can aid mitigation. States trying to pre-
serve the status quo can attempt to manage the security dilemma by 
using the curiosities of the Earth’s surface to strengthen the credibility 
of political agreements. An excellent example is the Washington Naval 
Treaty, an intricate system devised by five victorious World War I coun-
tries. The agreement utilized the distances between important points 
in the Pacific Ocean as part of a political and military effort to reduce 
the possibility of escalation and attack by any party.12 Even if no such 
natural features exist, states can try to develop artificial geographical 
barriers of their own. A noteworthy example of this is the different 
gauge size employed on Russian railroads, which had the effect of 
greatly slowing movement across the border. Like the Washington 
Naval Treaty, the different train gauges constrained all sides’ ability to 
attack. In addition to making it more difficult for invaders to encroach 
on Russian territory, it made it more difficult for the Russians to 
expand outwards. In order to address the security dilemma, such miti-
gations must provide reassurance to every state involved. If such mea-
sures inhibit just one side, they are merely unilateral defenses.13

 Technology is the second consideration for determining offense–
defense balance. The weapons in play and the susceptibility of those 
weapons to damage are deeply important. When a state’s offensive 
capabilities are vulnerable to attack, the state must use the capabilities 
before they are destroyed or otherwise rendered irrelevant. Here the 
advantage belongs to the offense, since if a state can strike first and 
destroy the vulnerable weapons of its adversary, the state can achieve a 
decisive edge. On the contrary, when a state’s own penetrating capa-
bilities are hardened and well-protected, the capabilities can withstand 
a first strike and still enable retaliation. In this circumstance, the 
defense enjoys an advantage because the state preserves its options 
even in the face of such a strike. Crucially, it is difficult to determine in 
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advance whether it is the offense or the defense that enjoys the techno-
logical advantage in a coming conflict. Again, perception has only 
sometimes matched up with reality, leading to costly miscalculations 
and mistakes.14

 In cybersecurity, the intruders appear to have an edge. This is par-
tially because geography, a factor that so often favors the defenders, is 
minimally present in cyber operations, at least as it relates to the 
cybersecurity dilemma.15 The sort of natural barriers that normally aid 
defensive missions in physical space do not have exact parallels.16 
Furthermore, almost all states virtually border one another, to the 
extent that the concept of borders applies in a digital space. Not only 
are there no natural fortifications in cyberspace, but there are no inter-
mediate states and also no natural places of equilibrium.17 Geographical 
proximity in physical space is the greatest predictor of conflict over 
time,18 in part because of competing local interests, but also in part 
because it is easier to penetrate the territory of close neighbors. When 
all states are in virtual proximity to one another, there are fewer such 
constraints. The intruders, uninhibited by difficult geography, therefore 
enjoy greater freedom of action.
 The natural follow-up question is whether states could artificially 
add barriers, in the way that the Russians artificially adopted a different 
railroad standard. The answer unambiguously is yes. Almost any given 
state (save for perhaps those that share significant telecommunications 
infrastructure with another state) could add technical barriers to match 
its national borders, such as blocking certain kinds of internet traffic. 
But doing so would not mitigate the cybersecurity dilemma. To be 
effective in providing stability, the geographic feature or barrier has to 
be self-limiting in some way, as the Russian technique was.19 The sorts 
of technical barriers and interfaces common to cybersecurity practice, 
such as firewalls, deep packet inspection systems,20 and routing proto-
cols, do not serve the role of artificial geography. In the context of the 
cybersecurity dilemma, they are simply defensive technologies.
 While geography is less relevant to the cybersecurity dilemma, 
technology is more so. Digital technologies, unlike land or sea, are a 
human creation. It is technology, and indeed the flaws in technology, 
that makes network intrusions possible in the first place. As detailed by 
the foregoing discussion of operational practice, such intrusions often 
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rely on vulnerabilities in an adversary’s software. These vulnerabilities 
fall into two categories: zero day vulnerabilities that are previously 
undiscovered, and other vulnerabilities that have been found and fixed 
in an updated version of the software.21 The kind of vulnerability and 
the way the intruders exploit it has great bearing on whether they will 
be successful. This discussion assumes that the zero day vulnerability is 
found in software used by both a state and its potential adversaries; 
Chapter Eight describes other scenarios in more detail.
 As discussed in Chapter Two, zero day exploits provide an advantage 
because the defenders cannot prepare as much for them. But the 
advantage gained by collecting zero day exploits is often short-lived 
and vulnerable. The knowledge of zero days provides little defensive 
value, provided the state also wants to retain the possibility of using the 
exploits for intrusions. At most, a state could use that knowledge to 
ensure that the most important computers over which it has direct or 
perhaps indirect control are not exploited by the zero day. If the state 
spreads news of the zero day too widely, however, other states will 
learn of the vulnerability’s existence and defend their networks accord-
ingly. Once the details of the vulnerability have been widely dissemi-
nated, much of the unique intrusion value of the zero day—and thus 
the offensive advantage that goes along with it—is lost. In addition, a 
state that learns of a zero day but does not use it runs the risk that 
another state will also find it and exploit it, or that the relevant soft-
ware vendor will discover it and patch it. Once again, if any of these 
events occur, the state has squandered the potential offensive opportu-
nity. Thus, all else being equal, states with zero days have an incentive 
to press their advantage in intrusion while they have it—a spur to 
action that negatively affects stability.22

 This discussion may seem to warn of an offense-dominated world in 
which network intruders are unstoppable and where states act with 
impunity to collect their adversaries’ most valuable information. There 
is an enormous countervailing factor that constrains the overall role of 
zero days in network intrusions, however: they are rare and therefore 
often expensive, in time or resources, to obtain. While the most 
sophisticated operations, like Stuxnet, have employed up to five zero 
days—each for a different purpose—these are remarkable outliers.23 
In 2015, for example, there were only fifty-four zero day vulnerabili-
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ties used in publicly studied attacks.24 Thus, while zero days do confer 
a significant advantage on intruders who have and use them, and while 
they are more common in operations by some sophisticated actors, 
they are rare enough that they cannot confer a general benefit on 
intruding forces writ large.
 As discussed, most network breaches rely instead on known vulner-
abilities or on the gullibility of users.25 In the case of known vulnerabili-
ties, the relevant software vendor may have issued a patch, but the target 
may have failed to apply it. The difficulty in applying patches quickly to 
complex computer systems means that they often remain vulnerable, 
even when proper defenses have been designed and deployed elsewhere. 
Indeed, recently patched zero days can provide information on what 
vulnerabilities might still be present in unpatched systems. Intruders 
target zero day vulnerabilities five times as frequently once they become 
widely known;26 one study showed that would-be intruders attempted 
to exploit the top five zero day vulnerabilities of 2013 almost 200,000 
times in the thirty days immediately following their public disclosure.27 
Nor is there a shortage of targets running dated software. Many com-
puter systems, even those in high-priority networks, run old operating 
systems that are more likely to be vulnerable.28 All told, zero days are not 
always necessary for intrusion.
 Examining the perception of offense–defense balance in cyber opera-
tions more generally, other notable sources agree with this offense-
dominant perspective. In 2010, then-Deputy Secretary of Defense 
William Lynn wrote in a much-publicized academic journal article that 
“In cyberspace, the offense has the upper hand.”29 He contended that this 
is because of the structure of the internet, which largely does not take 
maximizing defense as a primary goal. Lynn wrote:

The Internet was designed to be collaborative and rapidly expandable and 
to have low barriers to technological innovation; security and identity 
management were lower priorities. In this view, structural reasons dictate 
that the U.S.  government’s ability to defend its networks always lags 
behind its adversaries’ ability to exploit U.S.  networks’ weaknesses. Adept 
programmers will find vulnerabilities and overcome security measures put 
in place to prevent intrusions.30

That is, for as long as the security model remains in effect—and there 
are no signs it is radically shifting—Lynn argues that the intruders will 
retain an edge.
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 This perception of offense-dominance seems particularly pronounced 
among policy-makers.31 Lynn has developed this view at the most length, 
but even President Obama has echoed the theme, saying that “Offense is 
moving faster than defense … [The Internet] was not designed with the 
expectation that there’d end up being 3 or 4 or 5 billion people doing 
commercial transactions … they thought this would be an academic 
network to share papers and formulae.”32 Other advocates for the 
potency and power of the offense in cyber operations generally include 
Richard Clarke,33 the former head of cybersecurity and counterterror-
ism in the United States, and Joel Brenner,34 the former United States 
National Counterintelligence Executive and former Inspector General at 
the NSA.  Both go so far as to paint the threat of cyberwar as real, includ-
ing vivid portraits of what a cyber attack might look like.35 Michael 
Hayden, the former Director of the NSA, uses mitigator-esque language 
in outlining the offensive advantages: “The inherent geography of this 
domain … plays to the offense. There’s almost nothing inherent in the 
domain that plays to the defense.”36 Similarly, Chris Inglis, the former 
Deputy Director of the NSA, remarked that if cyber operations were 
scored like soccer, each side would net hundreds of goals per half—that 
is, offense would dominate.37

 Nor is this offense-dominant view limited to the United States. 
Some Chinese military writers have also advanced the notion that 
offensive cyber capabilities can be of great value in conflict, provided 
states use them quickly and decisively. According to other Chinese 
thinkers, these offensive capabilities can also contribute to strategic 
operations, including those with psychological and economic effects.38 
One analyst’s summary of the Chinese view sounds quite like the 
offense-dominant views that armies held in 1914: “Chinese doctrine 
stresses that striking first and striking hard against the most important 
networked targets is essential, because victory at the beginning of the 
war will determine its end.”39

 Even the proponents of defensive capability acknowledge many of 
the intruders’ advantages. Some operational approaches arguing that 
the defense could someday enjoy the better position proceed from the 
foundational idea that currently the advantage belongs to the intrud-
ers.40 These advantages of flexibility and initiative enjoyed by the 
offense are themes also expressed by Richard Bejtlich, a network 
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defense pioneer. Bejtlich observed that intruders can often focus more 
fully on their tasks while “[d]efenders usually have a lot on their plate 
besides incident handling.”41 For high-skill intruders, this focus can lead 
to better familiarity with the code to be exploited. Intruders, he con-
cluded, “may know more about target software and applications than 
some of the developers who write them, never mind the administra-
tors who deploy them.”42 Bruce Schneier, one of the most quoted 
sources on cybersecurity, agreed, saying, “We know, on the internet 
today, that attackers have the advantage … A sufficiently funded, 
skilled, motivated adversary will get in.”43 Capable defenders can, with 
good preparation, information, and creativity, make things harder for 
intruders, but defenders still face significant challenges.44

 A minority of scholars argues that cyber operations are defense-
dominant. In this group, most offer dissents that are of limited applica-
bility to the cybersecurity dilemma argument. These writers have 
focused more on the question of whether large-scale cyber attack is 
possible, rather than on the threats of intrusions more generally.45 
Skeptics deploy terms like “Phantom Menace,” “Cyber-Scare,” and 
“Cyber Doom” to highlight the degree to which the threat has been 
inflated.46 Their focus on catastrophic cyber attack, however, means 
that many of the foregoing claims about intruders’ advantages in the 
context of the cybersecurity dilemma emerge unscathed.47 While some 
make arguments about the limited economic value of the intelligence 
collected via network intrusions, they do not offer a case that such 
intrusions are particularly hard to do, or that the defense operates from 
an advantageous position in seeking to thwart such collection.48 All 
told, it seems fair to conclude that many influential individuals agree 
that intruders have advantages in current practice and perhaps also 
long-standing advantages intrinsic to the fundamentals of network 
technology. Such perceptions of offense-dominance amplify the risks 
of the cybersecurity dilemma.

Offense–Defense Differentiation

Even if the offense has the advantage, all hope for mitigation is not lost. 
A second mitigator variable, the differentiation of offensive and defen-
sive capabilities, also holds significant sway in determining the potency 
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of the security dilemma.49 Indeed, this differentiation has the capacity 
to render questions about offense-dominance beside the point. If states 
cannot use for offense what they use for defense, then the animating 
tenets of the security dilemma are irrelevant. In such circumstances, a 
state will be able to secure itself with defensive technologies without 
unintentionally threatening others.50 States may still fear the aggression 
of another, but they will have greater and earlier knowledge of their 
potential adversary’s intent, since the potential adversary will have to 
make a willful choice in advance to develop obviously offensive capa-
bilities. States that develop only defensive technologies will stand out, 
enabling cooperation among like-minded security-seeking states.51

 Indeed, such collaboration among status quo powers could reach the 
logical—though in practice unlikely—conclusion: arms control of all 
offensive weapons. President Franklin Roosevelt proposed as much in 
1933 at the Geneva Disarmament Conference, suggesting that “If all 
nations will agree wholly to eliminate from possession and use the weap-
ons which make possible a successful attack, defenses will immediately 
become impregnable, and the frontiers and independence of every nation 
will become secure.”52 By mastering offense–defense differentiation, 
states can mitigate—or even perhaps solve—the security dilemma.
 There is a paucity of international agreements that attempt to 
approach this ideal, even in limited and controlled circumstances, how-
ever.53 Mitigators offer several explanations. The first is that states are 
not willing to assure the security of other states. The second and more 
developed explanation is that it is hard to distinguish between offensive 
and defensive weapons and that even states seeking stability could see 
some degree of utility in offensive weapons. Such states might fear that 
the offense–defense balance is greatly tilted towards the offense (in 
which case equivalent defensive procurement could be prohibitively 
expensive), they might want offensive capabilities as insurance, or they 
might need offensive weapons to aid an attacked ally.54

 As far as offense–defense differentiation in cyber operations is con-
cerned, there is first the question of whether or not purely defensive 
mechanisms exist. The answer is unmistakably yes. Entire suites of 
security products function solely within the province of a given com-
puter network or on a given computer. These include firewalls, anti-
virus scanners, user account management software, software patches, 
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authentication mechanisms, and much more. They have little utility 
outside of one’s own virtual territory and provide no mechanisms for 
breaching another computer network. They are the essential fortifica-
tions of the digital world. It is almost always good practice to deploy 
them and to keep them up to date.
 The next category of tools is only somewhat more complex to ana-
lyze. A sizable number of forensic mechanisms for gathering informa-
tion are of great utility when deployed on a friendly network. When 
combined with the defenses described above, these pieces of software 
partially enable what Chapter Three calls active defense or hunting. The 
goal is to set up a secure network perimeter, then look assiduously 
within that border for anomalous network and computer activity. 
These forensic tools make that search easier and more effective. They 
have some offensive utility, insofar as intruders could use some of them 
within an adversary’s networks to look for valuable information or to 
move laterally. Most tools in this category do not exploit vulnerabilities 
and cannot enable intrusions into other networks on their own, with 
the exception of penetration testing tools.
 Yet, as previously noted, even actively looking within their own 
networks for intrusions is often not enough for states. In order to 
enhance its own security, a state can conduct intelligence operations in 
potential adversary networks and in the networks of neutral third par-
ties. In such cases, it will often exploit vulnerabilities to gain entry. 
According to one definition, the code to do this or to gather informa-
tion from networks might seem demonstrably offensive, insofar as it 
involves intruding without authorization into the computer systems of 
others. But, under another definition, the code might seem defensive, 
in that it is sometimes in furtherance of a defensive mission.55 Without 
reference to particular capabilities, President Obama acknowledged 
this ambiguity. He said, “This is more like basketball than football, in 
the sense that there’s no clear line between offense and defense. Things 
are going back and forth all the time.” In security dilemma-esque lan-
guage, he added, “when you develop sufficient defenses, the same 
sophistication you need for defenses means that, potentially, you can 
engage in offense.”56

 At first glance, this haziness is not a problem. A weapon-based para-
digm accepts that some capabilities might be offensive or defensive, 
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depending on how an actor uses them. Analogously, to determine 
whether an intrusion is offensive or defensive, the intruders’ actions 
after gaining access matter most. If they start to attack, or even prepare 
to do damage, the intrusion is more clearly offensive. If they look for 
valuable economic information or some kinds of counterintelligence 
secrets, the intrusion might seem offensive in a different way. If the 
intruders just gather narrow tactical intelligence to feed into their own 
intrusion detection systems in pursuit of better defenses, a mitigator 
would probably not consider the intrusion offensive.
 It is here that the mitigators’ paradigm breaks down when applied 
to the cybersecurity dilemma. That paradigm relies on the widely 
shared notion that offensive technologies are threatening and defensive 
ones are much less so. As the previous chapter shows, however, while 
some intrusions are not offensive, they are still nonetheless threaten-
ing, for a variety of reasons. Even if a state has managed to conclude 
that a particular intrusion is solely defensive in nature—something that 
it is unlikely to do authoritatively—the presence of a potential adver-
sary in the network still poses a threat for the future. Indeed, the intru-
sion is threatening in a variety of ways that the traditional defensive 
technologies envisioned by mitigators, such as mines and fortifications, 
simply are not. The nature of an intrusion can change with a state’s 
intention. As a result, even if states could increase offense–defense dif-
ferentiation, it would not provide lasting reassurance in interpreting 
intrusions. Once offensive capabilities and threatening capabilities are 
no longer synonymous, much of the value of mitigations seeking to 
sharpen offense–defense differentiation fades away.

Greed

A third mitigator variable is greed. The relationship between greedy 
states—that is, those that seek to disrupt the status quo in a way that 
benefits them, even if they are already secure—and the security 
dilemma is widely debated in international relations. According to miti-
gator logic, “In a world of pure security seekers, the security dilemma 
helps solve a basic puzzle—that even when states have compatible, 
benign goals, there is competition and conflict.”57 If the states involved, 
or some meaningful fraction of them, are greedy, perhaps there is not 
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the need for the security dilemma logic after all. In such circumstances, 
the conflict is likely just a result of the greedy states’ actions.58 For miti-
gators, the intentions of a state are deeply important.
 States can use at least three possible methods to signal their non-
threatening intentions to others. One approach is to try to come to arms 
control agreements with the other states. Such agreements, particularly 
those that limit offensive weapons, signal a willingness to constrain the 
possibility of offensive action. The signaling value of signing arms control 
agreements may have benefits that extend beyond the practical restraints 
that such agreements impose.59 Such signaling could indicate a peace-
seeking approach, since a greedy state is more likely to pursue offensive 
missions and capabilities and avoid limits on their development.60

 Another possibility is to adopt a policy oriented entirely towards 
defense, opting for a defensive doctrine even as adversaries assume 
more offensive postures. When the offense has the advantage, and when 
it is therefore more cost-efficient to develop offensive capabilities, this 
build-up of defenses can be an expensive proposition. In such circum-
stances, the state will have to spend more on defense to balance out its 
counterparts’ offensive spending. Nonetheless, there can be strong 
signaling value in undertaking this added expense. The state is showing 
that it is so committed to stability and security that it is willing to 
devote additional resources to protecting its security in a non-threat-
ening way.61

 A final approach is counterintuitive. The state may adopt a posture 
of unilateral restraint. To do this, the state will, as a means of signaling, 
intentionally limit its military might to levels insufficient for defense 
and deterrence.62 This might be particularly useful on the tactical level, 
in an attempt to prompt a similar sort of restraint from the adversary. 
It might lead to a virtuous cycle of growing de-escalation.63 The net 
effect is that the state communicates a commitment to improving rela-
tions and not showing greed. There is an obvious risk, which dissuades 
many states from trying this approach: a potential adversary may well 
sense weakness and attempt to take advantage. That can make confron-
tation more, not less, likely.64

 Overall, the greater the greediness of states, the less value these 
signaling policies have. Indeed, the greater the number of greedy 
states, the less useful the security dilemma construct becomes. When 
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greed is rampant, states are pursuing competition and conflict not out 
of fear and insecurity inadvertently caused by another state, but out of 
a desire to attain a greater position. In such circumstances, pursuing 
any of the preceding three policy prescriptions is quite risky. Greedy 
states may perceive other states seeking arms control or practicing 
unilateral restraint as lacking resolve. While adopting unilateral defense 
may provide some security, it reduces a state’s ability to deter its 
potential adversaries, since the state lacks offensive weapons with 
which to counterattack.65

 Applying this logic to the cybersecurity dilemma, it is difficult to 
establish how many greedy states exist. For example, supporters of the 
United States intelligence collection programs contend that those 
efforts, though at times vast, focus on responding to threats. These 
include terrorism, political instability, and economic risk. These sup-
porters would note as well that, while the United States has targeted 
foreign companies with network intrusions, there are no examples of 
it using the acquired information to benefit specific American corpora-
tions—a sign of restraint not practiced by many other states.66 On the 
other hand, critics allege that the United States is excessive in its opera-
tions,67 that it gathers and stores much more data than is necessary,68 
and targets innocent third parties in the pursuit of its intelligence.69 To 
those holding these views, the United States is greedy and excessive, 
rather than oriented towards stability.
 As interesting as this debate might be, it seems largely beside the 
point. The proposed signaling mitigations do not translate well to cyber-
security, even if the system is not characterized by greed. Under the 
best of circumstances, in which every state seeks only its own security, 
most of the greed-related mitigations do not have the same value in 
cyber operations. Arms control is a widely discussed subject in cyberse-
curity, but it is difficult to imagine a verifiable arms control regime.70 If 
it is not possible to verify that other states are following the agreements, 
and if there are lower barriers to entry in developing capabilities, arms 
control accords are not very reassuring, although there may be still 
some signaling value if a state is willing to engage in negotiations.
 Unilateral lowering of defensive capability is of limited signaling 
value in cybersecurity. The baseline of cybersecurity defensive practice 
is already too low and many intrusions are enabled by obvious security 
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oversights on the part of defenders. As a result, it is difficult for states 
to know if others’ weaker defenses are part of a signaling mechanism. 
States could promise not to perform some kinds of activities, such as 
intruding in other networks for defensive purposes. This may be a 
confidence-building measure, but it may also be hard to verify without 
intrusions of one’s own. Again, the challenge of verification—proving 
a negative—is significant. Further, any meaningful lowering of cyber-
security defenses risks vulnerability to attack. Unlike in traditional 
security dilemma formulations, in cyber operations the attack might 
come from non-state actors as well as from other states. These non-
state actors render security dilemma calculations, and signaling in 
general, more complex.71

 In cybersecurity, a state may pursue a policy of unilaterally strong 
defense. But this too is of mostly limited effectiveness as a method of 
signaling. On the one hand, deploying additional defensive technolo-
gies, such as firewalls and intrusion detection systems, makes a state 
less vulnerable to attack without threatening others. Hiring skilled 
security practitioners can serve a similar function, though other states 
may fear that those practitioners could turn their skills to intrusion 
without much public notice. But the forms of advanced defense that 
will require reconnaissance and penetration of foreign networks are 
once again problematic, because it is difficult to distinguish these 
defensive-minded penetrations from other kinds of more malicious 
intrusions. When such differentiation is a challenge, unilateral defense 
loses its effectiveness. All three of the mitigators’ previously proposed 
signaling mitigations regarding greed are therefore of limited value in 
cybersecurity, even under the best of circumstances.

Unit-Level Analysis

Unit-level analysis is a final mitigator variable worth exploring. Within 
the context of international relations literature, the basic unit is fre-
quently the state. Scholars focusing on the structure of the international 
system often do not delve too deeply into the particulars of a given 
state. They instead examine its position, particularly regarding power, 
relative to other states.72 Some international relations theories, how-
ever, do look at the unit level, particularly those theories that consider 
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the importance of internal economic and political systems. Introducing 
a similar level of analysis to the cybersecurity dilemma concept might 
provide insights and a mechanism for mitigation; it has previously 
proven useful in past analysis of the conventional security dilemma.73

 Resolving uncertainty is at the core of this proposed mitigation. If a 
state can know with certainty that its potential adversary seeks only to 
provide for its own security, not to harm others, then the security 
dilemma is much less of a problem. When structural variables such as 
offense–defense balance and offense–defense differentiation are not 
sufficient to mitigate the dilemma, and when signaling mechanisms are 
also not sufficient to demonstrate intentions, knowledge of the other 
state may help to fill the gap.74 If a state could obtain information about 
a potential adversary indicating a willingness to avoid conflict, this 
might reduce uncertainty.75

 One example of this kind of analysis is most prominent: Democratic 
Peace Theory observes that democracies are much less likely to go to 
war with each other. If a democracy’s decision-makers believe that this 
theory holds true, they should be less concerned about the develop-
ment or deployment of military capabilities by a fellow democracy.76 
In addition, the decision-making process of a democracy is often more 
public, perhaps especially around decisions to go to war, and may fur-
ther clarify intentions.77 States that are more democratic, open, and 
transparent in their decision-making might therefore be able to miti-
gate the security dilemma better, at least with each other.
 Yet taking this kind of analysis too far can in fact amplify the risk of 
unwanted escalation. For example, unit-level analysis can give a demo-
cratic state too much self-confidence. It may assume that other states 
see it as it sees itself. The democracy might think that others can inter-
pret the machinations of its political, military, and intelligence appara-
tuses in an accurate way, understanding its true intentions more fully 
as a result. The democracy may believe that other states know that it 
seeks only security. It may therefore feel free to pursue policies that it 
would otherwise avoid due to fears of animating the security dilemma. 
In fact, the other states may fear the democracy just as they would fear 
an authoritarian state, or they may not understand it. This kind of mis-
understanding was sometimes visible during the Cold War, in which 
United States policy-makers did not always appreciate the Soviet fear 
of American aggression.78
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 Unit-level mitigations also seem unlikely to overcome the cyber-
security dilemma. Democratic Peace Theory applies to democracies 
and conflict, but there is little evidence that it also holds true for intel-
ligence collection or for network intrusions. Indeed, the United States 
has developed some of the most advanced cyber capabilities in partner-
ship with its four major democratic signals intelligence partners. Upon 
publication, these actions have prompted sometimes sharp protest 
from many other states, including democratic allies not included in the 
Five Eyes.79 As a result, it seems incorrect to say that status as a democ-
racy provides much reassurance to other states when it comes to 
cybersecurity.80 If anything, some Five Eyes activity may be an example 
of overreach, in which the group failed to appreciate how other states 
might receive its actions once they became public.
 Unlike the decision to go to war, which in the United States and 
other democracies is often subject to announcement by the head of 
government and approval by the legislature, the authorization of net-
work intrusions is usually much more secret. Often, these operations 
are highly classified.81 This is frequently with good reason, as the intru-
sions often serve to gather covert intelligence or prepare for a future 
conflict, and can be threatening to others if uncovered. While these 
operations are not without some legislative, executive, or judicial over-
sight, such oversight is often conducted out of public view.
 In the United States, for example, the Intelligence Committees in 
Congress frequently hold closed sessions, many of the relevant presi-
dential Executive Orders (such as Presidential Policy Directive 20, 
discussed in the last chapter) are highly classified, and the court that 
oversees some of the activity meets in secret. When cases reach open 
court, the government often invokes a state secrets privilege to protect 
sources and methods. To some degree, journalists will amend their 
reports in consultation with the government to protect ongoing or 
possible future operations, somewhat limiting the transparency that 
comes from even large intelligence leaks.82 Such secrecy can be quite 
effective. As one very significant Kaspersky Lab study of American 
operations shows, sometimes intrusion capabilities can be in active use 
for more than a decade before reaching the light of day.83 But that 
public disclosure came about not through unit-level processes, but by 
the diligent work of security researchers. All told, there is thus far less 
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encouraging evidence of mitigations to the cybersecurity dilemma 
made possible by unit-level analysis.

Conclusion: Reaffirmation, Not Mitigation

This chapter has presented previously successful mitigations to the 
security dilemma. In light of the above analysis, it can be tempting to 
dismiss the work of well-known mitigators as irrelevant to the cyber-
security dilemma or as old ideas without modern salience. This would 
be a mistake. Offense–defense balance and offense–defense differentia-
tion are variables still worthy of consideration when it comes to net-
work intrusions. They indicate that the cybersecurity dilemma is 
severe. Many practitioners perceive cyber operations to be offense-
dominant, and it is hard to tell defensive intrusions from offensive 
ones. It is the traditional mitigations, such as the use of natural and 
artificial geography, which do not translate well. Few such workable 
equivalents, with the appropriate self-limiting effects, have been widely 
deployed in network security—although Chapter Eight offers some 
new possibilities.
 The same is true of greed and unit-level analysis. These latter two 
variables similarly confirm the dangers of the cybersecurity dilemma. 
This chapter did not resolve whether or not states are greedy in their 
network intrusions. The perception of greed and the confounding 
problem of non-state actors seem strong enough to make many of the 
signaling mitigations too risky. For unit-level analysis, not only is the 
potential mitigation of Democratic Peace Theory and similar ideas less 
relevant to intelligence operations, but it also appears that the Five 
Eyes group may have at times miscalculated.
 Based on the preceding discussion, the overall conclusion is easily 
apparent. The variables advanced by security dilemma theorists, while 
helpful in yielding mitigations in other contexts, in cybersecurity only 
reaffirm the problem. But before the hunt can continue for solutions, 
it is worth considering the ways in which the cybersecurity dilemma 
might be more complex than the traditional security dilemma. Chapter 
Six handles that task.
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6

INFORMATION DISTRIBUTION 
AND THE STATUS QUO

Overview

Five anecdotes have opened the previous five chapters: the U-2 mission 
gone wrong during the Cuban Missile Crisis; the NITRO ZEUS con-
tingency plan for a broad cyber attack against Iran; the American 
efforts to gain intelligence on the Chinese hackers in BYZANTINE 
CANDOR; the foregoing network intrusions that enabled Stuxnet; and 
the dilemma in which President Roosevelt found himself, unable to 
convince the British and the Germans that they need not fear one 
another. These mini-narratives have shown how the security dilemma 
has emerged in various forms.
 The importance of gathering and conveying credible informa-
tion  appears in all of these cases. The U-2 incident, NITRO ZEUS, 
BYZANTINE CANDOR, and the preparations for Stuxnet were all 
efforts to acquire intelligence to enable offensive options or to enhance 
a state’s security. The British and the Germans each failed to convey 
credible reassurance to the other. The role of information is at the core 
of international politics, driving competition and impacting security.
 A second theme emerges: the importance of a status quo. The acci-
dental U-2 invasion nearly caused conflict because it violated mutually 
held understandings about state sovereignty that had long limited 
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aggressive behavior. Stuxnet rose to prominence because it represented 
a new paradigm for cyber attacks; NITRO ZEUS could possibly have 
extended that even further. The NSA’s operation against BYZANTINE 
CANDOR covertly attempted to thwart ongoing Chinese intelligence 
collection, reasserting a status quo on American terms. Roosevelt’s 
dilemma mattered because he saw how Europe’s ordinary way of doing 
business risked a slide towards war.
 In the canonical security dilemma discussion, these two themes are 
often implicit. The original concept usually assumes that states have 
access to quality information about capabilities but not intentions of 
other states. When one state makes a decision to develop or deploy a 
capability, the other states learn of it with enough time to interpret it 
and, if they choose, make a countervailing decision. Similarly, the model 
assumes that a status quo—some baseline of expected state behavior—
exists. This status quo is the broader context in which policy-makers 
must make decisions. It includes the conditions and dominant under-
standings when states confront the security dilemma. Deviations from 
this status quo, through the development or deployment of new capabili-
ties, cause the dilemma of interpretation and risk escalation.
 This chapter argues that these assumptions about information distri-
bution and the status quo need greater nuance when it comes to cyber-
security. When these ideas are more fully examined, it emerges that the 
cybersecurity dilemma is in some respects more complex to mitigate 
than the security dilemma. Information distribution and the status quo 
are not constants in cybersecurity, but are better viewed as variables. 
As with the variables outlined in the last chapter, they can often 
increase the cybersecurity dilemma’s dangers, but may also sometimes 
provide opportunities for mitigation.
 To make this argument, this chapter works in a fashion somewhat 
divergent from the previous one. Rather than revolving around texts that 
explicate mitigator possibilities, it instead focuses on what is left mostly 
unsaid. The first section considers information distribution. It outlines 
why simplifying postulates that worked well in previous contexts do not 
have the same value in cybersecurity. The inequality in information dis-
tribution in part increases the severity of the cybersecurity dilemma. The 
second section focuses on the status quo. Drawing on history, it shows 
how new technologies can complicate interpretation and cause instabil-
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ity. Once a new disruptive technology emerges, states need time to 
devise understandings of mutually acceptable behavior. The second half 
of this section examines the nascent status quo in cyber operations.
 The chapter’s conclusion contends that, in the process of moving 
from the security dilemma to the cybersecurity dilemma, practitioners 
and scholars must replace these assumptions with more nuanced con-
siderations. Removing the suppositions regarding information distribu-
tion and the status quo reflects the additional difficulty that states have 
in navigating the cybersecurity dilemma. With fewer constants and 
more ambiguity, mitigation becomes harder still.

Information Distribution

In general, the utility of information has at least two components: 
timeliness and quality. In intelligence and military affairs, the timeliness 
of information is critical. If a state learns of a potential adversary’s arms 
build-up after it is too late to do anything about it, that information is 
demonstrably less valuable than if a state obtains it years in advance. 
But the quality of the information is similarly vital. If information is 
wrong, vague, or incomplete, then it has little or even negative opera-
tional and strategic value. The challenge for intelligence officials is 
providing warning to policy-makers early enough to be useful and late 
enough to be credible and specific—a daunting problem.1

 In past articulations of the security dilemma, however, this difficulty 
is mostly ignored in favor of a simpler model in which information 
about capabilities is overt and decisions are transparent. The security 
dilemma logic makes three assumptions regarding information about 
capabilities: states learn of the procurement or deployment decisions 
of other states not long after those decisions are made; the time from 
decision to effect is lengthy; and the characteristics of the developed or 
deployed capabilities are visible to other states.2

 Although weapons are of course not always fully transparent, there 
was good reason historically to rely on these assumptions and use a 
simpler model. States in relatively close proximity are more likely to 
have knowledge of one another. Physical weapons can often take a great 
deal of time to develop and deploy. Strategic surprise attacks are com-
paratively rare. Indeed many strategic surprise attacks, such as the 
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attack on Pearl Harbor, utilize overt and acknowledged capabilities; the 
surprise in a surprise attack is more often in the attack’s technique or 
timing than its means or ends.3

 Furthermore, security dilemmas of any sort require some degree of 
transparency. The concept would not apply if states could develop or 
deploy capabilities in an entirely covert fashion. If states knew that they 
had no good means of obtaining quality information on the decisions 
and behavior of others, they could not be reasonably threatened by the 
information they did uncover, as they would know it was unreliable. 
States in a position of such ignorance would still face potential risks, as 
other states may still seek their destruction, but the details of those 
risks would be largely unknowable. With no credible knowledge, states 
do not know what to fear. This leads to a fear of its own, but a different 
and less specific kind than the sort described in the security dilemma. 
Put simply, without at least some information, there is no dilemma of 
interpretation and thus no security dilemma.
 Similarly, security dilemmas of all types require that capabilities be 
at least somewhat slow to develop and deploy relative to the speed 
with which states obtain information.4 If states could easily build and 
use capabilities, they could rapidly obtain their own capabilities when 
it was clear that an attack was imminent. But if capabilities take longer 
to acquire, it means that a state must interpret the actions of others and 
decide on a response far enough in advance, and therefore with much 
less information, to assure that it has sufficient time to build its own 
arsenal. Thus, the timeliness of information relative to the speed at 
which capabilities develop and deploy is an essential factor. If there is 
no prospect for timely information, there is once again no dilemma of 
interpretation and thus no security dilemma.
 Comparatively slow-developing and transparent capabilities also make 
offense–defense differentiation a powerful mitigating factor. If a state can 
determine early on that its potential adversary’s technologies are defen-
sive, the state draws reassurance from the fact that it will take a fair 
amount of time for the adversary to build new and different offensive 
capabilities. If states could quickly develop and deploy offensive capabili-
ties or quickly convert defensive capabilities to offensive ones, offense–
defense differentiation would be vastly less comforting. Likewise, if a 
state determines that a potential adversary is starting to build offensive 
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capabilities, the length of the development process gives the state a win-
dow in which to ready its own countermeasures. The processes through 
which states develop and deploy capabilities, plus the information that 
states learn about other states’ processes, are thus at the center of both 
the traditional security dilemma and its mitigations.
 A spectrum of information utility could be imagined, with no cred-
ible or timely information on the left end of the spectrum and plentiful 
credible and timely information on the right end.5 The dilemma of 
interpretation is most severe in the middle region of the spectrum. In 
this region, the information is reasonably credible, such that it could 
plausibly form the basis of action. Nevertheless, in this part of the 
spectrum states have limits on what they know regarding others’ capa-
bilities and very severe limits on their knowledge of others’ intentions. 
Likewise, this information is timely enough to be useful, but does not 
provide enough time for states to gather more decisive information.
 In the construct of the traditional security dilemma, states are substan-
tially to the right of this dangerous central zone of the spectrum. While 
they have no knowledge of the intentions of other states, the security 
dilemma concept usually assumes that they have complete and timely 
knowledge of the decisions and capabilities of other states. The possibility 
of surprise attack with covert capabilities is therefore completely ruled 
out. The only risk facing states is that they will draw the wrong conclu-
sions about others’ intentions when given information about their deci-
sions and developments. Regarding capabilities, the problem is one of 
potential misinterpretation, not missing information.
 But the circumstances of the cybersecurity dilemma tend to position 
states more firmly in the dangerous middle of the spectrum.6 When it 
comes to the development and use of cyber capabilities, states in gen-
eral have baseline information that is less specific, less complete, and 
less timely. An example of information that is not operationally valu-
able comes from the rhetoric that states have employed about their 
cyber forces. Many states have made no secret of their sizable invest-
ments in cyber operations capabilities. The United States has announced 
the creation of its military’s Cyber Command and its intention to hire 
and train thousands of people to staff it.7 The United Kingdom, China, 
Iran, and many others have all alluded to their own investments.8 But 
no state wants to disclose too much specific information, especially 
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about intrusion capabilities. In the absence of more credible details, 
states have a hard time sorting out genuine threats worth addressing 
from posturing that is safely ignored.
 Sometimes, reasonably specific information about state capabilities 
does enter the public domain. The Snowden revelations are an obvious 
example of this. At times, the information contained within the pub-
lished documents was specific, revealing strong tradecraft and particu-
lar techniques that had previously only been the work of theory. For 
example, certain documents disclosed what appears to be a significant 
American effort to weaken cryptographic standards and bypass encryp-
tion implementations.9 The documents indicate that the United States 
spends hundreds of millions of dollars annually targeting encryption 
procedures and methods. Despite a few reasonably narrow exceptions, 
however, the published files did not identify specific algorithms or pro-
cedures that the NSA had compromised.10 The documents sowed con-
cern but did not enable other states to improve their own particular 
means of encryption in response.
 Cybersecurity companies can also put specific operational informa-
tion into the public domain. These private sector analyses of malicious 
code further reveal capabilities, sometimes in great detail and in a way 
that aids defenders. But—through no fault of the companies—occa-
sionally these reports can do more to spark fears than they do to pro-
vide lasting reassurance. As discussed, in 2015 Kaspersky Lab disclosed 
that the NSA has the capacity to target the firmware of hard drives.11 
In effect, penetrating the firmware of a device would give the intruders 
a persistent presence on a victim’s computer that is extremely difficult 
to detect and remove. Virtually all tools at the operating system level 
are unable to spot malicious code buried underneath.12 The Kaspersky 
conclusion, which appears credible and well-researched, therefore 
animates concern about undetectable intruders. Its net effect is to 
arouse greater suspicion—making it harder for a state or organization 
to disprove the presence of an adversary in its networks—but as yet 
there is no corresponding means of addressing those concerns.
 While the Snowden leaks may have increased fear of a known actor, 
the NSA, other information can create new fears entirely. In 2014, for 
example, Kaspersky Lab unveiled Careto, or “The Mask,” a cyber espio-
nage operation that affected computers in thirty-one countries.13 
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Although the researchers did not attribute the campaign to a specific 
actor, one of the most surprising features of the malicious code was the 
presence of significant Spanish language artifacts. At a time when most 
of the public discussion revolved around suspected American, Russian, 
and Chinese activities, it may have taken many states by surprise that 
Spanish-speaking actors were also conducting operations. The 
Kaspersky report, which included a fair amount of specific detail on 
indicators of compromise, seems to have revealed a group’s previously 
covert capabilities and hinted at the possibility of future threats from a 
new actor.
 The indicators of compromise that Kaspersky revealed about Careto 
were quite useful in detecting ongoing intrusions. But they were likely 
less relevant for future ones. Assuming that the actor changes its infra-
structure and techniques, the report does little of significant lasting 
value to help defenders detect a forthcoming piece of malicious code 
from the Spanish-speaking organization. It thus gives enough informa-
tion to raise future fears about an intrusion from a new threat and to 
raise the costs of operation for that actor, but does not provide enough 
information to provide long-term reassurance.
 This same dynamic holds more generally for most private sector 
analyses on malicious groups. These reports often include large amounts 
of specific detail of significant value in detecting ongoing operations, 
including long lists of indicators of compromise. Even a very partial list 
of notable documents of this sort, at least some of which concern 
groups that are likely state-sponsored, is sizable: APT1,14 APT30,15 
Putter Panda,16 Cloud Atlas,17 Elderwood,18 and Equation19 are just a 
few examples. However, assuming the group in question changes its 
techniques, exploits, and infrastructure—which the best actors do, 
though the response to scrutiny does vary by group20—those indicators 
of compromise will be of diminishing value. The knowledge that the 
potential adversary exists and has some measure of operational capabili-
ties will persist, as will the fear of those capabilities. The ability to antici-
pate and blunt the capabilities based on the published information, 
however, fades with time after the report’s publication.
 Detection therefore remains a significant and ongoing challenge, 
even for states with well-developed capabilities. To recapitulate briefly, 
the average time from intrusion to detection is more than a hundred 
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days. In a large percentage of cases the detection is not uncovered by 
the penetrated organization, but rather by a third party. Intruders can 
make entry to large networks in a myriad of ways, including using 
social engineering, spotting technical oversights, and relying on physi-
cal devices. Zero day exploits render many signature-based efforts 
insufficient and mean that detection is harder still. Anticipating that an 
adversary might intrude is straightforward enough; finding a specific 
intrusion from a sophisticated adversary is vastly more challenging 
without detailed intelligence.
 All this has a two-part effect. On one hand, states recognize the risks 
and threats. They see the public domain information about cyber 
operations and they understand, to varying degrees, the attempts 
against their own networks. States know that the threats they face are 
more than theoretical possibilities, but instead concrete and real. On 
the other hand, well-informed states acknowledge the difficulty in 
detection and the limitations of their own baseline defensive efforts, 
even efforts that involve actively hunting for malicious code. These 
states understand, at least internally, the constraints on what they can 
know and the difficulty of assuring themselves that their networks are 
free of intruders. As a result, in some ways they are knowledgeable 
enough to be fearful, but overall not so knowledgeable or capable that 
they can fully subdue the fear.
 The pace at which states can develop cyber capabilities is also rele-
vant. Some observers have argued there is a lower barrier to entry in 
cyber operations—a subject largely beyond the scope of this work.21 
As a generalization, effective cyber capabilities are sometimes time-
consuming to develop. They are also, as the intrusion model showed, 
somewhat time-consuming to deploy unless states perform key steps 
in advance. This is likely especially in the case when a state builds capa-
bilities internally, trains its own operators, and does not leverage 
already-existing tools. Even when there is a significant headstart, build-
ing capabilities at scale can be a substantial and somewhat lengthy 
effort. For example, the United States established Cyber Command in 
2009 but expects that it will take almost a decade to staff fully.22

 On the other hand, capabilities are not so slow-developing that 
states should get complacent in their security if other states seem to 
lag. NSA analyses indicate, for example, that Iran built up its cyber 
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operations forces faster than many had previously anticipated.23 Private 
sector reports confirm this assessment.24 Iran caught up in part through 
financial investment, but also by careful observation of operations con-
ducted against it. While there is no evidence that the country is nearly 
as advanced as the United States or China in its capabilities, it has car-
ried out some reasonably effective operations. These include destruc-
tive attacks against Aramco and Sands Casino—efforts that would 
likely have been out of Iranian reach just a few years prior.
 In short, the speed of capability development—which directly affects 
the timeliness of information—is also firmly in the dangerous middle 
zone of the spectrum. States do not develop cyber capabilities so quickly 
that they can afford to let others gain a significant headstart in their 
development or use. A failure to keep pace is manifestly undesirable for 
a state that aspires to have credible operational options. Yet capabilities 
are not developed so slowly that states can be confident that, just 
because a potential adversary has not made significant progress or 
investment, it will remain impotent for the foreseeable future. States 
therefore have an incentive to make regular attempts to determine the 
operational sophistication and signatures of other states, especially 
because those capabilities are otherwise largely hidden from view.
 These points about the challenges of specificity, completeness, and 
timeliness in information distribution lead to a crucial distinction: in 
the security dilemma model, all states get access to the same informa-
tion about other states, but in the cybersecurity dilemma construct, 
the quality and availability of the information vary by state. Some states 
will have access to more credible and timelier information than others. 
Information distribution depends in part on states’ intelligence appa-
ratuses, their investments, and their actions. A state’s increased access 
to valuable information—in effect, moving itself rightwards on the 
information utility spectrum while leaving others in the dangerous 
middle—can become a competitive advantage over other states with 
less information.
 This advantage can be something akin to the application of the secu-
rity dilemma to intelligence. A state with greater access to credible and 
timely information will identify potential threats earlier, deploy coun-
termeasures more effectively, and have more confidence in its own 
security. A state with less useful information will remain prone to 
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surprise attack, have less conviction in its ability to perceive threats, 
and be more fearful. Under any security dilemma logic, the more fear-
ful a state is of external threats, the more likely it is that it will be 
involved in damaging conflict even if it genuinely does not seek war.
 Thus the second pillar of the cybersecurity dilemma, derived from 
the network defense model, once again warrants emphasis: a key way 
for states to acquire more operational and more timely information 
about their potential adversaries’ cyber capabilities is through network 
intrusions into the important networks of those potential adversaries. 
Well-targeted intrusions can uncover other states’ capabilities, gather 
information that can inform countermeasures, and provide early warn-
ing of future operations by potential foes. Even narrowly targeted 
intrusions into the right networks can obtain specific information of 
future value. More intrusive and more widespread penetrations into 
communication networks that serve a potential adversary’s decision-
makers and strategic planners can shed still further light, hinting at 
intentions as well as capabilities. All told, by actively using their intru-
sion capabilities to shape information distribution well in advance of 
conflict, states can minimize their fear and increase their security.
 And yet, the third pillar of the cybersecurity dilemma also emerges 
once more: the intrusions through which states can gain more informa-
tion are often in and of themselves inherently threatening, even if they 
are for defensive purposes. Strategic-level intrusions that shed light on a 
state’s intentions and overarching priorities are directly threatening to 
that state. But narrowly targeted intrusions that serve only defensive aims 
are also threatening. Any state suffering an intrusion to an important 
network will possibly fear that it is a potential precursor to powerful 
targeted attack, a beachhead for future (potentially as yet unplanned) 
operations, and a cause for significant counterintelligence concern. The 
result is apparent: once information becomes a variable instead of a con-
stant, states need to compete for better access to it. But, in the cyberse-
curity dilemma, their means of doing this—the way in which they allevi-
ate their own fears—only makes the system-wide danger more acute.

An Uncertain Status Quo

The security dilemma is about what happens before conflict. Implicit in 
the discussion is a baseline that is at least somewhat stable until one state 
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or another begets the dilemma by deviating—or appearing to devi-
ate—from it. This baseline is the status quo, or the existing state of 
affairs. A status quo, by definition, serves to divide all possible activities 
into one of two categories: those that are acceptable and adhere to the 
status quo, and those that are unacceptable and do not. Which activities 
fall into which category depends first on the particulars of each status 
quo. What is natural and accepted for one status quo might be destabiliz-
ing in another. For example, a long-standing status quo permits the 
United States to have many armed agents on the Mexican border. The 
creation of a similarly large and equipped presence on the United States’ 
boundary with Canada would be a departure from the status quo.
 The clarity and definition of a status quo also varies tremendously 
by case. Sometimes, often in more highly contested situations or with 
more sensitive topics, states define the status quo meticulously. 
Bilateral or multilateral negotiations often agree on means of verifica-
tion for all involved parties to ensure compliance. Frequently, however, 
the status quo is more implicit, emerging over time as a natural equi-
librium. Sometimes this type of status quo is quite stable, drawing on 
a reservoir of trust between the involved states and requiring no for-
mal agreement. At other times, this type of status quo can be piecemeal 
and tense, even if it is successful. A prominent example of this latter 
kind is the Concert of Europe, an informal arrangement among the 
leading nineteenth-century European powers to meet regularly to 
establish acceptable behavior and resolve disputes.25 A security rela-
tionship between any two states is likely to be a combination of status 
quos of various types on various issues.
 Status quos do not imply inertness. On the contrary, actions can be 
part of the status quo. For example, regular troop exercises and mobi-
lizations of a certain size may adhere to a status quo, as might certain 
kinds of weapons tests or weapon development. It is not the activities 
themselves that matter most, but other states’ interpretation of those 
activities. Once a state takes an action that might represent a potential 
deviation from the status quo, and once other states learn about that 
action, the other states need to decide how they will view it. This, once 
more, is the dilemma of interpretation. If these other states perceive 
the action as a threat to their security, they can choose to respond 
forcefully, contesting the action and seeking to restore the old status 
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quo. Alternatively, the other states might view the original action as 
benign. By not responding to it, or by signaling reassurance, they 
implicitly or explicitly acquiesce to a new status quo.
 Sorting out which category a particular action falls into—obviously 
non-threatening, defensive but potentially misinterpreted, and offen-
sive—is often a challenge. But it is less of a challenge when the status 
quo involves technologies that are already understood well by all the 
involved states. As mentioned in the last chapter, the Washington Naval 
Treaty is a prime example of the security dilemma and its mitigations 
in action. The treaty also serves as an example of established technolo-
gies contributing to a stable and explicit status quo. The agreement 
attempted to ensure a stable equilibrium for the future by utilizing 
geography and the common understanding of the powers and limita-
tions of the then-current naval technologies.26 The treaty was undone in 
part by the eventual development of new forces, in particular aircraft 
carriers, which could travel and project power farther and in new ways. 
When all parties understood the capabilities, policy-makers were able 
to construct a status quo to account for them. But as disruptive capabili-
ties emerged, the status quo broke down and the security dilemma 
returned in greater force. Similarly, when states deploy well-understood 
technologies in new ways, the status quo can also fracture.27

 Nuclear weapons are another instance of a new technology up-
ending a status quo, with varying reactions. While large numbers of 
ground or naval troops had fought previous wars, the potential for 
strategic attack and strategic vulnerability characterized the post-
World War II era. States differed on how to approach these new con-
cepts. President Eisenhower suggested the Open Skies Treaty in 1955. 
Under the proposed treaty, each state declared its strategic bases and 
then permitted other states to fly over its borders to enable verifica-
tion. For their part, the Soviets had a different vision—in part probably 
informed by the fact that they already understood the United States’ 
strategic capabilities—and rejected the idea.28 Not until decades later, 
when nuclear fears had moderated somewhat and a common under-
standing was easier to achieve, did the two sides sign the treaty.
 Alongside the formal and slow-burning Open Skies process, the 
scholarship of the early decades of the Cold War shows how an implicit 
status quo can develop, still somewhat slowly, around a new technology. 
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Concerned about the possibilities of nuclear war—even a nuclear war 
desired by neither side—scholars sought to clarify what a stable and 
achievable status quo might look like. They used theory to help outline, 
in view of policy-makers on both sides, potential roles for nuclear 
weapons. They also explored limits on the weapons’ strategic effective-
ness. Some of this work, by Thomas Schelling, was so useful in advanc-
ing common understanding and fostering stability that it earned the 
Nobel Prize.29 Schelling also received the “Award for Behavioral 
Research Relevant to the Prevention of Nuclear War”—a clear link 
between his articulations of strategic possibilities and the successful 
development of a peaceful nuclear status quo.30

 There is a key exception to this trend of slow adaptation, however. 
Sometimes a new technology emerges and before too long all the 
involved parties share the same beliefs about how the technology will 
or should be used. This can lead to a reasonably quick incorporation 
into the status quo. For example, during the Cold War, the anti-ballistic 
missile was a weapon that was demonstrably defensive. This would 
ordinarily look as if it would increase stability, but the status quo of 
nuclear deterrence functioned differently. A defensive technology that 
could thwart a retaliatory strike unsettled policy-makers, as it could 
make a strategic first strike more palatable. Both the United States and 
the Soviet Union were simultaneously working on anti-ballistic missiles 
in the late 1960s, and American leaders first proposed the idea of ban-
ning the missiles in 1967. Soviet decision-makers initially rejected it. 
Yet as the technology developed further and the possibilities and dan-
gers became clearer, the two sides concluded that they should ban the 
deployment of anti-ballistic missiles. They signed the treaty in 1972 and 
preserved it past the demise of the Soviet Union.31

 Cybersecurity has nothing approaching such a consensus. The begin-
nings of a status quo, best expressed by four principles of agreements at 
the United Nations, are only just emerging.32 These agreements repre-
sent the result of years of international engagement and are the strongest 
foundation for future international consensus. Even so, international 
negotiators are still working on some very fundamental questions about 
the intersection of statecraft and cyber operations. The agreements rep-
resent signs of early progress, but none offers any immediate hope of a 
status quo that overcomes the cybersecurity dilemma.
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 The first principle is the most general: international law applies to 
cyberspace. In a major report issued in 2013, a group of twenty United 
Nations member states, including the United States, China, and Russia, 
agreed on this norm.33 While seemingly bland, this idea contains sev-
eral important implications. When international law applies to cyber-
space, traditional notions of the rights and responsibilities of states also 
carry over. One analysis of the agreement spelled out some of these 
obligations, noting that “In cyberspace, states have to comply with the 
prohibition on the use of force, the requirement to respect territorial 
sovereignty and independence, and the principle of settling disputes by 
peaceful means in the same way as in the physical world.”34 When con-
fronted with an armed attack, states also have the right to self-defense. 
This includes the use of force, provided they exercise it in accordance 
with the principles of international humanitarian law.
 On the one hand, it was an important first step that the group 
achieved consensus.35 Although a range of states have made proposals 
in various different international bodies dating back to the 1990s, few 
have gained traction.36 Some agreements that did win approval, such as 
the Council of Europe’s Convention on Cybercrime, lacked the sup-
port of key powerful states like China and Russia. Overcoming barriers 
to reach consensus, even if only on a general principle, is potentially 
the strongest indication yet that a mutually agreeable and stable shared 
status quo in cybersecurity is someday possible.
 States have much to do to operationalize the agreement, however. 
The text does not provide precise definitions for key terms, such as 
armed attack, and leaves many additional areas to flesh out. To remedy 
this, a group of international law specialists produced guidance called 
the Tallinn Manual, which seeks to offer further detail and recommen-
dations on how states can follow their obligations under international 
law in cyberspace.37 The Tallinn Manual is also nonetheless limited in 
scope and power. Most significantly, it is non-binding and focuses 
mostly on destructive cyber attacks. For that reason, it has diminished 
applicability to the cybersecurity dilemma, which mostly concerns the 
interpretation of intrusions before they reach the level of destructive 
attack. The next version of the manual will attempt to address a fuller 
spectrum of intrusions and to provide additional clarity on issues of 
sovereignty, state responsibility, and due diligence. If this coming work 
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can meaningfully build on the generally agreed-upon principle and 
apply it in practice to a broader range of activities, it could form an 
important pillar in a future status quo. Yet that is still nothing more 
than a possibility.
 The second area of international agreement is that states should not 
use cyber attacks to wreak intentional damage on the critical infra-
structure of other states in peacetime. This proposal, accepted in 2015, 
sought to tamp down the potential development of the most deadly 
cyber capabilities, about which there is little public evidence and dis-
cussion. It also seeks to minimize the extent to which cyber conflict 
can cause a loss of life, especially among the civilian population. In that 
respect, it attempts a partial implementation of important principles 
of international law. Signed in 2015, it is thus a noteworthy follow-up 
to the 2013 agreement.
 If fully accepted in practice, such a proposal might help to provide 
overall mitigation to the cybersecurity dilemma. As the next chapter will 
spell out in detail, the cybersecurity dilemma is only potent as long as 
states fear what other states can do to them after intruding into impor-
tant networks. If international agreement on the limitations of the 
potency of cyber capabilities were to happen convincingly, the consensus 
could reduce the dangers posed by the cybersecurity dilemma. States 
would feel less pressure to respond forcefully, in effect, because they 
would think that the intruders were less likely to do damage. Credible 
international agreements can aid interpretation of intentions.
 While signs of growing international agreement on this principle are 
positive, there are nonetheless many reasons for skepticism. The agree-
ment has major limitations on its practical applicability. Most obvi-
ously, while there is some overlap between networks of critical infra-
structure and the networks of strategic importance to which the 
cybersecurity dilemma pertains, this overlap is only partial. Some 
strategically important networks will not be defined as critical infra-
structure under an international definition, but will nonetheless be of 
great significance to particular states.38 The proposal does little to pre-
vent the cybersecurity dilemma on these networks.
 Furthermore, the document refers to causing intentional damage, 
not intruding into critical infrastructure networks. In other words, the 
agreement does not explicitly forbid an intrusion, only the destructive 
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attack that might follow that intrusion. As previously outlined, the 
linkage between exploitation and attack is very strong and the transi-
tion from the former to the latter can sometimes be quick. At a mini-
mum, the time for payload activation can be short once operators have 
done their preparatory work. The strong linkage between exploitation 
and attack once again complicates mitigation.
 For example, intrusions prepared possible American cyber attacks 
against Iranian infrastructure as part of the NITRO ZEUS contingency 
plan. The agreement does not forbid these kinds of operations—but 
this would likely have been of small comfort to the Iranians, should 
they have detected the American presence.39 A state that detects an 
intrusion into critical infrastructure but takes comfort in the intruder’s 
acceptance of this United Nations principle is giving itself very little 
time to blunt an attack should the intruder renege. More likely, a 
strong state suffering an intrusion will take more comfort in its ability 
to respond in kind if attacked than it will in international law. Yet pre-
paring that retaliatory option, if using cyber capabilities, can be desta-
bilizing in the manner suggested by the cybersecurity dilemma.
 The third area of agreement, also signed in 2015, is that a state 
should not use its computer emergency readiness teams (CERTs)—
groups of individuals who normally address serious network breaches— 
to bolster its own intrusion capabilities. Similarly, states should not 
interfere with the work of other states’ CERTs as they respond to 
intrusions. The logic of this prohibition makes some intuitive sense. 
By establishing CERTs as purely defensive entities, states can some-
what shift the overall advantage to the defense and potentially limit 
the damage wrought by intrusions. This has precedent. States have, 
for a variety of reasons, agreed to grant special status to medical 
units in traditional conflict. But these parallels are inexact. CERTs 
thwart intruders’ activity more directly than medics do for conven-
tional forces. Intruders can also target a CERT’s internal communica-
tions to see if the CERT has uncovered their intrusion into a state’s 
other networks. Credible consensus on the CERT principle would 
yield the potential for more concrete future action, but there is a 
long way to go.
 Within the context of the cybersecurity dilemma, this concept 
could help. To the extent that the proposal can meaningfully bolster the 
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defense’s response to an intrusion and distinguish CERTs from offen-
sive forces, it will provide some mitigation. This is in accordance with 
the two variables of offense–defense balance and offense–defense dif-
ferentiation. The problem is that there are few mechanisms for states 
to verify that other states have practiced such isolation and differentia-
tion with their CERTs. Short of launching network intrusions of one’s 
own, it is difficult to determine conclusively from afar whether another 
state is developing intrusion capabilities. Without credible means of 
demonstrating commitment to tilting the offense–defense balance and 
increasing offense–defense differentiation, states may simply not 
believe that others have implemented this principle in a meaningful 
way or would abide by it in times of crisis. The challenges in applying 
mitigations will not be overcome simply by fiat, even fiat backed by 
international agreements.
 A final part of the United Nations’ 2015 document stipulates that 
states should assist other states’ investigations launched from a state’s 
territory. If states were to reach actionable multilateral agreement on 
this issue,40 it would mark important progress in international engage-
ment. Such cooperation could build trust and improve working rela-
tionships. Fully realized, it would enable better and more coordinated 
action against cyber criminals operating without the support of a state. 
It would have positive effects for all those seeking to operate securely, 
although it would negatively hurt states that benefit from the income 
brought in by these criminals. Such cooperation could reduce plausible 
deniability by making attribution easier. This would enable better 
deterrence and response, potentially making states somewhat more 
reluctant to launch intrusions.
 While these are all good outcomes in and of themselves, each is of 
limited applicability to the cybersecurity dilemma. Criminal actors 
generally operate below the threshold considered by the dilemma. 
They usually focus not on a state’s strategically important networks, 
but on extorting or stealing from ordinary individuals with poor 
defenses. As important as fighting cyber crime is, it is a largely separate 
discussion. Nor is it evident that somewhat increased attribution will 
mitigate the cybersecurity dilemma. For reasons discussed in the next 
chapter, it seems that strong states can perform attribution fairly well 
if the stakes are high enough. Even if states do truly answer one anoth-
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er’s requests for assistance, those requests would come after a state has 
detected an intrusion. Within the context of the cybersecurity 
dilemma, it is detection of sophisticated intrusions into important net-
works that is of primary concern, not attribution. Thus the idea of 
increased international cooperation on incidents has value, but is most 
relevant to the cybersecurity dilemma as a sign of increasing trust, not 
concrete mitigation. In this respect it is similar to the other principles 
of agreement.

Conclusion: New Variables, New Opportunities

This chapter has suggested two new potential variables in assessing the 
severity of the security dilemma: information distribution and the sta-
tus quo. Though scholars have not usually treated them as such, these 
variables may be of use in analysis of conventional security dilemma 
cases. They appear worthy of further study, drawing on additional cases 
from the historical record. Based on the analysis presented here, it 
seems fair to conclude that they are indeed variables, not constants. 
States make decisions with imperfect information not just about other 
states’ intentions, but also sometimes about other states’ capabilities. 
The status quo varies by time, place, and circumstance; new technolo-
gies in particular affect its stability.
 For the more immediate purpose of examining the cybersecurity 
dilemma, these variables suggest a dilemma in cyber operations that is 
severe. For information distribution, states are in the dangerous middle 
of the spectrum. They have enough knowledge to be fearful, but not 
enough to address those fears without intruding into the networks of 
other states. For the status quo, the international agreements are too 
embryonic to affect the cybersecurity dilemma. If there is common 
understanding about any cybersecurity dilemma concept, it is not 
those discussed in international agreements, but the structural point 
mentioned in the last chapter: cyber capabilities are offense-dominant. 
This kind of consensus has historically yielded dangerous results.
 All of this paints a bleak picture. Nonetheless, it may be possible for 
states to shape their capabilities in an effort to mitigate the cyber-
security dilemma, just as states shaped offense–defense balance and 
offense–defense differentiation to mitigate the traditional security 
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dilemma. While information distribution and the status quo are vari-
ables that provide reason to worry in cybersecurity, they may also 
contain opportunities for states seeking stability. Chapter Eight will 
take up that cause.





 141

7

LIMITATIONS, OBJECTIONS, AND THE FUTURE 
OF THE CYBERSECURITY DILEMMA

Overview

At this point in the discussion of the cybersecurity dilemma, it is worth 
pausing to take stock. The preceding six chapters have advanced a num-
ber of claims. They have argued that states have incentives to prepare 
key parts of offensive cyber operations early, before there is a pressing 
need, so that access or capabilities will be ready and effective when 
called upon. This involves intruding into possible future targets to 
develop options. In addition, narrowly targeted intrusions into the 
important networks of other states are valuable for defensive purposes. 
Yet when a state suffers an intrusion, the potential damage of a hostile 
operation and the difficulty in distinguishing between the offensive and 
defensive intrusions cause fear. A state seeking merely to provide for 
its own security often unintentionally impinges upon the security of 
others. This happens in ways that the traditional security dilemma miti-
gations cannot easily overcome. As the last chapter argued, the situa-
tion is even worse than in the traditional security dilemma. It appears 
to be an unfortunate state of affairs.
 It might not be so bad, however. This chapter takes up three discrete 
possible objections to the claims made in the previous chapters. Each 
objection posits a flaw in a part of the cybersecurity dilemma logic and 
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offers a reason to think that the cybersecurity dilemma is not as serious 
as it might initially seem. The objections chosen for discussion here 
constitute serious potential counterarguments not discussed in the 
preceding chapters. If any of the three objections has lasting merit, it 
will reveal limits on the potency of the cybersecurity dilemma.
 The first objection is that attribution of an intrusion is impossible or 
very difficult. If this is correct, it means that even if states discover an 
intrusion in one of their important networks, they cannot easily know 
the identity of the intruder. They will thus not know whom specifically 
they should fear. The second objection is that no network intrusion 
reaches the level of an existential threat. Further, regardless of the risks 
posed by the intrusion, states could always escalate to kinetic opera-
tions if truly threatened. The third and final objection is that cyber 
capabilities are unevenly distributed. They belong mostly to states that 
have long held military power. States that are not as powerful have 
made their peace with the potential for attack from these strong states 
long ago. Thus the new threat posed by cyber operations does little to 
change the broader geopolitical calculus.
 Each chapter section handles one objection. Each outlines the objec-
tion’s logic in more detail, including the ways in which it might imperil 
the cybersecurity dilemma argument. The sections then explore pos-
sible weaknesses in the objections’ claims. Each section closes with a 
brief trend analysis, considering whether the objection will grow more 
or less relevant over time. It may be the case, for example, that objec-
tions that seem irrelevant now will become more important. On the 
contrary, objections that seem to hold more weight now may in time 
become less salient.
 The chapter’s conclusion considers what this discussion means for 
the cybersecurity dilemma more generally. It argues that the cyberse-
curity dilemma will grow more potent in the near and medium term. 
In so doing, the conclusion gives a better context to the book’s argu-
ment, considering the ways in which it is relevant and will continue to 
be significant. All told, while this chapter introduces important nuance 
and limitations on the core cybersecurity dilemma claims, it also reaf-
firms the most important forward-looking tenets.
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Objection: Attribution is Impossible

Attributing network intrusions is the process of figuring out which actor 
is responsible for the digital break-in. Investigators orchestrate the pro-
cess of attribution after they detect an intrusion. Undetected actions are 
largely also unattributed ones, and the attribution problem relates to the 
portion of intrusions that network defenders detect and subsequently 
investigate. For this reason, attribution has thus far been only implicit in 
the cybersecurity dilemma discussion. Elsewhere, however, it is a topic 
of much debate and has been for quite some time.1 A wide range of 
voices make strong claims about attribution: that it is a fundamental 
problem in cybersecurity,2 that it is exceedingly difficult to do without 
a technical or political redesign of computer networks,3 that it is either 
solvable generally or not at all,4 and that gathering credible evidence 
with which to perform attribution is the main obstacle.5

 If attribution is impossible or even very challenging, there are 
potentially profound implications for the cybersecurity dilemma dis-
cussion. In order for the cybersecurity dilemma to be relevant, states 
have to know whom to fear. If a state detects a network intrusion but 
cannot identify the actor responsible, it may fear harm, but is unlikely 
to be able to isolate the threat to one actor. As a result, the objection 
contends, the state is unlikely to be able to respond in a way that esca-
lates tensions. This diminishes the risk of further escalation from other 
states. In this case, while the general fear may be real, the cybersecurity 
dilemma would appear to fizzle out. The attribution objection might be 
stated succinctly as: Because attribution is very difficult, states detecting a 
network intrusion are unable to determine who is responsible and whom to fear. 
A potentially destabilizing response against another state, as predicted by the 
cybersecurity dilemma, is therefore less likely.
 A rejoinder to this objection immediately appears: states with gen-
eral fears are still potentially destabilizing actors. Even if the state 
cannot determine who specifically carried out a particular intrusion, 
the state will almost certainly be able to identify several possible cul-
prits. To generate this shortlist, the state need not only rely on techni-
cal indicators. It may instead base its conclusions on geopolitical 
 factors, the apparent objectives of the intrusion, and the exhibited 
capabilities of other states.6 This weakens the objection’s claim that 
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when a state’s fear is more diffuse across many actors, it is less likely 
to prompt a response.
 A state’s decision-makers are unlikely to content themselves with 
fear. Even if the fear is more general and less defined, the state has 
incentives to seek some resolution and clarification. As part of broad 
intelligence gathering or as part of a narrowly focused attempt to 
answer the attribution question, a state can seek to launch its own 
intrusions into the important networks of its potential adversaries. If 
confident attribution is not possible, the state may launch intrusions 
against several likely candidates. In so doing, it could spark potential 
responses and further animate the cybersecurity dilemma—perhaps 
even more than would have been the case had the state felt a threat 
from just one actor.
 Although there are likely many more examples hidden from public 
view, a well-publicized case of attribution provides a useful brief case 
study. The intrusion against Sony Pictures Entertainment caused enor-
mous public debate regarding who carried out the operation. Some 
participants in this debate were on reasonably solid analytical ground, 
looking to past attacks that used a similar methodology and exhibited 
similar forensic indicators at a technical level.7 Others were on less 
firm footing. This included those who attempted language analysis from 
the attackers’ limited public statements and drew overly broad conclu-
sions.8 In a high-profile fashion, the intrusion demonstrated some of 
the questions, challenges, and possibilities in the attribution process.9

 The Sony incident also showed how network intrusions can substan-
tially aid attribution efforts. The United States government confidently 
came to the conclusion that North Korean actors orchestrated the 
attack. The American government was initially tight-lipped on details 
and sought to preserve its intelligence sources and methods. However, 
as the intelligence community came under intensifying criticism for 
not providing more facts,10 it declassified additional information and 
judgments, without specifying fully how it obtained its data.11 As many 
had suspected, it eventually emerged that the United States had access 
into the North Korean networks. This access aided the attribution pro-
cess.12 The reporter who broke the story for the New York Times, David 
Sanger, indicated that he thought a presence in an adversary’s system 
was “the only way” to get definitive attribution, though forensic evi-
dence can still play a major role.13
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 In addition, there are good reasons to think that, based on current 
trends, the attribution objection will become less relevant over time. 
Three major factors determine whether an attribution attempt is likely 
to be successful: the time invested by the attributors, the resources and 
talent working on the investigation, and the sophistication of the 
intruders.14 Examining trends involving the last two factors indicates 
that the attribution objection may rest on a weak foundation.15

 With the growth of the cybersecurity industry, more actors do attri-
bution than ever before. These organizations bring additional talent and 
resources to bear. As a result, they have uncovered even very sophisti-
cated actions by state signals intelligence agencies. In so doing, they 
have put enough information about operations into the public domain 
to enable attribution. As this industry grows, firms will more regularly 
make states, including states without advanced detection and attribu-
tion capabilities, aware of potentially threatening intrusions by private 
sector actors. Even if they do not publicly identify the actor, the com-
panies often give strong clues. With major reports on the Equation 
Group, APT1, and many others, the private sector’s role in attribution 
or key parts of attribution is already readily apparent. The United 
States Department of Defense Cyber Strategy explicitly acknowledges 
as much.16

 Similarly, states are likely to increase their own attribution capabili-
ties in the future. As states develop a better understanding of the dan-
gers of network intrusions, they will almost certainly invest in defen-
sive capabilities as well as offensive ones. If states build better-designed 
networks and employ better-trained security personnel or firms, their 
ability to gather information useful for attribution will grow. While the 
private sector is likely to have a significant role in protecting clients for 
the foreseeable future, states will also often independently uncover and 
attribute intrusions of interest to them. All told, the more public and 
private sector resources and talent working on attribution, the less 
significant is the attribution objection to the cybersecurity dilemma.
 Then there is the matter of intruder sophistication. Increased 
intruder sophistication can perhaps overcome increased resources 
dedicated to attribution. There are two reasons to think that this argu-
ment is incorrect. First, many states do not have a headstart in devel-
oping cyber operations capabilities. These states’ operations are not 
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likely to be incredibly sophisticated, at least not in the near or medium 
term. Even states that appear to have made reasonably quick progress 
in developing capabilities, such as Iran, do not appear to have built 
capabilities that are hard to attribute when used. While it is difficult 
to prove a negative, states that are investing and catching up in intru-
sion capabilities seem more concerned with carrying out operations 
than doing so stealthily.17 These lesser states still benefit from the chal-
lenges in detection, but there is no public indication that, once sophis-
ticated states uncover the intrusion, they have difficulty performing 
attribution. Defensive-minded network intrusions play a role here, 
too. States that regularly penetrate their potential adversaries’ cyber 
units will have additional information on which to rely. The less 
sophisticated the intruder and the more sophisticated the attributor, 
the easier attribution is.
 Second, it may indeed be the case that sophisticated states will 
become more difficult to attribute in their own operations. For exam-
ple, it might get harder for the United States to determine whether 
China or Russia carried out a given intrusion if Chinese and Russian 
deception capabilities become more sophisticated faster than American 
attributive capabilities can keep up. This is speculative, especially given 
the increased resources of private actors dedicated to attribution, but 
nonetheless plausible. Regardless, even if this scenario does occur, it is 
unlikely to produce the sort of general paralyzing fear described in the 
attribution objection. It is more likely that, if the United States has 
difficulty separating Chinese intrusions from Russian ones, the United 
States will seek to gather additional information to guide its thinking 
more accurately. Yet again, this will likely mean breaking into Chinese 
and Russian networks—but those intrusions make the cybersecurity 
dilemma more salient, not less.
 Regardless of which trend line attribution follows, the attribution 
objection does not significantly derail the cybersecurity dilemma argu-
ment. The spectrum of information distribution discussed in the last 
chapter is once again relevant. Currently, most states are in the danger-
ous middle zone. They are sometimes able to perform attribution on 
the intrusions they uncover, but to achieve more certainty in both 
detection and attribution, they might need to carry out potentially 
destabilizing network intrusions. Given the additional resources that 
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states are investing, they may get better at attribution and need fewer 
intrusions for attribution purposes. Yet they will have an increased 
sense of which other states to fear. This may prompt intrusions ori-
ented towards better understanding those states’ capabilities and 
detecting their intrusions. If attribution gets substantially harder, which 
seems comparatively less likely, it will likely be a problem between 
sophisticated actors. In that case, sophisticated actors—the states most 
likely to fear one another—will have yet another reason to breach each 
other’s networks. If attribution stays in the middle ground, the cyber-
security dilemma claims are largely unaffected, given the role that 
intrusions already play in attribution.

Objection: The Cyber Threat is Not Existential

A re-examination of Chapter One and the canonical security dilemma 
literature may yield a second objection. This response, which can be 
called the existential threat objection, could read as follows: The  security 
dilemma is most present in matters of perceived existential threat.18 The cyber-
security dilemma discusses threats that fall well short of this standard, since 
cyber capabilities are simply not as powerful. As a result, states can reasonably 
bear the risk of suffering a serious cyber attack because they will be able to 
retaliate with kinetic weapons.
 Each sentence in this objection merits consideration and response. 
First, the security dilemma is strongest in the cases where the threat is 
most severe, since states fear most the risk that they cannot bear. The 
possibility of a surprise existential attack therefore rightly tops the list. 
But states do guard assiduously against other risks as well. The exten-
sion of the security dilemma to intelligence demonstrates this point. 
The risk posed by the Cold War’s close access programs was often 
indirect and not existential, yet nonetheless it was quite real and 
threatening for states on both sides. Each state feared what the other 
might learn through such penetrations, the access the other might 
acquire, and the strategic consequences that would result. So while this 
part of the objection does have some merit—yes, the stakes of any 
security dilemma increase as the threat becomes more serious—it does 
not by itself undermine the core or the relevance of the cybersecurity 
dilemma argument.
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 Second, there is debate over the existential nature of the threat that 
cyber operations pose. As discussed, many contend that cyberwarfare is 
a serious and potentially existential threat. The reported case of planned 
American attacks on Iran beyond Stuxnet indicates that some states can 
do more damage than they have actually done.19 But although this view 
is not uncommon, it is speculative, and the cybersecurity dilemma argu-
ment does not need to rest on such a weak foundation. Instead, there is 
good reason to think that cybersecurity, even if not truly an existential 
risk, is of vital importance. This is true regardless of whether cyber 
attacks are as strategically destructive as some predict.
 The amount of money and policy-maker time which states invest in 
cyber operations provides an inductive reason to think that cybersecu-
rity is deeply important.20 The fact that states continue to increase 
these investments despite overall budget pressure is indicative of the 
importance they place on cyber operations. The amount of high-level 
attention given to the subject by policy-makers, up to and including the 
American president, is similarly noteworthy. The money and attention 
shed light on the importance of both offensive and defensive cyber 
missions. On offense, states recognize the potential gains made possible 
by cyber operations; on defense, states fear suffering the corresponding 
losses. While there may be some degree of needless hype driving the 
actions of states, as a first approximation the increased attention and 
investment indicates that the concern is real.21 So long as states value 
the security of their networks, the cybersecurity dilemma is relevant.
 Even without existential stakes, cyber operations can affect national 
priorities. For the United States and Israel, Stuxnet arguably accom-
plished what virtually no other operation could have: delaying the 
Iranian nuclear program and fostering doubt in the minds of Iranian 
scientists and policy-makers.22 For Iran, the effect was reversed. The 
American–Israeli computer worm, while remaining undetected, hin-
dered an important national effort and caused internal discord. Strong 
states have fears too. The United States Director of National Intelligence 
has named cybersecurity risks the biggest threat facing the nation every 
year since 2013.23 Other examples of cyber capabilities serving 
national priorities abound: the role that Chinese intrusions might have 
in advancing Chinese economic priorities,24 the role that Russian cyber 
operations have in Ukraine,25 even the role that Ethiopian intrusions 
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might have in cracking down on dissent.26 Network intrusions are seri-
ous business.
 In closing, the objection suggests that states will always be able to 
respond to a cyber attack with a kinetic one. In the case of states with 
massive militaries, like the United States, this is demonstrably the case. 
It is hard to imagine a cyber attack that would cripple the entirety of 
the United States military. But just because a kinetic response remains 
possible does not mean that cyber operations pose no threat. Indeed, 
for some types of operations, an escalation to kinetic force would 
achieve little. For example, states often use network intrusions to try 
to increase economic competitiveness, yet such espionage can hardly 
be rebutted with kinetic strikes. While the United States has declared 
a doctrine of equivalence—meaning that it reserves the right to 
employ kinetic attacks to respond to cyber attacks27—it is hard to 
imagine that kinetic capabilities will always be sufficient.
 For example, suppose an adversary launches a devastating cyber 
attack on the systems of the New York Stock Exchange. The attack 
affects the integrity of important computers and causes serious tran-
sient economic damage but does not kill anyone. In such circum-
stances, it seems unlikely that the United States would be able to craft 
a proportionate and effective kinetic response. Equivalence does not 
help, as a bombing of the perpetrator’s stock exchange is probably not 
appropriate or ethical. There is no accepted precedent for killing civil-
ians in response to near-term economic harm.28 Given the lack of 
nuanced kinetic options, it is instead much better for a powerful state 
to threaten kinetic retaliation but to try to prevent an attack in the first 
place. This means taking the threat very seriously, even if the threat 
does not inhibit the potential for a forceful military response and does 
not pose an existential challenge.
 The question of deterrence is bound up in this discussion about kinetic 
response.29 Deterrence is hardly monolithic, especially when considering 
the range of actors that can carry out network intrusions. Some means 
of deterrence might rely on conventional kinetic activities, some might 
utilize economic tools, and some might depend on cyber operations.30 
Different actors require different types of deterrence. Just because a state 
has achieved deterrence of one actor or of one type of action does not 
mean that it has achieved deterrence of another.
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 Additionally, for activities below some threshold of seriousness, 
deterrence is simply not credible. Incidents in this category are ones 
over which the deterring state is not willing to risk escalation. The 
Iranian denial of service attacks against American banks appear to be an 
example. The attacks earned verbal condemnation and eventually an 
indictment, but warranted no kind of public military response.31 
Without credible deterrence, defense is the only option against certain 
threats. In cybersecurity, this means better network security. States can 
indeed take advance action in service of that goal—such as breaking 
into foreign networks to improve detection capabilities—so long as 
they believe that others will not detect their actions. The net effect is 
clear: in cases when deterrence, either cyber or kinetic, is insufficient, 
states must assure their own security. But to enhance their defenses, 
many states are likely to perform network intrusions that once again 
risk animating the cybersecurity dilemma if detected.
 A brief analysis of trendlines also undermines the future relevance 
of the existential threat objection. The potential damage of cyber capa-
bilities is either staying the same or increasing, making the threat more 
significant, even if not existential. Software and hardware continue to 
gain relevance in a wide variety of sectors. The growth of the so-called 
Internet of Things, the networking of great numbers of physical 
devices, best exemplifies this trend. The interconnection of many 
devices, from thermostats to cars, creates persistent and often unad-
dressed security concerns.32 Malicious computer code is most damag-
ing when intruders insert it into a system that is of great virtual or 
physical importance.33 As more and more systems have a greater digital 
core, the potential vulnerabilities increase.
 Security researchers provided a vivid example of this in 2015. They 
discovered vulnerabilities that enabled them to manipulate 1.4 million 
cars remotely, and memorably demonstrated this feat by using com-
puter code to kill the transmission on a car going at 70 mph on a 
highway.34 This is the latest in a long series of warnings. As early as 
1980, technologists cautioned that hardware and software develop far 
faster than security for hardware and software.35 It is quite likely that 
this trend will make network intrusions more threatening still. In con-
trast, it seems deeply unlikely that better security will soon render 
network intrusions obsolete.
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 Perhaps for this reason, kinetic and cyber capabilities are converging, 
encouraged in part by the Department of Defense projects outlined pre-
viously. Reports indicate that the United States integrated cyber 
effects—though not necessarily effects brought about by advanced mali-
cious code—with special and conventional military operations in the Iraq 
War.36 Other reports indicate that military planners considered cyber 
operations as part of the United States’ opening salvos in the Libya con-
flict.37 Similarly, analysts of Chinese military activities note their push 
towards broader “informatization.” This involves the integration and 
manipulation of information in warfighting efforts, a concept that inex-
actly parallels and extends beyond cyber operations.38

 As integration continues, it may change the notion of escalation. 
Militaries might before long view cyber operations as an ordinary part 
of joint capabilities. In that case, to speak of escalation from cyber to 
kinetic force might sound as meaningless as speaking of escalation from 
sea forces to air ones. With greater integration, the manner in which 
states perceive military and intelligence possibilities and threats will 
likely shift in unanticipated ways, but the cybersecurity dilemma con-
cerns will hardly lose relevance. Indeed, at some point in the future 
cyber operations might be so joined that the cybersecurity dilemma 
will be so mainstream as to be called just the security dilemma.

Objection: Cyber Capabilities are Unevenly Distributed

The third objection acknowledges most of the cybersecurity dilemma 
argument. According to this objection, while some intrusions are of 
great value for defensive purposes and can also be threatening, the over-
all conclusion that the cybersecurity dilemma can be destabilizing is 
simply irrelevant. This is because cyber capabilities are unevenly distrib-
uted. States without advanced capabilities will always fear states with 
them, regardless of any particular intrusion. States with advanced capa-
bilities will also be better able to absorb the blow of a surprise attack 
from a weak state and still respond. Stated more formally, the uneven 
distribution objection might read: A security dilemma is most acute when 
new evidence increases the apparent plausibility of merely possible threats. In 
cybersecurity, because of the uneven distribution of capabilities, threats are either 
obviously plausible (as occurs when weak states fear comparatively stronger ones) 
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or barely possible (as occurs when strong states fear weak ones). Therefore, regard-
less of a state’s capabilities, the dilemma of interpretation arising from a detected 
intrusion does not appreciably change a state’s overall fears.
 To some degree, this objection appears to make initial sense. States 
with no cyber capabilities are likely to recognize that they are at a dis-
advantage relative to states that do have great capabilities. Regardless 
of whether they detect an intrusion, they are likely to feel threatened, 
since they know their own weakness and can assume that others might 
have a general idea of it. Similarly, strong states will in general have less 
reason to launch defensive-minded intrusions into manifestly weak 
states, as they have less to gain. They will likely be able to use baseline 
defenses to secure their networks against the weak state’s capabilities.
 A very significant exception is if the strong state is looking for mali-
cious code from other states that have also intruded into the same 
important network of the weak state. This is a third-party Counter-
Computer Network Exploitation effort. In general, however, the case 
of an intrusion into a weak state’s network is less likely to be narrowly 
defensive-minded and presents much less ambiguity. While the threat 
to the weak state from strong states is still real, without a dilemma of 
interpretation the cybersecurity dilemma logic makes little difference 
when it comes to very strong and very weak states.
 That this objection is true to some degree, however, does not render 
it terribly potent. A similar objection can be made about the security 
dilemma more generally: states with manifestly weak kinetic forces 
will always fear the kinetic forces of strong states, in the absence of 
deeply credible reassurances. Yet, despite this, the security dilemma 
logic remains a central and valued part of much international relations 
scholarship and practice. This is largely because conflict is most inter-
esting and geopolitically destabilizing when it does not involve a very 
strong state against a very weak one, but instead when it involves two 
states of more equal clout. Given this idea, one can stipulate that both 
the security dilemma and the cybersecurity dilemma are of compara-
tively less value in understanding relationships and conflict between 
very strong and very weak states without much weakening either con-
cept’s value.
 Such a stipulation does nothing to impinge the cybersecurity dilem-
ma’s relevance to operations conducted by strong states, such as the 
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United States, Russia, and China, against other strong states. These 
operations hold major geopolitical significance because of the potency 
of the states involved. The stipulation further does nothing to lessen the 
cybersecurity dilemma’s relevance to operations by strong states 
against medium-tier ones, like Stuxnet, or vice versa, like the North 
Korean attack on Sony. This category of operations is quite important, 
as virtually all of the destructive cases of cyber attacks occur between 
a strong state and a medium-tier one or between two medium-tier 
states. The stipulation does somewhat diminish the relevance of strong 
state efforts against weak ones—an example of this might be opera-
tions by the Five Eyes against the cell phone networks in the develop-
ing world39—but this is comparatively less important. Thus, the objec-
tion has limited strength.
 A second key limitation to this objection is that vulnerability works 
somewhat differently in cybersecurity than in traditional operations. 
Assuming the presence of dual-use weaponry in traditional military 
operations, strong states are less vulnerable to attack than weak ones. 
The strong states have greater forces and therefore by definition have 
greater defenses. The exception is asymmetric attacks, in which a 
weaker actor can exploit the greater strength or presence of a strong 
state, turning this strength into vulnerability. Many acts of terrorism 
fall into this category, as do a large number of insurgent tactics. If 
weaker actors are capable of doing this, they can seize the attention of 
the strong state, sometimes causing tremendous fear.40

 Cybersecurity, some argue, is asymmetric in this way. Cyber opera-
tions provide a means with which weaker states and even non-state 
actors can level the playing field and cause damage to more powerful 
states. Typically, proponents of this view note the tremendous reliance 
that states like the United States have on computer networks for their 
economic and military strength. They theorize that these networks, 
which are often poorly secured, are potential Achilles heels.41 There is 
not the space here to debate this point. Crucially, however, whether 
this view is in fact correct has limited relevance for the cybersecurity 
dilemma discussion. Instead, it is the perception of the strong states on 
the potential asymmetry that matters most. If strong states fear, even 
unreasonably so, an asymmetric threat from weak states, they might 
feel a need to launch defensive-minded intrusions against those states. 
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If the weak states detect this intrusion, they are likely to feel threatened 
by the strong state. This would amplify any fears they have stemming 
from their own weakness and might prompt them to launch asym-
metric operations of their own—a result largely akin to that theorized 
by the cybersecurity dilemma logic. All told, the persistence of vulner-
abilities despite a state’s overall strength and the possibility of asym-
metric attack via cyber operation indicate that the cybersecurity 
dilemma better overcomes the uneven distribution objection than the 
security dilemma does.
 A brief analysis of trendlines indicates that this objection will likely 
decline in relevance. States are increasing their investments in cyber-
security. This is obviously true of strong states, like the United States, 
China, and Russia. Among those states, the commitment to cyber 
operations shows no signs of waning, meaning that the cybersecurity 
dilemma will likely be relevant regardless of what else happens. 
Medium-tier states, like Iran, are also investing in their capabilities; and 
so too are weaker states, like Ethiopia. To what degree these states 
newer to cyber operations can catch up remains to be seen.
 If strong states continue to retain or expand their advantages over 
lesser ones, they can exploit the headstart they have. But there is still 
the question of asymmetric vulnerabilities. The strong states are likely 
to depend more, not less, on computer networks as they continue to 
grow. This greater dependence expands the already large attack sur-
face. It provides additional points of entry for intruders, even compara-
tively weak intruders. In contrast to the uneven distribution objection, 
the strong states are likely to worry more about their vulnerability to 
weak states. In order for this not to be the case, the strong states would 
have to reduce their dependence on computer networks or improve 
their defenses faster than other states improve their intrusion capabili-
ties. Further, they must improve their defenses without resorting to 
launching intrusions. While such an improvement of baseline defenses 
is an admirable policy goal, it seems unlikely that such improvements 
will occur with any kind of alacrity.
 If the comparatively weaker states catch up, exploiting economies of 
scale as they develop capabilities or using leapfrogging technical advances 
to improve their operations more quickly, the uneven distribution objec-
tion manifestly declines in relevance. With fewer weaker states and more 
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medium-tier states, the distribution of capabilities becomes more equal. 
In such circumstances, even strong states have greater reason to doubt 
their capacity to absorb an intrusion, greater reason for fear, and greater 
reason to launch defensive-minded intrusions. Potential asymmetry in 
vulnerability may exacerbate this still further, but it is largely beside the 
point. The bottom line is clear: the more level the playing field, the less 
important the uneven distribution objection.

Conclusion: The Present and Future of the Cybersecurity Dilemma

This chapter has put forth objections and counterarguments to the 
cybersecurity dilemma. Taken together, the ideas presented here do 
establish some limits on this book’s argument. Attribution sometimes 
remains a challenge, and states’ struggles with it can confound their 
decision-making in unpredictable ways. Given this, the dilemma of 
response might occasionally be more complicated than the cyber-
security dilemma suggests. Thus far, cyber capabilities are less potent 
than kinetic ones, and states may fear intrusions less than they fear 
other threats. The stakes might therefore sometimes be less dire than 
the cybersecurity dilemma could initially suggest, especially if states 
develop resiliency in their networks. Some states are indeed demon-
strably weaker than others when it comes to cyber capabilities. In these 
cases, additional fears might be less relevant than is the case when 
incidents involve strong or equally-matched states. In light of these 
objections, the cybersecurity dilemma is hardly unlimited in its scope. 
To suggest otherwise is to misread the available evidence.
 But the core of the cybersecurity dilemma argument emerges mostly 
unscathed. Given the trends discussed in this chapter, it seems more 
likely that the dilemma will continue to become more relevant, not 
less. If states can make some headway on attribution, the credible fears 
that result will increase the cybersecurity dilemma’s relevance. If cyber 
operations attain greater potency or become more integrated into joint 
forces, the cybersecurity dilemma will also become more concerning 
and more mainstream. Lastly, if weaker states narrow the gap in cyber 
capabilities or if stronger states nonetheless remain vulnerable to asym-
metric attack, more states will have reason to worry about the cyber-
security dilemma.
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 All told, the conclusion to these objections is apparent: there are 
real limitations on the cybersecurity dilemma logic, but these limita-
tions do not constrain the overall argument unduly. The ways in which 
the constraints are significant, however, outline the ways in which the 
cybersecurity dilemma might become more acute and more salient 
with time, if the limitations fade. In short, although the cybersecurity 
dilemma appears quite applicable, careful consideration of its boundar-
ies foreshadows its still-growing importance. The important question, 
addressed in the next and final chapter, is what to do about it.
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MITIGATING THE CYBERSECURITY DILEMMA

Overview

This chapter turns towards the search for new approaches to managing 
the cybersecurity dilemma. Pursuit of even a partial answer is impor-
tant, given the dilemma’s risks, the failure of traditional mitigations, 
and the prospects for still greater worries in the future. A silver bullet 
remains elusive, but this chapter lays out steps that deserve consi-
deration in the short and medium term to build trust on matters of 
cybersecurity.
 The intersection of cybersecurity and national policy is rife with 
solutions and solutionism. This is the mistaken belief that one or two 
strategic or technological big-ticket innovations will dramatically 
improve a state’s prospects and solve the crises of the day. Chastened 
by the lack of cure-alls and by the way in which the shine quickly rubs 
off cybersecurity proposals, this chapter proceeds from the notion that 
there is no single answer to the cybersecurity dilemma.
 This chapter therefore argues that the cybersecurity dilemma is only 
overcome through a multi-pronged effort that increases short-term sta-
bility, starts to build trust, and begins to minimize the risks of misinter-
pretation. The ideas that follow are not policy prescriptions per se, but 
rather possible parts of this multi-pronged approach. They are not 
focused on the situation of any particular state and do not contain strong 
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advocacy for a given course of action, though potential benefits are high-
lighted. Wherever possible, this chapter very briefly draws out historical 
parallels. It demonstrates that old concepts have some applicability and 
highlights ways in which those parallels translate to cybersecurity.
 The chapter’s argument consists of four parts. The first section re-
examines the importance of baseline defenses. Here, the discussion 
proceeds with a view not just to what baseline defenses can provide in 
terms of immediate security, but also to how they can simplify the 
cybersecurity dilemma more broadly. The second section considers the 
prospects of building trust with a potential adversary through com-
bined efforts. When strong states solidify their bilateral relationships, 
they advance security and stability. The third section proposes ways in 
which states can take unilateral action to show a particular potential 
adversary or the wider international community that they seek stabil-
ity. These signals, many of which require near-term action but gain 
credibility when borne out over time, are critical to establishing pros-
pects for a long-term status quo. The fourth section outlines the ways 
in which states can establish and communicate a posture for dealing 
with the intrusions that do occur, while the chapter’s conclusion once 
more links back to the broader cybersecurity dilemma construct.

The Value of Baseline Defenses

No cybersecurity approach is credible unless it begins with a discussion 
of the vital role of baseline defenses. While much of the media atten-
tion often focuses on the intrigue of sabotage or stealthy intrusion, the 
seemingly unglamorous world of defense is at the heart of the issue. In 
the absence of a solid defensive foundation, computer systems do not 
scale up without major risks. Similarly, without this foundation real 
progress on the cybersecurity dilemma is impossible.
 The network defense model separated defensive measures into three 
broad categories: defenses that rely on signatures and heuristics in 
automated software scans for malicious code, defenses that involve 
human analysts actively hunting for breaches, and network intrusions 
that acquire threat intelligence on potential adversaries’ capabilities 
and intentions. While there is no doubt about the value of the intelli-
gence sometimes gathered by the intrusions in this last category, the 
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proper deployment of the first two categories of defense can go a long 
way towards providing security and starting to build trust. These 
efforts are baseline defenses.
 Baseline defenses provide immediate near-term security value 
against a large number of threats.1 Most would-be intrusions are not 
terribly sophisticated. With very rare exception, most intruders do not 
use zero day exploits that would elude up-to-date signature-based 
tools. Sometimes, because of social engineering or other tricks, they 
use no exploits at all and instead just dupe users into directly executing 
the malicious code.2 Similarly, intruders often do not employ advanced 
means of stealthy infiltration or lateral movement within networks and 
do little to cover their tracks once inside. As a result, properly config-
ured defenses can prevent or rapidly detect many successful intrusions, 
including intrusions of significant importance. At a minimum, better 
defenses require the intruders to exert significantly more effort.
 The 2015 intrusion at the United States Office of Personnel 
Management (OPM) provides one vivid example. The breach, and 
another like it, resulted in the loss of incredibly revealing confidential 
data on between 9 and 14 million current and former government 
employees—a counterintelligence gold mine for the intruders.3 Yet the 
intrusion effort was hardly sophisticated. To the contrary, a string of 
colossal failures in management and implementation enabled the 
break-in. These failures included a lack of two-factor verification to 
check the authentication of users, a lack of encryption on even deeply 
sensitive databases, poor visibility into network activity, and wide-
spread use of legacy systems that simply did not have security as a 
design priority.
 These shortcomings were obvious. The office’s inspector general 
revealed as much in report after report, going back years before the 
intrusion. The office had no information security staff until 2013.4 
Indeed, unaddressed concerns had become so severe by 2014 that the 
inspector general suggested that OPM should consider cutting off all 
access to certain critical systems until the office could implement bet-
ter protection.5 OPM leaders promised to do better, keeping the sys-
tems online while claiming that improving cybersecurity defenses was 
a priority. There was even great evidence that the office’s databases 
were of enormous value to intruders and were likely targets. Intruders 
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had previously made entry and remained undetected for long periods 
of time. These previous intruders failed to collect as much valuable data 
as the 2015 intruders did only because OPM’s systems were so out-
dated that the earlier intruders were unfamiliar with how they 
worked—a defensive success that should not exactly have inspired 
great confidence.6

 Nor is there much reason to think that OPM is an outlier within the 
United States government.7 In 2014 and 2015 alone, the State Depart-
ment, Pentagon, and White House suffered serious breaches from foreign 
intruders. It is not hard to see why. Federal data indicate that fixes for 
vulnerabilities often take on average well more than a month to apply, 
that the time between vulnerability scans is best measured in weeks,8 and 
that many systems central to government operations are significantly out 
of date and lack basic security measures. Inspectors general at several 
agencies and the Government Accountability Office have done much to 
identify these shortcomings and propose specific ways of addressing 
them, but serious problems persist.
 Beyond implementing pattern-matching and heuristic tools, an addi-
tional step is also immediately necessary if a state wants to improve its 
defensive position: it must root out intruders already in its networks. 
Fortunately, the second category of baseline defenses, human-directed 
hunting, is adept at this task. As part of decontaminating important 
networks, however, states must make efforts to increase the quality and 
number of these hunters and to empower them with the tools needed 
to do their job well. This involves hiring and training analysts who have 
a strongly developed sense of what network or computer activity is 
normal and which deviations indicate potential compromise. The 
resulting clean-up effort, which is likely to include greatly expanded 
network security monitoring and computer-based forensic investiga-
tions, is hard, expensive, and thankless work, but it is vital.
 Human-directed hunting can catch intruders using new tools and 
exploits without relying on pilfered threat intelligence. Aggressive 
monitoring of a state’s own important networks coupled with well-
funded and well-trained teams of analysts are vital for rooting out 
intruders who have already made entry and for catching those who try 
to do so in the future. Virtually all less capable intruders could be 
detected in this way. These detection efforts will often succeed before 
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the intruders can achieve their objectives or develop a persistent pres-
ence. Keeping out more intruders via automated defensive tools makes 
these analysts’ jobs easier. In turn, more capable and better equipped 
analysts provide additional security. They reduce the need for breaches 
into foreign networks to gather specific threat intelligence, although 
some states might not eliminate the intelligence operations entirely.
 Proper implementation of baseline defenses will therefore do much 
to assure a state’s cybersecurity without posing any possible risk to the 
security of other nations. With the woeful standards of current prac-
tice, each state is likely to have—already within reach—improvements 
that it can make to reassure itself and minimize its perceived threats. 
These changes are not cheap, given the number of legacy systems that 
need replacement. Nor are they easy, given the number of individuals 
that states must hire and train. They will certainly not solve the cyber-
security dilemma entirely. Yet the improvement of baseline defense is a 
necessary, though not sufficient, condition on which the rest of a multi-
pronged approach depends.
 In addition, the improvement of baseline defenses has some value 
that goes beyond just thwarting individual attacks. For states, better 
defenses can do much to reduce the complexity of decision-making 
when it comes to cybersecurity. One of the primary ways in which the 
cybersecurity dilemma could get worse, as the last chapter noted, is if 
more states develop cyber operations capabilities. If the bar for a suc-
cessful cyber operation is low enough, even non-state actors can be 
nuisances. For example, in 2015 and 2016, an intruder gained access 
to the personal email accounts of the Director of the Central Intelli-
gence Agency and the Director of National Intelligence, as well as 
other networks. When authorities arrested one of the intruders, they 
found that he was a fifteen-year-old in Britain.9 As with the previously 
mentioned Solar Sunrise case, in which nascent American attribution 
efforts mistakenly assumed that cyber operations conducted by three 
teenagers were from the Iraqi government, lesser states and non-state 
actors can complicate and amplify the cybersecurity dilemma.
 The OPM breach once again provides an example of wrong-headed 
thinking in this regard. Under Congressional questioning, the head of 
OPM defended the office’s failure to stop the major intrusion by claim-
ing that the office faced upwards of ten million “attacks” per month. 
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The implication was that, under such a massive threat, it was inevitable 
that some intrusion efforts would succeed. This is an absurd figure in 
that it conflates broad-based scanning with credible intrusion threats. 
More relevant to this point, however, is that the significant meaning 
that the OPM director attached to this large number reveals the quan-
tity of red herrings faced by the office’s defensive systems and the 
attention paid to those distractions by the staff. It exposes the inability 
of the organization, including senior management, to separate the actu-
ally threatening intrusion from all the other noise of mostly meaning-
less scanning. Of the ten million “attacks” cited by the OPM director, 
only a small percentage would have made it through properly config-
ured automated defenses. Fewer still, if any, could have evaded the 
scrutiny of well-trained analysts.10

 Better defenses can therefore make the cybersecurity dilemma more 
manageable. States with a headstart over some others, like the United 
States, have the opportunity to exploit that advantage by fortifying 
their networks in advance of other actors developing better intrusion 
capabilities. In effect, raising the bar on defense makes it harder for 
others to pose a threat. It lessens the number of potentially worrying 
states, decreases the number of concerning intrusions, and reduces the 
overall complexity of decision-making. It is only the smallest subset of 
the observed activity—the most credible attempts launched by the 
most credible potential adversaries—that should have to attract high-
level policy-maker attention. Simply put, the cybersecurity dilemma is 
best avoided entirely, wherever possible.
 Practitioners and scholars often compare cyber capabilities to 
nuclear weapons, and it is worth drawing out this comparison in more 
detail on the effects of defenses.11 During the nuclear arms race, at 
some point both the United States and Soviet Union possessed enough 
warheads to destroy the world many times over. By that point, the 
strategic threat had shifted. Both sides had enormous amounts of estab-
lished destructive power, even possessing enough power to withstand 
a devastating first strike from the other and still retaliate. Threats to 
stability thus took a different form. It was defenses, and in particular 
defenses that could enable a state to strike first and block the other 
side’s retaliation, that were destabilizing, since they made a massive 
surprise attack more palatable. In this circumstance, certain types of 
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offensive-minded spending were less destabilizing than defensive-
minded spending, as mentioned in Chapter Five. It is for this reason 
that the United States and Soviet Union agreed to the Anti-Ballistic 
Missile Treaty. This is also why the Strategic Defense Initiative (or Star 
Wars) pursued by the Reagan Administration caused such consterna-
tion among the Soviets.
 The situation with regard to cyber capabilities is just the opposite. 
There is a good chance that many new and more devastating offensive 
capabilities remain for operators to discover or invent. At a minimum, 
there are certainly more zero day vulnerabilities in existence than 
states have found and exploited. A state’s pursuit of such new offensive 
capabilities could rightfully be interpreted as threatening by other 
states. By contrast, cybersecurity baseline defenses are universally rec-
ognized as non-threatening and part of professional best practice,12 not 
just to keep out other state-level adversaries but also to keep out non-
state actors and amateur intruders. Unlike in the nuclear arena, other 
states are likely to see obvious non-intrusive defenses as such and not 
react with fear.

Advancing Bilateral Trust

Any security dilemma, including the cybersecurity dilemma, is at its 
most acute when the states involved are the most powerful. Many 
middle-tier states benefit from security guarantees provided by other 
states. They can thus take some risks in interpreting the intentions of 
potentially hostile actors, since their stronger allies will come to their 
aid if they judge incorrectly and suffer attack. Powerful states have no 
such luxury. They are themselves the guarantors of security and they 
lack still stronger allies to whom they can turn for assistance in times 
of trouble. Therefore, they must be especially cognizant of the dangers 
posed by other mighty states. It is thus in the relationships among the 
strongest states that the security dilemma can become quite severe.
 The outsize importance of the top-tier states provides an opportunity 
for partial mitigation. To the extent that the most powerful states can 
form meaningful relationships of trust, they can increase stability.13 This 
is not easy. The earlier discussion of intelligence and the security 
dilemma provided examples of the ways in which the United States and 
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Soviet Union each greatly unnerved the other, sometimes unintention-
ally and sometimes less so. Close access intelligence collection, expres-
sions of inherent suspicion about the other, and seemingly clashing ideo-
logical worldviews induced mutual fear. But the Cold War stayed largely 
cold, in part because of some of the bilateral trust-building mechanisms 
that the two states developed in response to dangerous crises. A few 
examples hold particular relevance for the cybersecurity dilemma.
 One innovation that the United States and Soviet Union devised was 
the hotline linking the American government and the Communist 
Party leadership. An early advocate of this idea was Thomas Schelling, 
the academic and strategist. He and others cited the benefits in inter-
national stability of fostering prompt communication between strong 
states. The idea gained greater traction after the Cuban Missile Crisis 
in 1962, in which formal diplomatic communications from one side to 
the other took many hours to deliver. In the midst of those tense days, 
the delay in communications posed such an issue that the parties 
employed ad hoc and unofficial means, including asking television cor-
respondents covering the events to pass messages.14

 The two sides signed an agreement to establish a hotline in 1963. 
Throughout the remainder of the Cold War, the link proved valuable 
on many occasions. During the 1967 Arab–Israeli conflict, the United 
States and the Soviet Union used it to communicate information about 
their own military movements to the other as they stayed mostly on the 
sidelines of the war. This reduced the risk of misinterpretation and 
minimized the chances of inadvertent escalation. Not long after, both 
sides used the hotline in a similar way during the Indo-Pakistani War in 
1971, the Yom Kippur War of 1973, the Soviet invasion of Afghanistan, 
and on several occasions during the Reagan Administration.15 Most 
cases demonstrated the value of swift communication between the 
strategic leaders of strong states, as Schelling and others had pre-
dicted.16 For this reason, even though the Soviet Union has faded, the 
hotline remains in place.
 Similar to the hotline, in the 1980s the two sides established what is 
sometimes referred to as the “warm line” and is more properly known 
as the Nuclear Risk Reduction Center. While the hotline is mostly for 
strategic crises, this center deals with somewhat lower-level operational 
concerns. Staffed by State Department officials on the United States’ 
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side, they provide round-the-clock channels for sharing important non-
crisis information. This gives staff at the operational level a mechanism 
through which to clarify treaty points and to provide notification of 
missile tests.17 Coming more than twenty years after the development 
of the hotline and during a time of significantly friendlier relations 
between the two nations, this information sharing center was both a 
symbol of greater trust as well as a means of safeguarding and perpetu-
ating that trust.
 Other significant areas of trust building occurred when the states 
recognized the value to both sides of some limits on their forces. These 
often took the shape of formalized arms control agreements. One 
notable effort, the Anti-Ballistic Missile Treaty, has already been dis-
cussed in this chapter, while Chapter Six covered another, the Open 
Skies Treaty. Other significant agreements include the two Strategic 
Arms Limitation Talks, which limited the number and force of the two 
superpowers’ largest nuclear weapons, and the Intermediate Nuclear 
Forces agreement, which will be discussed in the next section.
 Of the many significant insights relevant to these bilateral agree-
ments, several merit mention here. The first key point is that these 
were negotiated agreements, worked out over years by teams of 
experts and diplomats, with this bargaining sometimes punctuated by 
high-level summits between national leaders. Both sides made these 
efforts a priority in an attempt to thwart future crises.18 Negotiations 
have a better chance of success if there is already a foundation of trust. 
This includes working relationships and communication mechanisms 
between the parties. The value in building strong bilateral relationships 
is not just in the present, as a means of overcoming current problems, 
but also for the future. Actions taken now to build trust can pay off 
when new threats arise down the road.
 Verification of compliance comprised a vital part of these negotia-
tions. Verification mechanisms in theory build trust in the strength of 
an agreement; successful verification in practice enhances trust in the 
other party. While some arms control treaties functioned without veri-
fication clauses, many included them. Verification, especially of secret 
technical developments or of other covert activities, can be quite inva-
sive. For many states in many circumstances, a default desire is to have 
free rein into another state’s affairs to make sure it is living up to the 
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agreement. States are naturally wary about giving such access into their 
own systems to others, especially to potential adversaries. Success in 
verification means reaching an acceptable middle ground.
 States made significant mutual concessions to enable the verification 
of some arms control agreements. Some of these concessions seem quite 
surprising in the computer age. For example, the Strategic Arms Limita-
tion Talks II negotiators recognized the vital importance of mutual veri-
fication but also the technical difficulty in carrying it out. They negotiated 
a variety of mechanisms that helped facilitate the process. These mecha-
nisms spelled out what each state had to do to enable the other party to 
verify its compliance. One requirement jars the modern reader: during 
some kinds of weapons testing, states were forbidden from encrypting 
their systems’ telemetry, vital data on the weapons’ operational status 
and capabilities. Sending this information without encryption enabled the 
other side to intercept it and verify compliance.19

 This anachronistic view of encryption is just the beginning of how 
cyber operations diverge from nuclear ones. Fundamentally, incidents 
unfold differently. Short-fuse crises, in which policy-makers had to 
make decisions of ultimate importance in minutes, characterized the 
Cold War. Cyber operations, with less destructive capabilities, do not 
seem as urgent for strategic decision-makers. Network intrusions also 
far outnumber nuclear crises. As a result, a hotline model for defusing 
cyber incidents in the moment is, at best, only part of a solution. 
Instead, to minimize the risk of tension and to aid the other side in 
their dilemma of interpretation, states will have to clarify their posi-
tions, limits, and capabilities proactively before the crisis occurs.
 The United States has taken some strategic steps in this regard. With 
Russia, it has agreed to a similar hotline to defuse potential crises 
related to cyber operations, though it is not clear if the states have ever 
used this hotline for anything other than a test.20 With China, the 
United States agreed in late 2015 to set up a hotline, although the 
agreement is too recent to be of much use in analysis.21 In addition, 
credible reports indicate that high-ranking American military delega-
tions, including one in 2014 with then-Secretary of Defense Chuck 
Hagel, have flown to Beijing to provide a briefing on some of the 
United States’ cyber capabilities and doctrines.22 President Obama 
raised cybersecurity issues in one-on-one meetings with the Chinese 



MITIGATING THE CYBERSECURITY DILEMMA

  167

leader Xi Jinping on several occasions, with mixed success.23 While it 
is unthinkable that the United States showed its full hand in these meet-
ings, such efforts are nonetheless a good start at establishing candid 
talks, although Defense Secretary Hagel said after his visit that the 
Chinese did not reciprocate.24

 The United States and China have also held operational-level discus-
sions. The two states, recognizing the need for greater engagement on 
issues in cybersecurity, established joint working groups. These groups, 
staffed in part by specialists, sought to provide an ongoing channel of 
communication. It is unknown if these groups would have succeeded, 
although the two sides did not try the concept for long; in the light of 
the American indictment of five PLA officers, the Chinese broke off 
their participation.25 The late 2015 summit between Obama and Xi 
rekindled the concept of the groups but their reformation and impact 
remain to be seen.26

 Other barriers make international engagement and agreements 
challenging in cybersecurity, even if there is a reservoir of trust. The 
enormous ambiguity about the definition of specific operational terms 
poses a challenge. Many pieces of security software present dual-use 
difficulties in offense–defense differentiation. Further, a security 
researcher may develop exploit code to prove the concept of a zero day 
vulnerability so that it can be fixed. Similarly, a state may use intrusion 
tools to test its own networks for weaknesses, a normal part of the 
process of configuring defenses. These difficulties tripped up proposed 
export control mechanisms in 2015 within the context of the Wassenaar 
Arrangement, an effort to constrain dangerous exports.27 In the con-
text of arms control with potential adversaries, where states are more 
likely to fear cheating by one another, these definitional troubles pres-
ent even greater hurdles.
 The increased possibility for cheating in such an agreement makes 
verification still more important. But challenges in verification are in 
fact another major hurdle to cyber arms control agreements. Unlike 
during the Cold War, when the United States and Soviet Union had the 
best interception capabilities, many actors in cybersecurity, including 
non-state actors from third-party countries, are capable of intercepting 
some unprotected communications. Encryption is therefore essential. 
Additionally, cyber capabilities are far easier to hide than nuclear mis-
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siles. To verify that a state is not developing a forbidden class of cyber 
capabilities, another state has to examine all of its networks and digital 
equipment. No modern government will ever permit such access to a 
potential adversary. Even partnerships between exceptionally close 
allies, such as the United States and the United Kingdom, do not run 
so deep.
 Non-state actors complicate verification, too. For example, American 
policy-makers might think that they are negotiating a deal with the 
Chinese leadership that will constrain both sides’ cyber operations and 
increase stability. But the leadership might not have complete control 
over every skilled hacker in the government and certainly not in the 
whole country. The potential for individual action introduces plausible 
deniability for states that want to cheat on agreements. This is why the 
2015 United States–China and United Nations agreements included 
provisions for mutual assistance on investigations into breaches. But 
this is another area in which substantial and timely cooperation 
between potential adversaries has yet to be seen in practice. Even for 
states that do have more trust for one another, the possibility of unaf-
filiated patriotic hackers or activists complicates their ability to follow 
through fully on agreements.
 This does not mean that cooperative action is impossible on cyber-
security matters. Strong states may face shared external threats and 
will devise means of jointly addressing those threats. This sort of activ-
ity is perhaps more analogous to the cooperation that eventually 
emerged between the United States and Soviet Union in space flight. 
Each state had its own program, born of a desire to win the space race. 
In time each recognized some value in collaborating with the other, 
even as each continued to develop its own civilian and military rocket 
capabilities. Both sides saw symbolic value in working together to over-
come the shared challenges posed by the laws of physics at the edge of 
the human frontier. Such partnership continues in the twenty-first 
century, even in the face of renewed tensions between the United 
States and Russia.
 Devising parallel efforts in cybersecurity is possible. Two areas, the 
handling of zero days and the strengthening of encryption, will be dis-
cussed below as candidates for unilateral action; they could easily be the 
source of bilateral cooperation as well. Additionally, strong states could 
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implement arrangements for sharing threat intelligence or for providing 
mutual assistance in cybersecurity investigations to counter the possibil-
ity of rogue state or non-state action. In so doing, they can strengthen 
one another against the challenge posed by non-state actors and third 
parties. Each strong state will continue to develop its own capabilities, 
but such cooperation could be an intermediate step in relationship 
building. It would require some foundation of trust to implement, but 
would not impose enormous risks or cost on the states.

Contributions to System-wide Security

The first section in this chapter discussed baseline defenses, inward-
focused unilateral efforts that simplify the cybersecurity dilemma. The 
second section discussed how states can strengthen their bilateral rela-
tionships with one another. There is a third possible category of efforts: 
unilateral actions undertaken by a state that directly increase the security 
of all actors and, in the process, increase that state’s trustworthiness and 
standing. There is potential promise for these sorts of actions as a means 
of indicating a willingness to overcome the cybersecurity dilemma.
 An old Hollywood saying advises screenwriters that if a line of dia-
logue or bit of action does not serve two purposes, they should cut it 
out. This advice hints at a truism present in many fields: while the face 
value of words and deeds may be important, quite frequently what mat-
ters most is the aim they quietly serve. Economists refer to this implicit 
meaning as signaling value. They argue that, in areas of uncertainty, such 
signals can help provide clarity. One famous example contends that, in 
the job market, the value of a college degree derives not from the 
amount of knowledge a candidate has acquired in school, but from the 
signals it sends about a candidate’s perseverance, work ethic, and ten-
dency towards learning. All of these are of greater importance to employ-
ers in many cases than the actual knowledge imparted in the classroom.
 The signaling value of the college degree comes from its expense, in 
both money and time. A college dropout might claim to have a great 
work ethic and affinity for knowledge, but his or her rhetoric is under-
cut, fairly or not, by a seeming unwillingness to bear the burdens of 
actually attending college. Not all signals have equal value—costly 
signals that involve the actor paying some substantial price often mean 
the most to others.28
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 The value of costly signals is widely acknowledged in international 
politics. In times of crisis, states show resolve and determination in an 
effort to get other states to back down. In such cases, the mobilization 
of military forces—at significant expense and disruption to society—
signals to potential adversaries a state’s seriousness about defending its 
position. In more peaceful circumstances, a security-seeking state 
might seek to reassure its potential adversaries, to demonstrate that it 
is not greedy but instead seeks a stable status quo. To do this, a state can 
send a costly signal that indicates its desire for cooperation and har-
mony; many proposed mitigations to the security dilemma fall into this 
category of action. If the cost of the signal is sufficiently meaningful, 
other states are likely to see it as a sign of trustworthiness and consider 
taking reciprocal action. At a minimum, a state seen as trustworthy is 
more likely to get the benefit of the doubt when other states interpret 
its actions.29

 Costly signals can only lead towards stability if the recipient recog-
nizes them as such. In 1955, Soviet Premier Nikita Khrushchev unilat-
erally withdrew military forces from Austria in what appears to have 
been an attempt at a costly signal. Khrushchev said as much, rhetori-
cally asking, “Is there any stronger proof necessary to show that the 
Soviet Union does not want to seize Europe … Who would evacuate 
troops if he wanted to attack?”30 But then-Secretary of State John 
Foster Dulles, with his “bad-faith” model of Soviet policies, treated the 
move with suspicion and relations remained frosty.31 In part, this 
example shows the importance of individuals in trust-building. 
National leaders must be able to look past biases to recognize costly 
signals as well as have the willingness to send them in the first place.32

 The end of the Cold War also provides a few examples of more suc-
cessful costly signals and growing trust between states. The Soviet 
leader, Mikhail Gorbachev, recognized by the mid-1980s that the 
United States did not trust his government. He concluded that the only 
way to reduce the risk of conflict was by convincing the United States 
that he wanted peace and would be a reliable partner. As a result, he 
made significant concessions in the 1987 Intermediate Nuclear Forces 
agreement, consenting to especially intrusive on-site inspections and 
agreeing to destroy many more missiles than the United States did. 
Similarly, he announced the Soviet withdrawal from Afghanistan. With 
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this decision, he gained enormous credibility among American conser-
vatives who thought it was deeply unlikely that the Soviet Union would 
ever forsake its Afghanistan interests. In 1988, he made a bold speech 
at the United Nations announcing unilateral troop reductions in 
Eastern Europe, long a region of great worry for both the Soviet Union 
and NATO.33

 Gorbachev calculated deliberately. He knew the effect he was trying 
to have and the enormous American skepticism he had to overcome. 
He told the Soviet Politburo that, prior to his actions, critics could 
dismiss his push for engagement by saying there was “plenty of talk, 
plenty of nice words, but not a single tank is withdrawn, not a single 
cannon.” He further told the Politburo that his bold moves, however, 
had “left a huge impression … [and] created an entirely different back-
ground for the perception of our policies and the Soviet Union as a 
whole.”34 Without action, Gorbachev’s speeches would have meant 
little to suspicious American commentators and policy-makers. In light 
of the costly signals and interpersonal engagement at diplomatic sum-
mits, however, even some hard-line critics recognized the possibility 
for cooperation between the two superpowers. No less a Soviet skeptic 
than Ronald Reagan walked back one of his most famous quotes. After 
Gorbachev’s actions, Reagan was asked if he still thought the Soviet 
Union was an “evil empire,” as he had memorably claimed in 1983. 
“No,” the American president replied, “I was talking about another 
time, another era.”35

 In cybersecurity, just as in nuclear security, states can send costly 
signals. One potential area of interest is in the handling of zero days, 
the rare previously unknown software vulnerabilities that sometimes 
enable sophisticated intrusions. A state’s policy on this issue reveals 
information.36 Just as Gorbachev faced fierce resistance from some 
elements of the Soviet security forces over his decisions37—these 
forces claimed that he was sacrificing too much security to send his 
costly signal—one method of handling zero days will involve making 
security sacrifices unpalatable to some. These critics will prefer a dif-
ferent approach that may preserve a state’s short-term security but 
might, if discovered, worry other states about its aims and intentions. 
How states resolve these competing priorities, and what costs they are 
willing to bear in doing so, sends signals to other states.
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 Previous chapters outlined the choices available to the discoverer of 
a zero day: it can be exploited operationally, it can be sold to another 
party who will exploit it, or it can be reported to the vendor for reme-
diation. For states, the first and last options are the most realistic. There 
is little evidence thus far that states have engaged in the zero day trade 
with one another, though it is not out of the realm of possibility.38 
Deciding which choice is best for a given vulnerability can be complex, 
as the United States Vulnerabilities Equities Process outlines, because 
of “competing ‘equities’ for [United States Government] offensive and 
defensive mission interests.”39

 Exploiting the zero day presents some appeal for states. The right 
zero day could open opportunities that would otherwise remain 
closed. It might enable penetration of particularly hardened targets or 
permit an intruder to remain undetected for a greater period of time. 
But the zero day by itself will not radically change the overall intelli-
gence picture. The significance will depend on the particulars of the 
zero day,40 on the state’s ability to integrate its use into operations, and 
on the defenses set up by the likely targets. For a capable state, zero 
days can make meaningful and concrete contributions to intelligence 
collection operations, even if they are not a panacea. Exploiting the 
zero day, or having it ready for exploitation if needed, is therefore often 
of some value.
 Reporting the zero day might seem less appealing, at least at first. 
There are no near-term benefits that accrue uniquely to a state disclos-
ing a zero day. Perhaps, if the state has used the zero day previously in 
some operations, there could even be some harms.41 By making the 
vulnerability known, the state forgoes its opportunity to use the zero 
day’s full value in intelligence operations. Once the software vendor 
issues a patch to address the zero day, if the state attempts to exploit 
the vulnerability in a subsequent intrusion, there is at least some 
chance that its target will have applied the fix and be able to thwart the 
intrusion. In that case, the state will have sacrificed the prospect of 
near-term intelligence gains in its decision to disclose the vulnerability. 
In a public statement, the NSA warned of this possible outcome. The 
agency said, “Disclosing a vulnerability can mean that we forgo an 
opportunity to collect crucial foreign intelligence that could thwart a 
terrorist attack, stop the theft of our nation’s intellectual property, or 
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discover even more dangerous vulnerabilities that are being used to 
exploit our networks.”42 For some, losing capabilities will be deeply 
concerning. Often there will be other collection methods capable of 
filling this gap, but not always.
 The state that reports a zero day accrues some near-term defensive 
benefits. Assuming that the vendor issues a patch and that network 
defenders apply it, the state’s computers will in the aggregate become 
more secure. Foreign actors who might also have discovered and 
exploited the zero day will have a harder time breaking in. The proba-
bility of this sort of independent discovery appears substantial,43 
though there is some debate. As former White House Cybersecurity 
Coordinator Howard Schmidt said:

It’s pretty naïve to believe that with a newly discovered zero-day, you are 
the only one in the world that’s discovered it … Whether it’s another 
government, a researcher or someone else who sells exploits, you may 
have it by yourself for a few hours or for a few days, but you sure are not 
going to have it alone for long.44

But it is not just the state that reports the zero day that benefits defen-
sively. Other states, including its potential adversaries, can also boost 
their security by applying the vendor’s patch.
 It is easy to conceive of circumstances in which, even in the short 
term, it is better for a state to report a vulnerability rather than exploit 
it. One obvious example occurs when a state finds a vulnerability in 
software that is used primarily by that state and not by its potential 
adversaries. In such circumstances, the state will not have much mean-
ingful opportunity to exploit the vulnerability for intelligence gains, 
since it will not be applicable to its likely targets. Worse, if a potential 
adversary independently discovers the vulnerability, it could pose seri-
ous risks to the first state if no patch exists. Given this, in such circum-
stances a state has an obvious and immediate interest in reporting the 
vulnerability to the vendor for remediation. For the NSA’s part, it said, 
“Historically, NSA has released more than 91 percent of vulnerabilities 
discovered in products that have gone through our internal review 
process and that are made or used in the U.S.” But the statement omits 
any discussion of when this reporting took place. It appears quite pos-
sible that the agency used the vulnerabilities for intrusions before even-
tually disclosing them.45
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 In the medium and long term, a state may gain other benefits from 
reporting a zero day vulnerability. Conspicuous and costly action can 
build trust. A history of turning over zero days to software vendors 
could have great signaling value. If a state develops a credible reputa-
tion for regularly reporting zero day vulnerabilities, other states will 
have solid reason to think that the state is less likely to be planning 
sophisticated or powerful intrusions. This is particularly true if the zero 
days disclosed by the state are not ones that are manifestly in its self-
interest to report. If the United States reported a vulnerability in soft-
ware used primarily by Americans, it would not be too significant a 
step. If the United States government reported a vulnerability in soft-
ware used primarily by the Chinese, it would send a strong and costly 
signal about American intentions.
 Conspicuous action in the zero day market is possible. When ven-
dors issue a patch, they often issue commendations or cash prizes, 
known as bug bounties, to researchers who reported the now-fixed 
vulnerability. Governments probably do not need the money, which is 
often in the low-thousands of dollars, but the recognition provided by 
vendors could be a valuable way to build trust. This has happened 
already. For example, corporations have formally credited the British 
signals intelligence agency GCHQ with assistance on vulnerabilities, a 
recognition touted by a former agency director.46 In this way, the zero 
day question is reasonably unusual in international relations: there are 
credible third parties, software vendors, who can shed light on the inten-
tions of states using a simple mechanism already in place. Credibility-
building unilateral action is therefore possible.
 A similar dynamic is at work in encryption, meaning that it is also an 
area in which states can potentially send costly signals. The essence of 
encryption is straightforward: it permits two parties to communicate 
with one another in such a way that a third party cannot make sense of 
the communication.47 This is true even if the third-party eavesdropper 
wholly intercepts the message transmitted between the two parties. 
While the particulars of how this works are beyond the scope of this 
text,48 the power that encryption places in the hands of communicators 
is quite remarkable. Though it is nothing more than math, the concept 
can seem almost magical to some. It suffices here to say that strong 
encryption is at the core of many, if not most, meaningful digital activi-
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ties, including virtually all banking and shopping, many web searches 
and website visits, and some chat and email conversations.
 For this reason, governments have long had an uneasy relationship 
with encryption. On the one hand, for economically advanced states 
like the United States, encryption is of enormous value. Encryption 
undergirds many of the high-tech services exported by leading compa-
nies. American intelligence agencies, diplomats, and the military rely 
on encryption to coordinate global efforts. Citizens, sometimes know-
ingly and sometimes not, use encryption for security as they go about 
their activities online. All of these are good things for the United States. 
With these benefits in mind, the United States government has a pro-
gram, run by the National Institute for Standards and Technology 
(NIST), to certify particular implementations of encryption as safe for 
use. The program verifies that these implementations do not have any 
weaknesses that might permit others who have intercepted a message 
to decode what it means.
 Encryption can also frustrate policy-makers. Not only can legitimate 
citizens, industry, and government officials use encryption, but more 
nefarious actors can as well. The most obvious and widely discussed 
example in domestic affairs is that criminals might use it to try to keep 
one step ahead of the police. Whether, in an effort to combat this, the 
police should have the ability to read any message with a court order is 
a lively and ongoing debate, but since it is a matter of domestic politics, 
it is largely outside the scope of this text.49

 Encryption can also frustrate foreign intelligence officials, a subject 
that is of relevance to the cybersecurity dilemma. Unlike in the past, 
when each state had its own secret encryption mechanisms, many 
methods are now publicly available for use. For a powerful and techno-
logically advanced state, it is quite plausible that some of the foreign 
intelligence targets of that state—surveyed both through network 
intrusions and other methods—will in fact employ encryption invented 
in that state. In such circumstances, the state’s own innovations that 
benefit it economically might hurt it in matters of intelligence. How 
much difficulty encryption poses for collectors depends on the particu-
lars of the intelligence operation and the encryption.
 The easiest response for states is to try to put export controls in 
place, in the same way that states seek to regulate the shipment and sale 
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of weapons. In theory, this is an ideal solution: the state’s citizens, cor-
porations, and government officials can enjoy the cryptography’s pro-
tection, but foreign actors will not be able to take advantage of it. In 
practice, however, it is unworkable. Computer code, such as encryption 
implementations, crosses borders far more easily than physical weapons. 
Mathematical ideas, which comprise the core of encryption, spread still 
faster. The United States government attempted to regulate cryptogra-
phy during the 1990s and failed.50 Indeed, the period of attempted 
export control left an enduring negative legacy: several serious crypto-
graphic weaknesses, some discovered as late as 2015, persisted in mod-
ern systems as a result of the old mandated standards.51

 A second possibility emerges: a state can take an active role in verify-
ing cryptography as secure, but then seek surreptitiously to introduce 
weaknesses into the cryptographic implementations. In theory, only the 
state will know about these vulnerabilities and only it will be able to 
take advantage of them. If the state has sufficient clout, other actors will 
trust its certification of the cryptographic implementations and will use 
them to secure their own communications. Once other states put the 
cryptography to use securing important information, the first state can 
exploit the weakness to intercept and decode the sensitive data.
 The United States reportedly did just this. The NSA worked within 
the United States interagency process to introduce weaknesses into a 
key part of a cryptographic implementation. NIST certified that imple-
mentation as secure.52 Reportedly, the NSA then secretly paid an 
American cybersecurity company, RSA, millions of dollars to use the 
implementation in one of its products.53 If foreign actors used the 
product to secure their networks or data, the NSA would likely be able 
to overcome the obstacle posed by encryption. The United States’ posi-
tion internationally—the general trust in its government and the reach 
of its corporations—served its intelligence aims.
 In sum, with regard to encryption and foreign intelligence, a power-
ful state has three choices.54 First, it can attempt to advance encryption 
that is truly secure, putting the technological might of its government 
towards increasing the cybersecurity of all actors. The Dutch govern-
ment took this approach, announcing in 2016 that it would outlaw 
mandated weaknesses and earmark money for strengthening encryp-
tion globally.55 Second, the state can do nothing, leaving the question 
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for private sector cryptographers to handle. Third, it can seek surrepti-
tiously to influence the system in ways that suit its own advantage, as 
the United States did. There are several factors that go into this deci-
sion, but one consideration, long-term trust, is particularly relevant in 
light of the cybersecurity dilemma.
 Pursuing the first option, strengthening cryptography, can yield 
long-term gains in trust for the state. A state’s attitude towards cryp-
tography can, to some degree, indicate its attitude towards intelligence 
collection via cyber operations. States that noticeably work in favor of 
strong cryptography for all actors can increase their trustworthiness in 
the eyes of other states. Insofar as strong cryptography interferes with 
intelligence collection, a state’s willingness to promote better encryp-
tion demonstrates its recognition of limits on its intelligence collec-
tion, its willingness to permit information to remain outside of its own 
reach, and its readiness to make contributions of broad benefit. This 
choice comes with real costs. As such, a state conspicuously paying 
them is more likely to gain long-term trust than a state that pursues the 
second option and does nothing.
 Pursuing the final option, stealthily introducing weaknesses, can 
yield intelligence gains. By verifying deliberately insecure crypto-
graphic implementations as safe, the United States likely increased the 
power of its signals intelligence efforts. Assuming that the deception is 
not uncovered, this option can also lead to long-term gains in trust for 
a state that chooses it. Other states will not know that the verified 
algorithms are in fact insecure. But if the state’s duplicity is discovered, 
the loss of trust can be severe. When the American deception eventu-
ally came to light, it earned widespread condemnation, including 
strong warnings from NIST’s advisory board.56 In response, a senior 
NSA official wrote a mathematical journal article calling the failure to 
withdraw support for the weakened cryptographic system “regrettable” 
and stating that the “NSA must be much more transparent in its stan-
dards work and act according to that transparency.”57 Whether this will 
be enough to restore long-term trust in the United States’ crypto-
graphic verification program remains to be seen.
 There is a confounding factor. State-level variables may influence a 
government’s view on cryptography. Authoritarian regimes may be less 
willing, for instance, to permit their citizens to use truly secure crypto-
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graphy, for fear that those resistant to the government will use it too. 
Conversely, some democratic states seeking to protect or encourage 
dissidents in authoritarian regimes may be more likely to export strong 
cryptography. Even individual states pursue contradictory policies. For 
example, while the NSA spends hundreds of millions of dollars annually 
on weakening encryption used around the world,58 the United States 
State Department spends tens of millions of dollars trying to export 
strong cryptography to dissidents and journalists overseas.59 All told, 
most states’ relationship with cryptography is too complex to unpack 
fully. Suffice it to say that the matter of international trust, which is 
deeply important for the purposes of mitigating the cybersecurity 
dilemma, is but one part of a broader policy discussion on the issue.

Establishing a Security Posture

States develop security postures, determining for themselves and for 
others how they will interpret and respond to certain events. These 
postures can guide policy internally, but states can also communicate 
them more widely. If enough states share similar views on appropriate 
posture, a stable status quo can result. Part of a state’s posture in 
cybersecurity could try to minimize the dangers of the cybersecurity 
dilemma. These are some possible components of such a posture.
 States must first develop a plan for dealing with third-party 
Counter-Computer Network Exploitation (CCNE) intrusions. These 
intrusions provide a defensive justification for breaking into a great 
number of targets: that the intruders are looking to learn about other 
intruders who have penetrated those targets. Chapter Three outlines 
how the Five Eyes learned about French capabilities by targeting 
another state, for example. If these sorts of intrusions are removed 
from consideration, the cybersecurity dilemma is theoretically much 
easier to mitigate. Without third-party CCNE intrusions, the only 
intrusions that are both narrowly defensive60 for one state yet also 
threatening to another are intrusions into cyber operations units. This 
comparatively smaller set of intrusions would still meet the criteria of 
the cybersecurity dilemma. They would enable the intruding side to 
collect direct information about another state’s cyber operations capa-
bilities while also threatening the state suffering the intrusion.
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 Third-party CCNE intrusions have the effect, therefore, of broadening 
the cybersecurity dilemma. When states break into the important net-
works of third parties to uncover the techniques used by a potential 
adversary who has also penetrated those networks, states needlessly 
threaten those third parties. They are also unlikely to constrain them-
selves much in their targeting, but will instead intrude on networks likely 
to be of interest to a potential adversary, including economic, political, 
and critical infrastructure targets. In each case, if the third party discov-
ers the intrusion(s), it risks bringing about the cybersecurity dilemma. 
The state suffering the intrusion will then, under the dilemma of inter-
pretation, have to determine if the intrusion is threatening and a prelude 
to future danger, or if it is a defensive-minded third-party CCNE effort. 
Getting this interpretation wrong by viewing defensive third-party 
CCNE efforts as threats risks escalation desired by neither side; getting 
it wrong by interpreting a real threat as a third-party CCNE intrusion 
risks remaining vulnerable to potentially serious dangers.
 States seeking to limit the overall scope of the cybersecurity dilemma 
must find a way around the third-party CCNE issue. Strong states have 
at least one course of action available to them. They can, in advance of 
any particular incident, announce a clear position on third-party CCNE 
intrusions: when they discover an intrusion in one of their own impor-
tant networks, but not a network directly associated with their own 
cyber operations, they will not consider the third-party CCNE possi-
bility as they confront the dilemma of interpretation. In other words, 
in no circumstance will they assume that other states have penetrated 
their networks to gather intelligence on other states that might also be 
in those networks. They will treat each network penetration as its own 
threat, removing any possible benefit of the doubt for intruders relat-
ing to CCNE.
 This has a broader mitigating effect. If a state assumes that its poten-
tial adversary has active cyber capabilities and uses them in ways that 
are not narrowly defensive, the state is likely to conclude that its 
potential adversary has penetrated a substantial number of networks 
from a wide variety of states. If the state wants to conduct a third-party 
CCNE intrusion to learn more about these capabilities, it then has 
some choice in which networks it will target to do so. It can pick any 
network that its potential adversary has likely targeted. This range of 
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choice is constrained only to the degree that the potential adversary 
develops and deploys unique capabilities for each of its targets. While 
there is certainly variance in which capabilities states employ, even 
sophisticated actors re-use many frameworks and pieces of infrastruc-
ture across operations.
 If strong states have made clear that they will not give any credence 
to the possibility of third-party CCNE intrusions, the state seeking to 
conduct such an intrusion will then have additional incentive to do so 
instead against a comparatively weaker state with weaker response 
capabilities. If implemented, this expectation creates a positive feed-
back loop for strong states with an enforced and clear posture on 
CCNE: when they do discover an intrusion in their own networks that 
might otherwise potentially be seen as third-party CCNE, they can 
have greater confidence that it is something probably more serious and 
thereby act with greater certainty. If such a forceful treatment of 
CCNE is credible—which is a challenge, to be sure—it reduces the 
overall risk of the cybersecurity dilemma among strong states.
 This aggressive treatment of potential third-party CCNE intrusions, 
in which states treat them exactly the same as other intrusions, yields a 
much thornier strategic problem: states must figure out how to treat 
intrusions into serious networks in general. The difficulty is straightfor-
ward. Even with strong baseline defenses, it seems likely that some 
intruders will get through into important networks. Analysts may detect 
some of these intruders before they can establish a presence, but it is 
likely that even the best defenders will not be able to detect every intru-
sion right away. On the one hand, this inability to detect all intrusions 
helps to animate the cybersecurity dilemma, prompting states to go 
looking in the networks of potential adversaries for information of use 
in defensive efforts. On the other hand, the fact that states detect some 
percentage of intrusions, though sometimes too late to stop the 
intended effect, means that they must determine how to respond.
 For a state that wants to mitigate the cybersecurity dilemma but also 
set out clear consequences for those who intrude on its networks, the 
following three principles could offer useful starting points. First, states 
must recognize the limits of their ability to punish and constrain behavior 
in cyber operations. Below some threshold of intrusion seriousness, they 
are unlikely to devise appropriate responses to punish intruders.61 That 
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is, no single retaliatory and deterrent strategy will stop all unwanted 
behavior. This is especially true for networks of moderate or less impor-
tance, where claims of a powerful response are less credible.
 Fortunately for the discussion of the cybersecurity dilemma, how-
ever, these less important networks are not of primary concern. The 
dilemma is only relevant on networks of true strategic importance. 
Thus, for states that worry about the cybersecurity dilemma, the way 
in which they respond to intrusions above the threshold must be fun-
damentally different from the way in which they respond to intrusions 
below it. Recognizing this difference internally—the additional options 
available and the additional risks that arise—is the first step.62

 A second principle is that, for networks of true strategic importance, 
states should reconsider their notion of proportionality. Assuming that 
a state cannot detect all intrusions into its important networks, a 
response calibrated just to the intrusions it does uncover is likely to be 
insufficient. The state will have to scale up its response if it wants to 
account for the activity it did not detect. In this way, responding to a 
network intrusion is similar to law enforcement responding to a crime; 
some percentage of even serious crimes will go undetected or unsol-
ved,63 but the consequences for most serious crimes are severe.
 There are limits on what a state can do to stop a particular individual 
criminal. A system of strong criminal punishments maxes out its 
potential responses well before a felon maxes out conceivable serious 
crimes. For example, in most states the penalty for murdering one 
hundred people is not likely to be ten times worse than the penalty for 
murdering ten people. The state has overwhelming power over the 
individual. When the justice system enacts this maximum punishment, 
it renders irrelevant the issue of deterring that individual in the future. 
The criminal will usually either suffer a life sentence behind bars or the 
death penalty. As a result, aggregation is not useful in determining a 
punishment. If a criminal has committed a hundred separate murders, 
there are diminishing returns to the justice system in spending lots of 
resources prosecuting the criminal for each one, since the maximum 
sentence will be reached long before that point.64

 In international affairs, the opposite is true. Everything under con-
sideration in the cybersecurity dilemma falls well short of the maxi-
mum kinetic threshold, so there are functionally no limits on what 
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responses are possible. States also have far greater capacity for causing 
harm than individual criminals do. A state with developed cyber opera-
tions capabilities might be able to break into dozens of the important 
networks of another state. If this occurs, the state suffering the intru-
sions will be better able to consider their impact and what they mean 
for the relationship with the intruding state by investigating the inci-
dents individually but then aggregating them together for the purposes 
of determining a cumulative response. Moving a deterrence paradigm 
in this direction could make it more effective.65

 To put this into practice, a state might conduct regular reviews of 
intrusions into its important networks by a particular actor. It could 
use these reviews to determine what the intrusions, in the aggregate, 
reveal about the actor’s priorities, its capabilities, and its future actions. 
If the intrusions are serious or threatening and if they violate whatever 
status quo a state is trying to establish, the state could use this forum 
to devise a response that fits the identified pattern of behavior. It is not 
difficult to imagine such reviews becoming a routine part of govern-
ment, much in the same way that agencies conduct reviews for poten-
tial proliferators, human rights abusers, and state sponsors of terror.
 One of the common reasons states cite for not responding to net-
work intrusions is that doing so reveals a state’s investigative and attribu-
tive capabilities. For example, American officials mentioned this con-
cern both as a reason for withholding information regarding the North 
Korean attack on Sony and as a reason for not publicly attributing the 
intrusion at OPM to the Chinese government or affiliated actors.66 But 
as states aggregate incidents, this worry diminishes. The state needs only 
to justify its response by pointing to a pattern of activity. A state may 
even choose to omit a specific incident from its public justification 
entirely—treating it as unattributed or providing comparatively less 
information to the public—but nonetheless increase the severity of its 
response to account for it. In an anarchic system, states are free to enact 
whatever seemingly disproportionate responses they can enforce while 
maintaining both their own capabilities and their credibility.
 All this talk of seemingly disproportionate response might seem 
quite worrying, especially in the context of minimizing a security 
dilemma and limiting escalation. This is why a third principle is vital: 
while states’ near-term operational responses are likely to relate to 
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cyber operations, states’ strategic responses should not be cyber opera-
tions. Assuming that the intrusion in question is not a destructive cyber 
attack equivalent to a major military operation, no response to a net-
work intrusion should directly put lives at risk or should animate any 
of the specific threats outlined in Chapter Four. States will still have 
tools available to them to express their displeasure and cause harm to 
adversaries without escalating in the direction of military conflict. This 
is true at both the operational and strategic levels, and is known as 
cross-domain deterrence.67

 At the operational level, one option states have is to disclose the 
capabilities of their adversaries, rendering those capabilities less useful 
in future operations. By distributing information about their adversar-
ies’ tools and techniques, states make it easier for other actors to detect 
and respond to similar intrusions. This makes operations more difficult 
for the adversary and can impose additional costs, particularly if the 
adversary must develop new infrastructure. However, because this step 
relies on forensic information gathered from the network on which the 
intrusion took place, rather than by penetrating the adversary’s strate-
gic networks, it does not unduly threaten the adversary.
 Another option is to blunt the unwanted activity as it occurs. For 
example, the same Presidential Policy Directive 20 that discusses 
authorizing Offensive Cyber Effects Operations outlines circumstances 
under which the United States might undertake so-called Defensive 
Cyber Effects Operations.68 Although details on these efforts are not 
provided, they take place at the operational level, seeking to stop an 
adversary’s activity from succeeding. It is not hard to imagine tech-
niques in this category of actions that would thwart sophisticated denial 
of service attacks or send misleading operational data to an adversary. 
But these activities are not necessarily intrusions per se, in that they do 
not develop a persistent presence on the adversary’s networks. Instead, 
they might rely on a presence within the infrastructure of the internet 
itself. For this reason, the impact of these techniques is more likely to 
be limited only to their immediate defensive use. As a result, they are 
also less likely to animate the cybersecurity dilemma.
 The strategic response to intrusions ideally does not require intru-
sion capabilities at all. Instead, states should examine other tools avail-
able to them that do not risk animating the cybersecurity dilemma. The 
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most likely candidates are political and economic sanctions. For exam-
ple, states might use their reviews of aggregated activity by other states 
to determine which sanctions are appropriate. After such reviews, a 
state might impose these economic sanctions, enacting limits on trade 
with certain states or companies deemed to have carried out serious 
intrusions; it might decide on a fitting political protest or an indict-
ment, seeking to isolate and condemn another state whose actions have 
crossed a certain threshold.
 There is already some precedent for this sort of action. In response 
to the North Korean attack on Sony, the Obama Administration levied 
economic sanctions on the country. The administration left itself a 
small degree of wiggle room, however, contending that the sanctions 
were in response to both the North Korean cyber activity and the 
country’s oppression of human rights.69 Likewise, the 2014 indictment 
of five Chinese People’s Liberation Army officers and the 2016 indict-
ment of Iranian operators are law enforcement responses but also 
political ones. By splashing the intruders’ pictures on Wild West-style 
“Wanted” posters, the United States sought to attract attention to the 
case and demonstrate its commitment to the issue. A crucial point is 
evident from these examples: states need not respond in the matter in 
which they were provoked. Economic sanctions can meet politically-
minded attacks and political actions can meet economic espionage.70

 These sorts of political and economic actions do not animate the 
cybersecurity dilemma. They do not involve intrusions into an adver-
sary’s networks. That said, they should not be taken lightly. Fair interna-
tional trade and political engagement are increasingly important and, 
according to most economists, of benefit to all sides. Sanctions are not 
always effective. They will potentially invite retaliatory sanctions, though 
these responses will likely also not animate the cybersecurity dilemma. 
Nevertheless, these tools can be of help when wielded carefully; the 
American willingness to sanction the Chinese is perhaps due some 
credit for facilitating the agreement in 2015 on cybersecurity. In critical 
circumstances, when adversaries penetrate and threaten networks of 
strategic national importance, states should recognize the value that a 
firm response can provide, particularly when that response does not risk 
military or intelligence escalation. To do otherwise is to invite trouble. 
A state with no red lines is a state ripe for intrusion, and a state fearing 
serious intrusions is most at risk for the cybersecurity dilemma.
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Conclusion: Old Variables, New Mitigations

This chapter has tried to chart the beginnings of a possible way around 
the cybersecurity dilemma. Chapters Five and Six noted that the fail-
ure of traditional mitigations to apply to the cybersecurity dilemma did 
not mean that the variables they attempt to shape—offense–defense 
balance, offense–defense differentiation, greed, state-level analysis, 
information distribution, and a shared status quo—lose relevance. On 
the contrary, the earlier chapters’ assessment of these variables indi-
cated that the cybersecurity dilemma could be quite severe. In light of 
that, it is worth examining how the proposed mitigations in this chap-
ter address the problem.
 At the foundation of a multi-pronged approach is the unilateral 
deployment of baseline defenses. This does not meaningfully affect the 
offense–defense balance more generally, since, unlike some physical 
defenses, cyber defenses do not also inhibit offensive action. The 
defenses’ primary value is their ability to keep intruders out and sim-
plify the decisions faced by policy-makers.
 The bilateral and unilateral actions outlined in the second and third 
sections seek to alter the offense–defense balance in a practical and sys-
temic way. By taking zero days off the market, a state reduces its own 
ability, as well as everyone else’s ability (to some degree), to intrude into 
foreign networks. Likewise, by advancing strong encryption, it indicates 
a willingness to place other system-wide goals, mostly aligned with 
defense, ahead of its own intelligence collection. Doing each of these 
things in a conspicuous and costly way, verified with the passage of time, 
also sends meaningful signals about a state’s greed or lack thereof and its 
commitment to advancing stability. All told, it is in the areas of offense–
defense balance and perceptions of greed where states have the most 
tools available to them for mitigating the cybersecurity dilemma—tools 
they have not yet begun to employ significantly.
 The actions outlined in the fourth section work towards achieving a 
more stable status quo. With effort in this area, strong states can take 
steps to communicate their seriousness on cybersecurity. They can 
firmly establish their commitment to defense without animating fears 
in potential adversaries. Cross-domain deterrence provides a possibil-
ity for mitigating the cybersecurity dilemma, and a firm posture on 
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Counter-Computer Network Exploitation intrusions can help to mini-
mize the dilemma. With time, and in combination with some other 
steps, the unilateral actions discussed in this section can contribute 
towards a stable multi-lateral baseline of behavior.
 Some variables of the cybersecurity dilemma are largely unmoved by 
all the foregoing possible options. The main problem with offense–
defense differentiation—that apparently or even genuinely defensive-
minded intrusions can quickly morph into offensive ones—remains 
unsolved. The primary challenge of information asymmetry—providing 
verification of other states’ capabilities, or lack thereof—is likewise 
mostly unaddressed, although some of the bilateral possibilities in the 
second section provide states with means through which they might 
share some information on capabilities. Similarly, this chapter largely 
does not tackle the role that state-level factors might play in mitigating 
the cybersecurity dilemma, mostly because there is not yet enough 
information available to do justice to that topic. In the future, mitiga-
tions shaping these variables might also form key parts of a multi-
pronged approach.



 187

CONCLUSION

THE DANGERS OF THE CYBERSECURITY DILEMMA

The security dilemma has been called an “old and brilliant concept for 
new and dangerous times.”1 The long-standing idea demonstrates that, 
in a variety of circumstances, fears and tensions arise not just between 
states seeking conflict, but also between two states that only want to 
assure their own safety. States know their own fear and act to quell it. 
But they find it difficult or impossible to appreciate the fear their 
actions cause in others. From the time of Thucydides to the Cold War 
and beyond, this danger has emerged again and again. The development 
of new weapons, the deployment of military forces, and the collection 
of intelligence by intrusive means can all cause the security dilemma.
 The dilemma varies in severity based on the technology, geography, 
and the states involved. The pitfalls are particularly acute when there is 
a perception of offense-dominance, when offense and defense are hard 
to differentiate, when states are greedy or not well understood, and 
when there is no flow of credible information and no stable status quo. 
The risk of unintentional threats, amplified by these variables, can 
compound and form a hazardous cycle. The anarchic international sys-
tem dictates that states must fend for themselves. As a result, they 
sometimes have good reason to fear the worst.
 In cybersecurity, these variables suggest a dilemma that is danger-
ous. Many policy-makers, up to and including senior Department of 
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Defense officials and President Obama, have made clear their belief 
that the offense has significant advantages and that offense and defense 
are hard to tell apart. Major states, including democracies, are per-
ceived by other states to be greedy in their cyber operations. The inter-
national concern about Chinese and Russian intrusions and the outcry 
following the Snowden revelations shows as much. Some actors have 
vastly more information than others, partly as a result of more devel-
oped intelligence-gathering capabilities, including intrusions. The 
international norms of behavior are only nascent, even with progress 
at the United Nations. As such, when it comes to cybersecurity, the 
structures of the international system and the characteristics of opera-
tions encourage fear. This fear, and the escalation that results, does 
damage in five ways.
 First, the cybersecurity dilemma’s tendency towards escalation 
emerges not just in a crisis, but also in anticipation of one. A fearful 
state is more likely to pursue offensive capabilities for contingencies, 
deterrence, and retaliation. States concerned about cybersecurity dedi-
cate large amounts of resources to training people and developing 
technology to build out their forces. The rapidly increasing investments 
in cyber operations from a large number of governments, including the 
creation and expansion of military and intelligence cyber units around 
the world, confirm this. States do much of this groundwork within 
their own borders, including force development and tool refinement. 
Just as the security dilemma predicts that traditional military prepara-
tions can cause fear, this kind of preparation can cause other states to 
be afraid.
 The cybersecurity dilemma adds an additional important wrinkle. 
A state that desires offensive options in cyber operations will often 
need to intrude into the networks of other states in advance of tension 
to enable its capabilities. The lack of speed and momentum in cyber 
operations, the value of a pre-existing foothold in foreign networks, 
and the power of persistence are key factors in cyber operations. All 
these factors enable or encourage states to set up offensive efforts, or 
important parts thereof, in advance. Statements from intelligence offi-
cials, forensic reports from cybersecurity professionals, and leaked 
documents demonstrate that a variety of states, including the United 
States and its potential adversaries, perform these kinds of enabling 
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intrusions. Governed by authorities like Presidential Policy Directive 
20, these operations provide options to the intruding state but animate 
great fear in the state suffering the breach. The perceived and actual 
need for attack and broad collection capabilities during a crisis, brought 
on by fear of the crisis, paradoxically makes the crisis more likely.
 A second danger is that fear prompts advance escalation on defense, 
too. Most protective activities will be benign. Organizations set up 
baseline defenses to secure their networks. Some of these defenses are 
automated ones, relying on a combination of signatures and heuristics 
to detect or block malicious code. Organizations with more developed 
capabilities will likely add human analysts into the mix, actively hunt-
ing within their networks for malicious code that might have slipped 
past the automated sensors. These hunters, when properly trained and 
equipped, can greatly improve an organization’s security posture and 
are an increasingly appealing investment. For many organizations and 
some states, the defensive mission ends there.
 But a state that fears a potential adversary’s cyber capabilities has 
incentives to get ahead of the problem. Even if the state genuinely does 
not want offensive options and does not wish to threaten others, it has 
good reason to intrude into foreign networks so that it can collect 
intelligence of defensive value. This helps it detect and stop a potential 
adversary’s intrusions as easily as possible. Leaked documents show 
that the United States and its signals intelligence partners employ this 
approach. These documents outline the lengths to which the United 
States goes to gather intelligence on its adversaries’ activities in order 
to build tailored countermeasures. States such as China, Russia, France, 
Israel, and others have similar or greater structural incentives to launch 
defensive-minded intrusions, although there is no information on 
whether they do.
 Defensive-minded intrusions are a gamble. If the effort goes unde-
tected and successfully collects information that helps block malicious 
activity, all is well. In that case, the state has secured itself more effec-
tively without causing further escalation. But if the state suffering the 
intrusion detects it and responds forcefully, the trouble that the defen-
sive-minded operation tried to avoid becomes more likely. In short, a 
key component of network defense for strategically important net-
works, at least as practiced by the United States and its partners, car-
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ries risks of its own. If it yields an escalatory response from another 
state, it can amplify the threat that it seeks to mitigate and thus increase 
the need for that defense.
 Both causes of possible escalation—intrusions to enable offensive 
action and intrusions that improve defenses—are amplified still further 
by the potency of breaches. Intrusions can enable targeted and destruc-
tive cyber attacks. These powerful attacks sometimes have physical 
effects, like Stuxnet or the blackout in Ukraine. The intrusions can also 
provide a beachhead for less-tailored destructive wiping operations of 
the sort seen against Sony Pictures Entertainment, Sands Casino, and 
Aramco. More generally, these intrusions can shape future conflict and 
competition through the wide-ranging collection of intelligence. This 
includes observation of military capabilities or political decision-making. 
Lastly, intrusions can cause major counterintelligence trouble, compro-
mising the sources, methods, and knowledge of a penetrated intelli-
gence service. States will desire these capabilities against other states, 
but fear suffering intrusions in their own networks. The power of cyber 
operations drives both halves of the cybersecurity dilemma, spurring 
offensive- and defensive-minded intrusions even before an incident.
 This yields the third way in which the escalation of the cybersecurity 
dilemma can be damaging. When a state detects an intrusion from 
another state into a strategically important network, it must decide 
how much danger the intrusion poses. The intrusion could be setting 
up offensive action, a serious threat. It could be narrowly focused on 
improving the other state’s defensive measures, something of less con-
cern. This assessment of intention is the dilemma of interpretation. 
States make this determination with imperfect information. The threat-
ening possibilities of network intrusions will weigh on the calculus. 
With threats looming, decision-makers are more likely to assume the 
worst. Thus not only does the fear engendered by the cybersecurity 
dilemma make incidents more likely by increasing the number of offen-
sive and defensive intrusions, but it also makes the incidents themselves 
potentially more serious.
 At a minimum, intrusions into important networks can prompt 
major concern within a government. One previously discussed example 
of this is the Solar Sunrise case, in which the activities of independent 
hackers—mistaken for a time for Iraqi operators—set off alarms 
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throughout key parts of the American military. Another is the Moonlight 
Maze operation: a sustained series of Russian intrusions into a wide 
variety of American targets prompted policy-makers to interpret the 
breaches as battlefield preparation and even cyberwarfare. This latter 
case also demonstrated how an intrusion yields escalation; in their 
response to the Russian activity, the United States government launched 
intrusions of its own against Russian systems. While there has not yet 
been a case in which network breaches have escalated into sustained 
conflict between two actors, as cyber operations become more inte-
grated into military operations, the risk will continue to grow.
 A fourth danger is that these two pressures—the simultaneous need 
for better offensive capability and access plus the need for better defen-
sive security and resilience—force states into sometimes contradictory 
policy positions. Zero day vulnerabilities, which can enable some kinds 
of intrusions but also leave a state’s own systems vulnerable, provide an 
example. On the one hand, governments have obvious incentives to 
encourage the patching of zero days, so that the software used in their 
state is secure. But because of the role that zero days can sometimes 
play in enabling operations against hard targets, such as foreign intel-
ligence agencies, there are countervailing reasons to preserve the vul-
nerabilities for use in intrusions. Indeed, their use can reduce the 
chances of detection and minimize the risk of unintentional threats and 
escalation. If states did not need intrusions for defense, or if they did 
not employ intrusions at all, the matter of zero days would be much 
simpler. But as things stand, there is great potential for damage in try-
ing to optimize this contradictory policy. Preserving too few zero days 
risks making intrusions against hard targets impossible or more likely 
to lead to detection and escalation; yet preserving too many or the 
wrong kind of zero days risks leaving critical software vulnerable to 
foreign intrusions.
 Encryption offers a parallel set of incentives and challenges. Used 
properly, it can strengthen the security of networks, software, and 
users. Encryption is therefore vital for statecraft, as well as for a wide 
variety of other critical parts of society. This prompts some states, such 
as the Netherlands, to give unequivocal support to strong encryption.2 
But encryption can also confound certain types of intelligence collec-
tion against a wide variety of targets, domestically and overseas. When 
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encryption thwarts collection, it frustrates law enforcement and intel-
ligence agencies. The interplay between intrusion and defense at the 
center of the cybersecurity dilemma emerges once more. On the one 
hand, states want cryptography to secure their strategically important 
public and private sector communications from intruders and eaves-
droppers. On the other hand, states want to be able to bypass encryp-
tion when they are the ones seeking access. The policy balance is once 
again hard to optimize without doing damage. Weak encryption leaves 
vital information and systems vulnerable, but strong encryption could 
sometimes protect a state’s adversaries.
 Lastly, the cybersecurity dilemma can tempt policy-makers into 
potentially damaging duplicity. As governments try to navigate their 
way through the aforementioned policy challenges, they may find 
deception appealing. Some governments might try to promote encryp-
tion as secure, even though they can secretly gain access; or they might 
condemn certain kinds of intrusions while simultaneously performing 
them. These actions can give the false impression of sending costly 
signals. They can win the trust of other states but not actually constrain 
a state’s intelligence capabilities. In this regard, deceptive behavior, 
such as the United States’ certification of a deliberately weakened 
encryption algorithm, is a policy success if it remains undetected. Most 
states would happily convince others to adhere to a rules-based system 
while themselves silently subverting that system when necessary.
 A line from Thucydides’ Melian Dialogue, quoted previously, pro-
vides one view on this course of action: “the strong do what they can, 
and the weak suffer what they must.”3 From this perspective, duplicity 
is wise if a state can get away with it. Weaker states will not be able to 
sustain a duplicitous approach in response to the cybersecurity dilemma. 
Yet a strong enough state can condemn and punish the actions of another 
state even when carrying out those same actions itself. The strong state 
may be able to do so in secret, negating any trouble. Even if its duplic-
ity is detected, however, it might not matter. A true hegemon—the 
state that is substantially stronger than any other—may be so powerful 
that it will be capable of enforcing an open double standard. Unless 
other states are capable enough to resist in some credible manner and 
care enough about cybersecurity practice to do so, the hegemon has no 
reason to restrain its own activities. Once its duplicity is uncovered, a 
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mistrusted hegemon can still try to meld the status quo to its own 
liking, favoring resilience, deterrence, and strength over trust-building 
and costly signals.
 But, from another perspective, detected duplicity does long-run dam-
age. The harms of a hypocritical approach can be significant, even for 
powerful actors. For a hegemon, constructing an overt system to benefit 
mostly itself at the expense of other states risks losing the trust of those 
other states.4 Over time, a mistrusted hegemon’s lack of credibility 
erodes the stability and functioning of the international system. Even a 
strong hegemon does not want other states to be perpetually doubting 
it. Game theoretic models of international relations broadly support this 
conclusion, as do some interpretations of historical case studies.5

 Malicious cybersecurity activities can undermine trust. For exam-
ple, Five Eyes activities have caused even democratic allies to condemn 
their behavior.6 Similarly, after information about the NSA’s activities 
became known in 2013, the Chinese government viewed the revela-
tions as evidence of dishonesty on the part of the United States. 
American officials allege that, in response, Chinese leaders at one point 
reneged on their commitments to apply international law to cyber-
space.7 This necessitated further American trust-building efforts before 
the two sides signed an agreement in 2015. While costly signals, cred-
ible institutions, and consistency in behavior make overcoming mis-
trust easier, unexpected duplicity instead breeds damaging suspicion.8 
From this perspective, states are unwise to carry out deceitful policies 
as a means of managing the cybersecurity dilemma.
 All told, the core of the cybersecurity dilemma is about fear and 
escalation: the fear that causes the dilemma to arise and the escalation 
that the dilemma potentially brings about. This pattern of fear and 
escalation shapes policy-makers’ decisions. Overcoming the cyberse-
curity dilemma is no easy task. It will likely require a bigger investment 
in baseline defenses, an increased readiness for bilateral trust-building, 
a willingness to send costly signals, and a sustainable security posture. 
Prospects for mitigation will wane if the price of these actions is more 
than influential states are willing to pay.
 In an anarchic system, it makes some sense for states to be skeptical 
of other states and of sending costly signals. The need for security is 
paramount, and cyber operations, for offensive and defensive purposes, 
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have much to contribute. But the cybersecurity dilemma logic shows 
how misinterpretation can lead to outcomes that no state wants. As 
cyber operations become more potent and computer networks grow 
still more important, the dilemma’s dangers—already real—will only 
grow. States will either take action in search of mitigation or they will 
bear the dilemma’s risks. There is no easy way out.
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CONCLUSION: THE DANGERS OF THE CYBERSECURITY DILEMMA

1.  Ken Booth and Nicholas J.  Wheeler, The Security Dilemma (New York: 
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(Amazon Digital Services, 2012), 236.

4.  This is a matter of degree. To some degree, it is natural to expect sys-
tems led by strong actors to benefit those actors.
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NJ: Princeton University Press, 2005), ch. 5–6.
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Neoliberalism’, World Politics 40, no. 2 (1988).
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