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Foreign Direct Investment and the
World Economy

Foreign Direct Investment (FDI) occupies a special place in the connection
between economic development and globalization. FDI brings scarce capital
and technology from rich to poor countries. The prospect is enticing: com-
panies in rich countries can earn high returns while accelerating growth in
poor countries. In the capital-hungry nations of the developing world, the
possibilities appear endless. But is that how it works in practice?

Foreign Direct Investment and the World Economy posits that the real test of
“integration” should be whether FDI has helped the convergence of per
capita incomes across countries. In a series of papers, Ashoka Mody and
several expert co-authors critically assess the extent to which FDI is, in this
sense, “integrating” the world economy. The findings are negative. The forces
driving FDI are strong and they lead FDI to flow to select, attractive destin-
ations; this selectivity is reinforced by the tendency of investors to follow each
other. In such settings, FDI appears to have its most beneficial effects. Else-
where, however, the flows of FDI are weaker and so too are the benefits, and
in this FDI follows rather than leads the development process.

Ashoka Mody is Assistant Director at the European Department, Inter-
national Monetary Fund.
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Foreign Direct Investment (FDI) occupies a special place in the connection
between economic development and globalization. FDI brings scarce capital
and technology from rich to poor countries. The prospect is enticing: com-
panies in rich countries can earn high returns while accelerating growth in
poor countries. In the capital-hungry nations of the developing world,
the possibilities appear endless. But is that how it works in practice?

In this book, I ask if FDI is “integrating” the world economy. While the
term “integrating” is often used, I propose in the opening chapter that the
real test should be whether FDI has brought per capita incomes across coun-
tries closer together. By this yardstick, the answer is “no.” The forces driving
FDI are strong and they lead FDI to flow to select, attractive destinations;
but even stronger is the tendency of investors to follow each other. In such
settings, FDI appears to have its most beneficial effects. In other words, FDI
goes and does best where the conditions are already propitious. Elsewhere, the
benefits are meager. FDI follows rather than leads the development process.

This book brings together papers written with a wonderful set of col-
leagues, starting in the early 1990s. The papers are presented in two parts:
determinants and benefits.

The earliest paper, with David Wheeler, which appeared in the Journal of
International Economics in 1992, was intended to examine the host country
features that attract FDI. It is one of the most cited papers in FDI literature,
having set off many subsequent explorations of the determinants of FDI. Its
surprising finding was that country characteristics may matter less than the
strong tendency for U.S. investors to “herd” into a country. Later research
with Krishna Srinivasan concluded that Japanese investors were similarly
motivated and then, with Yuko Kinoshita, we concluded that this “herd”
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the expectation that early investors in a country have an informational advan-
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tinued with Prakash Loungani and Assaf Razin. Throughout, my co-authors
and I were also interested in specific economic policies to attract FDI and the
paper with Susmita Dasgupta and Sarbajit Sinha reflects, in particular, the
importance of a skilled labour force in the host country.
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effective. In an early paper, Fang-Yi Wang and I examined the role of heavy
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ment rates, explained possibly by the portfolio nature of FDI; however, where
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1 Is FDI integrating the world
economy?

Introduction

At first pass, the answer to the question posed in the title of this chapter is a
resounding “yes.” Foreign direct investment—or FDI—has spread rapidly
through the world economy in the past two decades. More countries and
more sectors have come become part of the international FDI network. The
high level and diverse forms of FDI represent an important force generating
greater global economic integration.

However, this is not a complete, nor even the right, conclusion since it is
necessary to define the term “integration” more precisely. Markets for goods
and assets are regarded as integrated when their prices across nations con-
verge. More trade may be symptomatic of global links but price convergence
is the true evidence of integration. When considering FDI, however, no easy
market price is identifiable. The presumption is that the flow of FDI brings
closer together the returns to capital and labor across nations. A test, there-
fore, of global integration through FDI is whether it acts to facilitate the
process of per capita income convergence across the nations.

There is good reason to put FDI to this somewhat severe test. FDI is thrice
blessed. It brings scarce capital where capital is needed and productive. It
stimulates the domestic market for corporate control and hence serves to
discipline managers. It is the bearer of knowledge to enhance productivity,
potentially to the levels of international best practice.

There is also reason to believe that FDI could have acted in the past two
decades, through each of its three attributes, to foster income convergence:
the spectacular growth in FDI raised capital flows in relation to global pro-
ductive capacity; the increasing importance of the mergers and acquisitions
component of FDI put corporate laggards on notice; and the spread of FDI
to non-tradable service sectors generated the possibility that these sectors
with traditionally low productivity would be brought closer to the standards
of international efficiency.

The answer to the question in this chapter’s title flips if integration is
assessed in terms of income convergence. That promise of FDI is yet to be
fulfilled. There is little evidence that FDI served to speed up convergence



despite the important trends in its levels and composition. This was so for
two reasons. First, FDI flows remained highly concentrated and second, the
benefits from FDI appear to have accrued principally where conditions were
already conducive to investment and growth. FDI can, at least temporarily,
draw a country’s resources from domestic entrepreneurs who are unprepared
to deal with the competition.

The policy and regulatory agenda at the domestic and international levels
has focused on the need to further reduce barriers to foreign investment
without creating undesirable tax competition among nations. By necessity,
progress has been incremental and, even if the current efforts are successful,
there is no reason to believe that the role of FDI will change significantly. I
suggest, somewhat speculatively, that FDI that is associated with greater
labor mobility could prove to be more of an integrating force.

This chapter is a selective survey of the literature, with an attempt to
highlight results from recent and ongoing research. Inevitably, the selection
of research reported is biased towards my own interests and analyses. The
rest of this chapter is organized around three objectives: first, to provide an
overview of the trends in the levels and composition of FDI flows; second, to
consider the analytical basis for the high concentration of FDI and the mech-
anisms through which FDI has an impact on domestic economies; and third,
to describe the policy and regulatory issues faced at the level of the host
country and in bilateral, regional, and multilateral forums.

The spread of FDI

Ostensibly, FDI has been an integrating force in several ways. The first, and
most obvious, indicator is the rapid—indeed, explosive—growth in FDI.
Figure 1.1 shows these global trends. From about $55 billion in the early

Figure 1.1 FDI inflows and cross-border M&A sales (billions of US$), 1980–2002.
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1980s, annual worldwide FDI rose to just over $200 billion in 1990 and then
rose dramatically over six-fold to almost $1.4 trillion in 2000. While much of
this increase represented a recirculation of capital within developed coun-
tries, developing countries also benefited from the huge expansion during this
period. In the 1990s, FDI flows to developing countries rose from just under
$40 billion in 1990 to over $240 billion in 2000, again a more than six-fold
increase.

The large absolute rise in FDI also implied that FDI grew faster than world
production and trade, especially during the 1990s. Figure 1.2 shows that the
ratio of FDI to GDP rose steadily for developing countries from less than a
quarter percent in 1970 to under 1 percent in 1990 and then to over 4 percent
in 2000. This was a major transformation reflecting both the push of inves-
tors seeking high return opportunities and the pull from developing countries
seeking needed investment and technology.

A second feature of FDI flows was the importance of international
mergers and acquisitions. FDI may be in the form of “greenfield” projects
(those projects where new investments are undertaken) and mergers and
acquisitions (which entail the acquisition by foreign investors of ongoing
domestic operations). Mergers and acquisitions were always important in
developed-country transactions but their significance grew also for develop-
ing economies following the crises of the mid-1990s, as Figure 1.1 shows. In
turn, these mergers and acquisitions reflected privatization of public sector
assets in a number of developing countries in Latin America, and the inter-
national purchase of distressed banking and corporate assets in several Asian
economies in the wake of the crisis triggered in July 1997.

A third important characteristic of FDI flows in the past decade was a
massive shift into the services sector. Traditionally, FDI was directed to the

Figure 1.2 FDI inflows as a percentage of GDP.
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development of natural resources and to manufacturing enterprises. In par-
ticular, during the 1980s, FDI flows increased to take advantage of lower
costs of product assembly in developing economies, typically for exports to
world markets. However, in the 1990s, increasingly larger shares of FDI went
to service production and delivery—into such sectors as finance and tele-
communications and more recently into wholesaling and retailing. The high
level of mergers and acquisitions reported above and increased entry of for-
eign investors in service sectors were related. Figure 1.3 shows the transform-
ation over time in the sectoral composition of mergers and acquisitions from
a gradually declining share of the primary and manufacturing sectors and a
rise of business services, finance, and communication; the trend applies to all
of FDI, destined both for developed and developing countries.

Thus, at least in these three respects FDI flows acted to integrate develop-
ing countries into the world economy: there was substantially more FDI, it
appeared increasingly in the form of mergers and acquisitions, and in a new
range of service sectors. The reasons to celebrate these trends were clear.
First, FDI brought in capital to capital-scarce economies. Second, in the
form of mergers and acquisitions, it played an increasingly important role in
generating competitive discipline in the domestic market for corporate assets.
And, finally, by expanding its reach into service sectors, FDI promised to
bring productivity gains to those non-tradable sectors where productivity
growth has traditionally lagged and where the gaps between developed-
country best practice and developing country efficiency levels are large.

Before turning to the assessment of the benefits that FDI did bring, it is
useful to consider briefly what may have caused the huge upsurge in FDI and
whether trends witnessed in the past two decades are likely to continue. We
can presume that the promise of high returns drove FDI, but was that pro-
mise based on real prospects or did FDI follow the bubble in asset markets?
This question has not been carefully analyzed and one can only speculate. An
important observation in this context is the massive flow of FDI that
occurred into the United States. To steal a phrase from Ross Perot, the erst-
while U.S. Presidential candidate, if there was “a giant sucking sound”, it
was into the U.S. not away from it, as he had feared. Much of this invest-
ment went into the booming U.S. telecommunications and finance sectors.
It is likely that the same euphoria was influential in driving FDI to other
countries. With disappointment in the returns to that investment, it is not
surprising that FDI has slowed down. While I have described in some detail
the run-up in FDI in the 1980s and 1990s, Figures 1.1 and 1.2 conspicuously
point to a sharp decline thereafter. From a high of about $1.3 trillion, world-
wide FDI was down to $820 billion in 2001 and to $650 billion in 2002. For
developing countries also, FDI flows fell sharply in 2001 and 2002.

While a formal forecasting exercise is not appropriate in the context of
this chapter, consider some sources of future FDI growth—some suggesting
an optimistic outlook, others less so. First, an UNCTAD survey of multi-
nationals suggests that despite the disruption following from the events of

4 Foreign direct investment and the world economy



September 11 FDI trends will not be affected on that account (UNCTAD
2002). Only a very small fraction of firms reported a postponement of their
plans. This is consistent with the view that FDI investors take a long-term
view and, hence, FDI flows tend to be more stable than other forms of foreign
capital flows (see, for example, Lucio Sarno and Mark Taylor 1999). Second,

Figure 1.3 Cross-border M&As by industry of seller.
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with declining scope for privatization, will FDI to developing countries be
especially hurt? The answer depends on whether the decline in mergers and
acquisitions activity will be offset by new investment. Recently acquired firms
may benefit from continued foreign funding of new investment. Both econo-
metric and survey findings, in this respect, are encouraging. Cesare Calderon,
Norman Loayza, and Luis Serven (2002) find that mergers and acquisitions
are followed by new “greenfield” investments. The UNCTAD survey is con-
sistent with these findings and reports, for example, that Brazilian firms
acquired by foreign companies do expect new foreign funding. Finally, a
more potent force on FDI prospects is likely to be the slowdown in world
growth. As discussed below, econometric results strongly suggest that high
growth rates attract foreign investment. FDI’s decline in 2001 and 2002
was, in large measure, a consequence of the worldwide deceleration in growth
(Rui Albuquerque, Norman Loayza, and Luis Serven 2002 conclude that
“world factors” rather than domestic factors drove the volume of FDI in the
1990s). If world economic growth remains subdued, then FDI flows are also
likely to remain flat.

Why FDI flows remain concentrated

Robert Lucas (1990) laid out the challenge in his famous paper: “Why
Doesn’t Capital Flow from Rich to Poor Countries?” Poor countries, with
scarce capital, should provide much higher marginal returns to capital than
rich countries. That, in turn, should result in virtually all new investment
occurring in the poor developing nations. Of course, the reality is not even
close to that prediction. Figure 1.4 shows that over 80 percent of the world’s
population resides in developing nations and, at reported exchange rates, they
produce just over 20 percent of the world’s GDP (the share of developing
country GDP is higher when allowance is made for differences in purchasing
power). By these benchmarks, developing country share of world FDI has
been modest. In the mid-1990s, when flows to developing countries were
most buoyant, the developing country share reached around one-third, but
for most of the past three decades, the share has averaged around one-fifth.

Further, within developing countries, the richer pull in the bulk of the FDI.
Figure 1.5 shows that the middle-income countries had a significantly higher
FDI/GDP ratio than low-income countries and that this gap grew over the
1990s.1 Moreover, the 10 largest recipients of FDI—accounting for 80 percent
of developing country FDI in the 1990s—all fell in the middle-income group
and their FDI/GDP ratio was even higher.2 The top three recipients, Brazil,
China and Mexico (with about a third of developing country GDP),
absorbed just over half of developing country FDI. Moreover, as the lower
panel of Figure 1.5 shows, during this period, middle-income countries grew
faster than low-income countries and the top ten grew even faster, suggesting
a synergistic relationship between growth and FDI. Further, the positive rela-
tionship between the FDI–GDP ratio appears even within each of these

6 Foreign direct investment and the world economy
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country groups, though to varying degrees (Figure 1.6). Thus, higher level of
development (reflecting institutional maturity) and higher country growth
rate explain much of the cross-country allocation of FDI in the 1990s.

Finally, Michael Clemens and Jeffrey Williamson (2000) find that the
“Lucas Paradox” was also operative in the late 19th and early 20th century
with respect to British export of capital. They define such a paradox to exist

Figure 1.5 FDI flows and real GDP growth: low-income, middle-income, and Top 10
FDI recipients, 1990–2001.
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when a host country’s GDP per capita exercises a “powerful positive affect”
on the share of international capital flows received. In analyzing the reasons
for the Lucas paradox, then and now, Clemens and Williamson (2000) pro-
pose that two sets of factors are at work. First, despite its scarcity, capital
may be unproductive in poorer countries because of the absence of needed
complementary inputs. Second, capital markets may fail for a variety of
reasons to allocate capital efficiently. They conclude that market failure
was unimportant and that the dominant reason for the Lucas paradox was
differences in country fundamentals that made capital more productive in
rich countries. The fundamentals they find to be of importance are: the frac-
tion of children enrolled in primary schools, share of primary products in
exports, immigration, and population growth. To represent possible misal-
location of capital, Clemens and Williamson (2000) considered colonial sta-
tus and adherence or otherwise to the gold standard, a proxy for commitment
to macroeconomic discipline. Neither proved statistically significant.

Similar analyses for the more recent decades also find evidence for the
importance of operating conditions that reduce capital productivity but, in
addition, scale economies and informational gaps are found to play a signifi-
cant role. David Wheeler and I found in an early paper that domestic country
attributes mattered for U.S. foreign investors (Wheeler and Mody 1992; also
Ch. 2 this book). Of particular significance was infrastructure availability. A
subsequent paper with Krishna Srinivasan also considered Japanese foreign
investment decisions and found further evidence for the importance of infra-
structure and human capital (Mody and Srinivasan 1998; also Ch. 3 this
book).3 In addition, higher levels of country risk deterred foreign investors.
Significantly also, the past stock of foreign investment was extremely import-
ant in explaining new inflows of FDI.

The finding that past stock of foreign investment matters in determining
new flows is subject to various interpretations, including omitted country
variables. In Wheeler and Mody (1992) and Mody and Srinivasan (1998), we
proposed that the presence of agglomeration economies attracted foreign
investors but offered no direct evidence to support that conjecture. Using a
survey of Japanese investors, Yuko Kinoshita and I focused on informational
gaps and found evidence consistent with a significant value attached to pri-
vate information (Kinoshita and Mody 2001; also Ch. 4 this book). Investors
who already had a presence in a particular host country were likely to have
more ambitious investment plans in that country rather than in alternative
locations. At the same time, when contemplating investment in a country that
was “new” to them, investors were strongly influenced by the behavior of
other investors, i.e., their likelihood of investing in the new country increased
considerably if they perceived that others found it a desirable location. In
other words, the evidence suggested a “herd-like” movement over and above
that explained by country and industry characteristics.

More recently, Prakash Loungani, Assaf Razin and I have approached this
question from a different perspective (Loungani, Mody, and Razin 2002; also
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Ch. 5 this book). In so-called “gravity” models of bilateral investment, dis-
tance between the two countries appears with a large and negative sign. How-
ever, economic theory does not necessarily predict that greater distance
between two countries should reduce the FDI that flows between them.
Indeed, the opposite is predicted for “horizontal” foreign investment, which
is investment undertaken as a substitute for trade when distance creates high
transportation costs. We test the possibility that physical distance between
countries proxies, among other things, for “informational distance,” which
we represent by bilateral telecommunications capability. Better information
capability does stimulate more bilateral investment. Moreover, when such an
informational variable is introduced into the regression, the coefficient of
physical distance actually becomes positive for developed countries, suggest-
ing that horizontal investment may be the dominant motive for FDI flows
among developed countries. For developing countries, the coefficient on
physical distance remains negative and significant, but better informational
capacity reduces the disadvantage of physical distance.

Finally, econometric evidence typically supports the positive relationship
between growth and FDI suggested in Figures 1.5 and 1.6. Robert Lipsey and
Zadia Feliciano (2002) consider the factors that attract foreign investment
into the United States. They find that high rates of U.S. growth lead to both
acquisitions and new establishments. Firms are also acquired when they suf-
fer from low profitability and are faced with high costs of capital, lending
support to the role that foreign investors play in the market for corporate
control. Foreign investors who establish new firms come from countries that
have a comparative advantage in that activity.

To summarize, the Lucas paradox—i.e., the high correlation between per
capita incomes and FDI flows—stems from three, possibly related, causes.
High-income countries have better fundamentals, such as infrastructure and
human capital. Moreover, poorer countries are also associated with higher
measures of corruption: Beata Smarzynska and Shang-Jin Wei (2002) find that
corruption lowers FDI, especially the FDI with high intellectual property con-
tent. At the same time, agglomeration economies and informational gaps have
the effect of creating clusters of investors in more favorable operating condi-
tions. And, finally, growth and FDI can have a mutually reinforcing relation-
ship. The suggestion is that FDI is largely reactive to prevailing conditions and
is not principally a source of entrepreneurship and creativity but rather is able
to exploit favorable host country conditions. In the next section, I examine
more directly the conditions under which FDI benefits the host economy.

Has FDI helped income convergence?

FDI can benefit the host economy by boosting domestic investment and by
raising productivity. The evidence suggests that the investment effect applies
in a broad range of conditions, though over time a dollar of FDI has been
associated with less than a dollar of investment. Productivity benefits are
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more controversial. While anecdotal evidence of knowledge transfer through
training and turnover of employees is often cited, the econometric evidence—
using either firm-level data or aggregate data—offers much weaker support
for productivity benefits. To the extent such benefits exist, they accrue where
economic conditions are already favorable: FDI thus operates to support and
enhance an existing growth dynamic.

FDI and domestic investment

Barry Bosworth and Susan Collins (1999) conducted an extensive analysis of
the effect of foreign capital flows on domestic investment and found that a
dollar of FDI to developing economies translated into a dollar of domestic
investment; in contrast, bank loans and bond funds were less effective in
generating investment in the host economy. This was an important finding
but one that was not surprising. Most FDI up until the end of their sample
period, i.e., 1995, was in the form of greenfield projects, which, by definition,
involve new establishments. In contrast, bank loans and bond issuance may
not be related to new investment. Extending their analysis in several ways,
Antu Murshid and I find that marginal impact of FDI flows declined in the
1990s, especially in the second half of the decade (Mody and Murshid 2005;
also Ch. 8 this book). This may have resulted from the larger share of mergers
and acquisitions in FDI flows.

FDI and productivity spillovers

While the problem of attributing causation to foreign inflows is hard enough
when analyzing short-term movements in domestic investment, it is especially
difficult in considering the impact on productivity. Productivity growth is
inherently a more medium-term phenomenon and hence, over that period,
is likely to influence the level of foreign inflows. Research results remain
ambiguous and, if anything, an increasing number of results point to limited
productivity gains from FDI. Richard Caves (1999) has suggested that the
ambiguity in the research findings with respect to the existence of productiv-
ity spillovers from foreign investment could reflect differences in host country
absorptive capacity.

A number of possible mechanisms exist through which foreign investment
can generate spillovers, i.e., increase or decrease the productivity of domestic
firms. Consider, first, the so-called “horizontal” spillovers. In the empirical
literature, these have been defined as the productivity benefits accruing to
domestic firms with the same sector. Through informal contacts and turnover
of workers trained by foreign investors, domestic firms can enhance their
productivity, if—and this is an important if—they are capable of absorbing
the knowledge available.4

In the analysis based on firm-level data, the charge has been led by Ann
Harrison who, with several colleagues over the years and using data from
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different countries, has presented evidence that suggests that, at least in the
short-run, FDI actually hurts local entrepreneurs rather than raising their
level of productivity through “spillovers” of knowledge. In Mona Haddad
and Harrison (1993) and Brian Aitken and Harrison (1999), the evidence is
that a larger foreign presence in the sector is associated with lower domestic
productivity. Domestic firms that compete directly with the foreign investor
may lose market share and, left stranded with excess capacity, experience a
decline in the productive use of their resources.

Negative externalities may also arise where foreign investors increase the
demand for scarce resources, such as skilled labor and domestic credit, and
hence raise production costs. Robert Feenstra and Gordon Hanson (1996 and
1997) argue that foreign investors will use a more skill-intensive technology
than the typical domestic investor and hence raise the wages of skilled work-
ers, a proposition for which they find support in Mexican data. Harrison and
Margaret McMillan (2003) highlight a different channel of influence. They
note that “foreign” investors often finance their investments by borrowing in
domestic markets. Where, as in many developing economies, domestic com-
panies are already credit rationed, foreign firms aggravate the degree of
rationing. They find evidence for preemption of domestic credit by foreign
investors in Cote d’Ivoire.

Firm-level evidence for positive externalities from FDI typically come
from high absorptive capacity settings such as Taiwan, China, the coastal
provinces of China, the German and U.K. manufacturing sectors, and
smaller European economies such as Ireland and Belgium (World Bank
2001). Jonathan Haskel, Sonia Pereira, and Matthew Slaughter (2002) under-
take an extensive analysis of a panel of U.K. firms and reach several interest-
ing conclusions. They find evidence for productivity spillovers within a given
sector; in magnitude the spillover would account for about 5 percent of U.K.
productivity growth and, the authors conclude, was insufficient to justify
the subsidies provided to foreign investors. Lee Branstetter (2000) finds that
Japanese firms investing in the United States enhanced their knowledge while
at the same time benefiting U.S. firms—another example suggesting that
knowledge spillovers are most active when firms have strong absorptive cap-
acity. For the Chinese coastal provinces, for example, the finding is that FDI
does help growth, but particularly so in locations with good infrastructure
and superior human capital (Mody and Fang-Yi Wang 1997; also Ch. 7 this
book). Moreover, FDI and the supporting infrastructure and human capital
appear to stimulate each other.

Vertical spillovers

Early case-study research on spillovers from FDI had focused on backward
linkages developed by foreign investors (e.g., Sanjaya Lall 1980) but firm-level
panel data studies shifted attention to horizontal spillovers. With the con-
tinued finding of limited horizontal spillovers in most developing economies,
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interest in “vertical” spillovers has been renewed. Is productivity enhanced in
sectors that supply to foreign investors? In a vertical relationship, the foreign
investor has an incentive to transfer technology and provide training to raise
the supplier’s productivity. Thus, where vertical relationships exist, we should
expect spillovers to be significant—and, indeed, the limited evidence supports
that presumption. However, in assessing the overall impact of FDI, it is
necessary to also determine the fraction of FDI that generates significant
backward linkages into the domestic economy. The evidence suggests that
local infrastructure and capabilities are important for the establishment of
backward linkages.

For firms in Lithuania, Smarzynksa (2002) finds no horizontal spillovers
from foreign investors, in line with research reported above, but she does find
that “upstream” producers (suppliers) have increasingly higher productivity
as the share of foreign investors in the “downstream” (customer) sectors
increases. This is consistent with spillovers through backward linkages. How-
ever, she notes that the evidence is also consistent with the possibility of
increased competition among upstream producers that weeds out low pro-
ductivity producers—and, hence, the higher observed productivity is an arti-
fact arising from firm exit rather than a genuine rise in productivity. She
further notes that, while it is difficult to distinguish between the two compet-
ing possibilities, such a distinction is critical since the policy implications
arising from the alternatives are quite different. Garrick Blalock and Paul
Gertler (2003) address this question. They also find evidence of spillovers in
backward linkage relationships. Moreover, they find supplier sectors have a
lower, not higher, degree of concentration as the foreign presence increases in
downstream sectors. They argue that foreign investors have an incentive to
enhance productivity of multiple suppliers to minimize the risk of being held
hostage, even though some of the benefits of upgraded suppliers may accrue
to their competitors.

Of interest, then, are the factors that contribute to the development of
backward supply linkages. It is likely that economic activities that require
strong backward linkages also imply costly investment in training. When
this is so, the potential investor may choose not to invest at all (Andres
Rodriguez-Claire 1996). Thus, in low income economies with weak institu-
tions, FDI is likely to be directed towards “enclave” sectors, such as extractive
industries, that generate few backward linkages. The empirical evidence sup-
ports this conjecture. Rene Belderbos, Giovanni Capannelli, and Kyoji Fukao
(2001) examine the extent of backward linkages established by Japanese
investors in different countries. They find, for example, that while 80 percent
of inputs are sourced domestically when they operate in the United States,
the share of domestic inputs is considerably lower in developing economies.
A more formal examination of the determinants of the share of local inputs
shows that the quality of local infrastructure and capabilities of local sup-
pliers is crucial in determining the extent of backward linkages. They note,
further, that imposition of local content requirements either has the effect
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of Japanese producers establishing their own input supply factories or of
dissuading firms from investing in that country.

Thus, whether we consider horizontal or vertical spillovers, the role of
domestic capabilities appears to be crucial. Studies using aggregate data also
conclude that the effectiveness of FDI depends on the country circumstances.
Eduardo Borensztein, Jose De Gregorio, and Jong-Wha Lee (1998) find that
FDI spurs growth where complementary human capital is of high quality
and V.N. Balasubramanyam, M. Salisu, and David Sapsford (1991) find that
the benefits of FDI accrue in countries with a strong export-orientation
and not where import-substitution is the dominant strategy. Laura Alfaro,
Areendam Chanda, Sebnem Kalimbli-Ozcan, and Selin Sayek (2003) find
complementarity with financial development. However, Maria Carkovic and
Ross Levine (2002) are skeptical even of these more nuanced findings. Using
an econometric technique that controls for country fixed-effects and simul-
taneous determination of FDI and growth, they conclude (p. 3) that “the
data do not suggest a strong independent impact of FDI on economic
growth.”

Mergers and acquisitions

Finally, in view of the importance of cross-border mergers and acquisitions,
consider briefly their impact on productivity. The evidence, unfortunately, is
limited. Business academics are “dubious” with respect to the benefits of the
megamergers that drove FDI flows in the later part of the 1990s (see, for
example, Pankaj Ghemawat and Fariborz Ghadar 2000). Though, in line
with the general literature on domestic mergers and acquisitions, most studies
remain inconclusive, one study does argue that the international competition
for corporate control in the U.S. has helped discipline managers (Jun-Koo
Kang 1993).

In developing countries, potential gains arise from the foreign purchase
of state-owned assets, where domestic residents and entrepreneurs do not
have sufficient financial resources and/or management experience to oper-
ate large-scale enterprises. Stanislaw Uminski (2001) reports significant
gains from privatization in Poland, for example. Benefits, in the form of
lower spreads charged, have also been documented following foreign own-
ership of domestic banks (see, for example, a review of earlier literature
and new findings in Peria and Mody forthcoming; also Ch. 9 this book).
However, aside from the one-time gain, which is undoubtedly important,
further improvements in productivity will require an appropriately com-
petitive and regulatory environment and foreign ownership is unlikely to be
sufficient.

The opposite concern has, however, been sometimes expressed—i.e., for-
eign ownership through mergers and acquisitions may be harmful. Based on
research by Assaf Razin and his colleagues, Loungani and Razin (2001) are
concerned that foreign investors may “skim the cream”:
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Through FDI, foreign investors gain crucial inside information about the
productivity of the firms under their control. This gives them an infor-
mational advantage over “uninformed” domestic savers, whose buying of
shares in domestic firms does not entail control. Taking advantage of
this superior information, foreign direct investors will tend to retain
high-productivity firms under their ownership and control and sell low-
productivity firms to the uninformed savers. As with other adverse-
selection problems of this kind, this process may lead to overinvestment
by foreign direct investors.

Paul Krugman (1998) expressed concern about “fire sales” of domestic
assets in the context of the Asian crises. He suggested that domestic owners
are likely to be better informed about their businesses and, hence, about how
to revive them following the sharp downturn experienced. However, because
of the severe credit constraints faced by them, they would, in some instances,
be forced to sell their assets at “fire sale” prices, an outcome that would not
only be to the detriment of the sellers but also inefficient for the economy.
Shoko Negishi and I, however, found little empirical support for this hypothe-
sis (Mody and Negishi 2001; also Ch. 10 this book) and conclude that the sec-
toral and country pattern of mergers and acquisitions following the crisis was
likely prompted by the opportunities arising from the policy reform efforts.

This review of the micro evidence on the role of FDI is consistent with
the preceding discussion on macro trends of FDI destinations. As the data
showed, FDI flows have been directed towards environments with higher per
capita incomes and better growth opportunities. The micro level studies bear
out that productivity gains from FDI are greater the better the absorptive
capacity of the domestic economy.

Policy and regulatory matters

Removing the obstacles to operations by foreign investors without going
overboard in favoring them is the challenge that faces those who regulate FDI
today. This is an evolution from the 1970s and 1980s when national author-
ities required foreign investors to undertake activities with possible develop-
mental spillovers—sourcing of domestic inputs, exporting output to generate
scarce foreign exchange, and training domestic workers. Such performance
requirements (see Table 1.1) came to be viewed as onerous by investors and,
along with other entry barriers in the manufacturing sector, are being volun-
tarily phased out, with commitments codified under the WTO’s agreement on
Trade-Related Investment Measures (TRIMs). In the 1990s, attention shifted
to entry barriers that foreign investors faced in the services sectors and these
are being gradually lowered primarily through the General Agreement on
Trade in Services (GATS). But as deterrents to FDI have been scaled back,
concerns have also arisen about the spread of fiscal and regulatory incentives
to attract FDI. Today, a patchwork of FDI policy exists through bilateral and
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multilateral agreements: deterrents and incentives are not typically dealt
under a unified framework or a coordinated policy or institutional initiative.

To the extent progress on the FDI policy agenda is achieved, will that
progress change the fact that half of all developing country FDI goes to
three countries? Or, will productivity benefits of FDI increase? The forces
described above, leading to the concentration of FDI in host economies with
high absorption capacity, are powerful—and appear to have been only mar-
ginally influenced by the huge liberalization of FDI policy that did occur in
the last two decades.

In this section, I discuss policy and regulatory matters with respect to FDI
under three headings: (a) current cross-country disciplines on FDI; (b) host
country incentives to attract FDI; and (c) a forward-looking multilateral
agenda on FDI.

Cross-country disciplines on FDI

Cross-country policy measures to channel FDI include bilateral tax and
investment treaties, regional agreements, and multilateral rules; the multi-
lateral rules at the present time operate principally under the auspices of the
World Trade Organization (WTO). In common, they seek to create a level
playing field for foreign investors. In particular, “national treatment” implies
that foreign firms should have the same rights of establishment and operation
as do national firms.

Bilateral treaties are, perhaps, by far the most prevalent form of FDI regu-
lation. In a recent analysis of tax treaties (also referred to as double-tax
treaties), Bruce Blonigen and Ronald Davies (2002) note that more than 2000
such treaties are in existence (an update of the numbers of treaties is provided
by UNCTAD’s World Investment Report (2003)). Blonigen and Davies find,
for the period 1982–1992, that U.S. firms undertook less not more FDI in
countries with which the U.S. had recently concluded a treaty. The implica-
tion is that, where no tax treaties exist, multinationals use concessions and
loopholes in foreign tax systems to their advantage. Tax treaties reduce the

Table 1.1 International FDI policies: from old to new concerns

Concerns Deterrents to FDI FDI incentives

Old • Performance requirements
(TRIMs)

• Threat of expropriation (bilateral
treaties)

New • Lack of market access (GATS)
• Insufficient transparency of rules

Regulatory and tax concessions:
• Race to the bottom
• Transferring rents to

foreigners
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possibilities of tax evasion through, for example, transfer pricing and the use
of “tax havens.” The study thus lends credence to the view that multinational
firms can and do bypass national tax systems and that bilateral treaties are
desirable from a revenue perspective and, possibly, for the efficient allocation
of investment.

Bilateral investment treaties have investor protection as their goal. These
have also proliferated, especially in the 1990s, rising, as Mary Hallward-
Driemeier (2003) notes from 470 in 1990 to almost 2000 in number by the year
2000, covering half of all FDI flows from OECD to developing economies. In
an econometric study, she finds, however, that such treaties have had virtually
no influence on increasing the flow of FDI to signatory hosts. Investment
treaties, therefore, are not a substitute for domestic laws protecting property
rights. Countries in Sub-Saharan Africa, for example, have entered into sev-
eral agreements to protect investors but have had limited success in attracting
FDI; in contrast, Brazil, a major FDI recipient, has not ratified a single
investment treaty. Cuba does not have a treaty with either Canada or Mexico,
its main foreign investors—almost two-thirds of the countries with which it
does have a treaty make no investment in that country. Gaetan Verhoosel
(2003) points out the investment treaties typically refer to, an often vaguely
defined, “international law” as the standard by which possible expropriation
is to be assessed and investors have recourse to various international dispute
resolution forums. Drawing on several examples, Hallward-Driemeier (2003,
p. 7) suggests that foreign investors could misuse the treaties to protect
themselves even against normal commercial risks.

Beyond bilateral treaties lie regional agreements, which have also prolifer-
ated in recent years. Regional rules for investment could bolster investment
flows in the short-run by committing countries to stable policy regimes
(Raquel Fernandez and Jonathan Portes 1998) and by providing access to
larger markets, but they are also likely to divert FDI from non-participating
countries. It has been observed that FDI typically increases when a country
joins a regional common market (see, for example, John Dunning 1997 and
Ray Barrell and Nigel Pain 1998 for evidence on Europe, and Anne Krueger
2000 for Mexico following its entry into North American Free Trade Agree-
ment (NAFTA)). The difficulty, however, arises in attributing the observed
increase to the regional agreement. In the case of Mexico, for example, a 1993
foreign investment liberalization law that just predated NAFTA, the ongoing
worldwide boom in FDI, and the general shift in Mexico’s economic policies
all contributed to increased foreign investment received (see Krueger 2000).
UNCTAD (2003, p. 58) concludes that “the definitive study of NAFTA’s
impact on FDI has yet to be done.” Even careful econometric analysis will
find it difficult to disentangle the various effects. Eduardo Levy Yeyati,
Ernesto Stein, and Christian Duade (2002) find that a host country receives
more FDI if it is a member of a regional trading arrangement, not only from
source countries under the same arrangement but also from other source
countries presumably attracted by the larger market size that can be accessed.
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At the same time, countries that are not members of regional arrangements
receive somewhat lower FDI, suggesting a diversion of FDI. However, V.N.
Balasubramanyam, David Sapsford, and David Griffiths (2002) conclude
that when a full range of explanatory variables reflecting host and source
country considerations is included, the regional agreement is found to have
no independent effect. Thus, the evidence is, at best, inconclusive.

Finally, on the multilateral front, the World Trade Organization (WTO)
remains the primary forum for advancing multilateral disciplines in invest-
ment. These include reduction of subsidies that favor exports, less discrimin-
ation against foreign firms with respect to rights of establishment and market
access, and protection of investors against expropriation. Export processing
zones that offer subsidies not available for other domestic activities are incon-
sistent with WTO standards and such subsidies are to be phased out over the
coming years. John Mutti (2002) notes that this is a complex exercise with the
phasing out to occur more rapidly where a country accounts for more than
3.25 percent of world market share in particular product categories; at the
other end, the least developed countries (countries with an annual per capita
income of less than $1000) will be allowed to retain their subsidies for the
present.

The General Agreement on Trade in Services (GATS) promotes greater
international trade in services and forms the umbrella for enhancing the
rights of foreign firms to, among other things, national treatment. Investment
regimes with respect to manufacturing establishments have been largely liber-
alized and hence it is in service sectors, with their myriad regulatory barriers
to entry, that a more open environment is needed. However, as Pierre Sauve
and Christopher Wilke (2000) note and as was discussed above, despite the
remaining barriers, international investment flows to the services sectors have
already been large. Thus, Sauve and Wilke (2000) conclude that there is
no compelling case for a more aggressive approach to achieving multilateral
disciplines for investment regime.

To summarize, the international regime governing investment flows remains
a patchwork of bilateral, regional, and multilateral treaties and rules. While
this is apparently an undesirable state of affairs—undesirable because invest-
ment is likely to be misallocated in the attempt to conform to the patch-
work—policy makers are not overly concerned. This is largely attributable to a
strong unilateral drive on the part of a large majority of countries to reduce
entry barriers (see UNCTAD 2003, which documents the continued reduction
of barriers to FDI). Looking ahead, multilateral rules may have a unifying
role to play in the investment arena. However, both because the gains from the
pursuit of an active multilateral agenda are unclear and because the various
interested parties have differing views on priorities, multilateral efforts in the
area of foreign investment have not been and are not expected to be forcefully
pursued. Not surprisingly, the Doha round, even before it was set back, had a
modest agenda for investment flows.5 The more ambitious OECD-sponsored
Multilateral Agreement on Investment failed because in terms of investment
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protection it offered less than the existing bilateral investment treaties, poten-
tial signatories worried about free-riding by non-signatories (who would gain
from the most favored nation status through WTO disciplines), and labor
and environmental groups worried about the growing power of multinational
corporations (World Bank 2003, Box 4.2).

Host country incentives

Much of an earlier debate on policy towards FDI centered on the desirability
of “performance requirements,” or obligations, such as export targets and
training of domestic nationals, that the foreign investor was required to
fulfill. The premise was that an active government effort was required to
realize the externalities from foreign investment. Thus, part of the FDI
folklore was Singapore’s success in having its nationals trained by multi-
national firms, including large numbers not directly employed in those
firms. However, multinationals themselves never favored performance
requirements and, as the competition for FDI increased, such requirements
have gradually been phased out in many countries. Interestingly, despite
declining in policy respectability, the analytical case for performance
requirements has not disappeared. James Markusen (1998), for example,
argues that foreign investment flows from market distortions generate signifi-
cant rents and it is legitimate for the host country to extract some part of
these rents.6

The policy pendulum, however, has swung to the other end. The concern
now is with excessive subsidies to attract foreign investors. To assess this
concern, we need answers to three questions: (a) Are governments indeed in a
race to attract foreign investors? (b) If they are, do incentives work? And (c)
how, if at all, should public policy respond to the possibility of excessive
competition for foreign investment?

A comprehensive measure of incentives is difficult to compile and, to my
knowledge, does not exist. Considerable effort has, however, been devoted
recently to one, possibly significant, element of the incentive package, namely,
the effective tax obligation of a foreign investor. A July 2000 study by the
United Nations Conference on Trade and Development (UNCTAD 2000)
surveyed 45 countries from all regions of the world and concluded: “Nearly
all countries surveyed offer incentives that target specific sectors. Regional
incentives aimed at assisting the economic development of rural or under-
developed areas are also prevalent in 70 percent of the countries surveyed.”
The incentives, the UNCTAD study reports, are offered principally through
various tax breaks, including tax holidays, accelerated depreciation, and
allowances for training and R&D.

The most plausible way to aggregate these tax incentives is to consider the
effective corporate tax paid by foreign firms. It is not straightforward to
obtain such rates and Mutti (2002) surveys several alternative measures. He
reaches three conclusions of interest:
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• Between 1984 and 1996, statutory corporate tax rates typically declined
around the world. Effective tax rates (tax collected/GDP) also declined
but to a smaller extent as tax bases broadened.

• Tax rates fell especially in countries with higher rates. Rates were reduced
by about 15 percentage points in countries with high rates (statutory
rates greater than 45 percent) and by 4 percentage points in countries
with low rates.

• Much of the tax reduction during this period occurred between 1984
and 1992 and slowed down thereafter. After 1992, rate reduction in high
rate countries (statutory rates higher than 35 percent after 1992) was
only of the order of 4 percentage points, while rates remained broadly
unchanged in low rate countries.

Thus, the finding is that rates fell sharply mainly to bring effective rates across
countries closer to each other and have since stabilized. One explanation for
the sharp decline in the years immediately following 1986 is a change in that
year in U.S. policy towards multinationals that significantly reduced their tax
burden. International tax competition then made high rates untenable.

How relevant is tax competition for location decisions by foreign investors?
The evidence on this score is mixed and Mutti’s (2002) recent discussion of
the literature and his new results help clarify the reasons for the ambiguities
in the econometric results. He points out that the implications of tax rates
will vary with the nature of the foreign investment. An important difference
in this regard is whether the investment is directed to serving the domestic
market in the host country or is intended to produce goods for the world
market. Mutti (2002) finds that export-oriented investment is most sensitive
to tax rates. This conclusion is consistent with early results reported in
Wheeler and Mody (1992), where we showed that though tax rates were not
especially relevant for location decisions when the manufacturing sector as a
whole was considered, they were influential in guiding investors in the elec-
tronics industry, a “footloose” industry in the terminology of those years
seeking low cost production sites for assembling products destined for world
markets. As countries have vied for such export-oriented foreign investment,
tax competition has become a more salient policy issue.

What, then, is the advice to policy makers? An OECD study offers some
useful pointers (OECD 2001).7 Since poor operating conditions act as the
fundamental deterrents to foreign investment, improving those conditions
should be the first order of business. Policymakers may be concerned that the
fundamental structural reforms required to improve infrastructure and
human capital will take too long and tax incentives offer a quick mechanism
for bringing in needed foreign investment. Adoption of such an approach,
however, requires credible evidence of positive externalities from foreign
investment. Where such evidence does exist and is credible, the alternative of
generally low tax rates, with a broader tax base, must be considered against
selective incentives for foreign investors.
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A forward-looking agenda

So is there reason to pursue a bolder international approach? One possibility
is to revive and give greater attention to the consideration of labor mobility,
such as that already tabled under the GATS. The premise is that investment
flows to developing countries will increase if migration—particularly of
skilled workers—from developing countries increases. On that relationship
between migrants and investment, I believe, the empirical evidence is quite
strong. A further, more speculative, assertion is that the quality of the capital
flows, and hence their productivity, will also improve when accompanied by
more mobile developing country workforce.

Arvind Panagariya (1999) has argued that developing countries should
only agree to an international agreement on investment if there is a corres-
ponding willingness on the part of developed nations to open their borders
to migrants from developing countries. He offers two arguments in favor of
this proposal. First, citing a study by Hamilton and Whalley (1984), he notes
that worldwide gains from greater labor mobility are huge and they dwarf
gains from other forms of liberalization. Second, the benefits of labor mobil-
ity will accrue principally to poorer countries and, hence, are desirable from
an equity perspective. Panagariya (1999) is also not persuaded by claims that
no political appetite exists for such initiatives. He interprets the history of the
multilateral agreements, particularly recent agreements that have moved
beyond the traditional trade agenda, as having evolved in an incremental
fashion. He suggests, therefore, that an initial focus on the mobility of profes-
sionals is likely to be attractive to all, and will also allay fears of some devel-
oping countries who may be concerned themselves about supporting large
numbers of unskilled migrants from less developed neighbors. Panagariya
notes that such a vision is already reflected in the deliberations associated
with GATS.8

More recently, Dani Rodrik (2002) has echoed Panagariya’s analysis.
Rodrik notes that even though goods and financial markets are not fully
integrated, price differentials in those markets rarely exceed the ratio of 2 : 1.
In contrast, wage differentials across countries are often of the order of 10 : 1.
His “back-of-the-envelope” calculation for immigration equaling about
3 percent of the developed-country workforce produces an annual gain of
$200 billion a year, almost all of it to developing countries. On the political
economy of greater international mobility of labor, Rodrik also concludes, as
Panagariya does, that political constraints are “malleable.” He notes that
those who oppose greater mobility of labor also oppose imports of labor-
intensive products from developing countries but adequate mobilization of
interested parties has been effective in reducing trade barriers. He proposes a
temporary work visa scheme, though he would apply that to both skilled and
unskilled workers.9

I would add one further consideration to this discussion. There is consider-
able evidence that labor flows will complement trade and investment flows.
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Hence, though the argument is sometimes stated in terms of “this” or “that,”
I believe that need not be the case. The political bargaining may still be
conducted in terms of a “quid pro quo”—a more liberal investment regime
only in return for greater labor mobility. However, the economic argument
should consider the complementarities.

Recent research shows that international networks of mobile specialists
facilitate trade and investment. Jim Rauch (1999) and Rauch and Vitor
Trindale (2002) have found that networks of Chinese migrants boost trade
especially in differentiated goods. Such goods are characterized by high
transactions costs on account of the product-specific knowledge necessary to
complete such trades and migrant networks, with their traditional mechan-
isms of communication and trust built on repeated transactions, reduce those
transactions costs. Evenett (2001) analyzes the level of mergers and acquisi-
tions completed by U.S. firms in different countries around the world. He
finds that mergers and acquisitions are significantly higher in those countries
where a leading U.S. law firm has a substantial and long-standing presence.
He infers that the local knowledge acquired by these lawyers helps bridge the
gap between their U.S. clients and the regulatory requirements of the host
country. Finally, in my own ongoing work with Antonio Spilimbergo, inter-
national students are found to precede both trade and investment. We find,
controlling for traditional determinants, that a country imports more and
receives more foreign direct investment from a partner country if, in the
preceding decade, the host had sent a larger number of students to that
partner. Moreover, in line with Rauch’s research, trade in differentiated
goods is especially lifted by the flow of students.

In sum, this evidence is consistent with a view that large informational gaps
exist when trading and investing across borders and direct human interven-
tion is particularly effective in overcoming this barrier. The implication is that
information deficiencies cannot be overcome in a mechanical manner by
applying routine rules of decision-making. Rather, the ability of skilled indi-
viduals to solve complex problems in real time is necessary to strengthen
trade and investment links. Thus, the movement of traders, skilled profes-
sionals, and students (who may either return to their home country or con-
tinue to work as professionals in the destination economy) helps negotiate
and reconcile the cultural and institutional variance across nations and thus
reduces transaction costs.

Conclusions

The dramatic spread of FDI in the 1990s was an important development that
will have long-term value. The immediate benefits in the form of higher levels
of domestic investment have largely materialized but other expected bene-
fits—more rapid productivity growth and better corporate governance—have
been slow to accrue in a broad range of settings and appear to have been
significant mainly where domestic absorptive capacity is already high.
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However, FDI has been a trusted source of capital during the turbulent
nineties. During a period when portfolio flows boomed and then crashed,
FDI remained a resilient form of external finance. Lipsey (2000) notes
that during the Mexican and Asian crises, foreign investors maintained their
capital expenditures and were able to redirect their sales from domestic to
international markets, transferring the benefits of their own flexibility to
the stressed domestic economies. This has prompted some to suggest that
FDI should be bolstered, not by providing fiscal incentives, but by reducing
the disadvantages it faces in relation to other forms of external capital.
Kenneth Rogoff (1999), for example, argues that the current domestic and
international policy regime favors debt over equity capital and measures to
redress the balance would be beneficial to host countries and the world
economy.

Substantial challenges remain in harnessing the true value of FDI for rais-
ing growth rates in developing economies, especially among the least
developed (Sanjaya Lall 2000 and World Bank 2002). However, the aggressive
use of subsidies is unlikely to be the route through which that objective is
achieved. Cross-country disciplines through bilateral, regional, and multi-
lateral efforts are important in reducing the distortions that lead to misalloca-
tion of capital but ultimately domestic efforts to raise absorptive capacity will
be critical. Efforts to increase labor mobility, as forseen, for example, under
GATS, could have a significant effect in raising the benefits from FDI as the
more mobile labor serves to bridge the cultural, institutional, and contractual
differences across nations.

Notes

1 The analysis in Figures 1.5 and 1.6 excludes small countries (those with population
less than 1 million) and transition countries (which had limited data for the 1990s
and volatile behaviour of both investment and output). See the Appendix for the
list of countries in various country groups.

2 In order of FDI received, these included: China, Brazil, Mexico, Argentina,
Malaysia, Poland, Chile, Thailand, Venezuela, and Colombia.

3 In Mody, Susmita Dasgupta, and Sarbajit Sinha (1999) we found that in their
investment decisions, Japanese investors were more concerned about labor quality
than about lower wages.

4 In principle, such spillovers need not be restricted to firms with the same sector
since general techniques, such as management methods, quality control, worker
training, packaging, and marketing and distribution, could be useful to any firm.
Indeed, the value of such general techniques may be large and Jane Jacobs (1969)
argues that cities are efficient production agglomerations precisely because they
facilitate such knowledge diffusion. However, we know little about such knowledge
transfers, since the literature has focused on within-sector effects.

5 A potentially useful initiative of the Doha round is the effort to increase transpar-
ency in rules and regulations governing FDI, including procedures for consult-
ation and notification.

6 Markusen (1998) refers specifically to the host country’s obligation to protect a
foreign investor’s intellectual property but the right also to bargain for the rents

24 Foreign direct investment and the world economy



from such property. This is an important policy issue in the context of life-saving
drugs. Whether a host country could bargain for the more typical commercial
technologies is an open question, but seems unlikely.

7 See also Gordon Hanson (2001) for similar advice.
8 Allison Young (2000) describes these deliberations.
9 To enforce the temporary nature of the migration, he suggests that a portion of the

migrant’s earnings be withheld until return to the home country.

Appendix: Data sources and country coverage in Figures 5 and 6

Data on FDI inflows, GDP, and population were obtained from the World
Bank’s World Development Indicators. M&A sales statistics were obtained
from the United Nations Conference on Trade and Development (UNCTAD).
Countries’ income groups used in Figures 5 and 6 correspond to the World
Bank’s GNI per capita classification.

While Figures 1–4 use global or country-group totals, the more country-
specific analysis in Figures 5 and 6 dropped small countries (with a popula-
tion of less than 1 million inhabitants) and transition economies (which had
limited data in the 1990s and, moreover, experienced large fluctuations in
both FDI and GDP). The list of the countries used in the country-specific
analysis, by country-group (income and Top 10 FDI recipients), is provided
below.

Low Mid–low Mid–high Top 10
(ranked)

Angola Madagascar Algeria Argentina China
Bangladesh Malawi Bolivia Botswana Brazil
Benin Mali Brazil Chile Mexico
Burkina Faso Mauritania China Costa Rica Argentina
Burundi Mongolia Colombia Malaysia Malaysia
Cambodia Mozambique Dominican Rep Mauritius Poland
Cameroon Nepal Ecuador Mexico Chile
CAR Nicaragua Egypt Oman Thailand
Chad Niger El Salvador Panama Venezuela
Congo Nigeria Guatemala Poland Colombia
Cote D’Ivoire Pakistan Honduras Uruguay
Ethiopia Papua New G. Iran Venezuela
Gambia Rwanda Jamaica
Ghana Senegal Jordan
Guinea Sierra Leone Morocco
Guinea-Bissau Tanzania Paraguay
Haiti Togo Peru
India Uganda The Philippines (continued overleaf)
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FDI determinants
Agglomeration, information,
and policy





2 International investment
location decisions
The case of U.S. firms

With David Wheeler

Introduction

With international capital increasingly perceived as footloose, many countries
have accelerated their entry into what David (1984) has termed “location
tournaments” policy adjustments, promotional campaigns, and incentive
programs designed to attract investment by multinational firms. Their par-
ticipation reflects the belief that history matters; that locational advantage,
once gained, tends to perpetuate itself. Some location theorists support this
view by stressing the importance of agglomeration economies in industrial
location. Others, however, contend that location decisions are dominated by
classical sources of comparative advantage such as relative wages, market
size, and transport costs. Some also suggest that international investors
may discount agglomeration benefits, preferring multiple sites as a hedge
against risk.

Qualitative discussion of these possibilities is common, but careful empiri-
cal work has been greatly hindered by data scarcity. This chapter combines
two extensive data sources to take a new look at investor preferences. The
first, published annually by the U.S. Department of Commerce, is a com-
prehensive report on manufacturing investment by U.S. multinationals. The
second has been generously provided by the Country Assessment Service of
Business International, Inc. (BI). This service provides corporate clients
with annual country rating scores for many social, political, and economic
factors which might be relevant for investment decisions. To our knowledge,
ours is the first systematic attempt to utilize this rich data base for
econometric work.

We begin this chapter with a review of the relevant theoretical consider-
ations and the current state of the empirical art. We then develop and
estimate a non-linear capital expenditure model for U.S. multinationals which
incorporates measures of agglomeration economies and risk as well as the
classical factors. In the concluding sections we present our results and sum-
marize their apparent message for would-be participants in location
tournaments.



The economics of investment decisions

Why should governments choose to compete so vigorously in location tour-
naments? Many government planners believe that locational advantage, once
gained, will be self-perpetuating. Arthur (1986, 1990) provides a useful gen-
eralization of this view by recalling the fundamental distinction between
ergodic and non-ergodic systems. An ergodic system returns to its initial state
when initial conditions are replicated, whatever the interim history. A non-
ergodic system, by contrast, can exhibit strikingly different and irreversible
evolutionary responses to small changes in initial conditions. Non-ergodicity
underlies much recent work on international trade, economic growth, and
industrial development.1

For location theorists, non-ergodicity resides in agglomeration economies,
or increasing benefits to co-location by economic units [Englander (1926),
Palander (1935), Hoover (1937), Maruyama (1963)]. A specific example is
provided by regional groupings of specialized service suppliers [Markusen
(1990), drawing on Ethier (1979, 1982)]. More suppliers (each providing a
different service) create finer divisions of labor in intermediate input markets,
thereby lowering unit costs for final producers. Markusen (1990) demon-
strates that a firm’s early decision to invest in a region (for a variety of
reasons, including an “accident of history”) can promote the creation of such
specialized services, reinforcing the area’s attractiveness for other investors.
Arthur (1986) demonstrates that this factor can translate a minor regional
advantage into a major concentration of industrial activity. Important
agglomeration economies therefore imply big rewards for the winner of a
location tournament.2

A contrasting, ergodic view runs through the work of von Thunen (1826),
Predohl (1925) Losch (1941) and Isard (1956). Here industry location pat-
terns are essentially pre-ordained by geographical endowments, relative
prices, and transport costs. From any initial point the spatial distribution of
industrial activity evolves, ceteris paribus, to a unique final pattern. In such
an ergodic world, the notion of “winning” a locational tournament is quixo-
tic: once the winner halts the subsidies, industrial location patterns will
revert to their predetermined state.

Reduction in risk through geographical diversification may also be an
important factor in international location decisions. Location tournament
play will disappoint all participants if risk reduction dominates agglomeration
benefits in investor thinking. In theory, capital market perfection eliminates
the rationale for geographical diversification by multinationals; investors can
create their own diversified portfolios, having no reason to use multinationals
for financial intermediation [Hufbauer (1975)]. In the absence of such perfec-
tion, however, firms cannot invest unlimited amounts in high return but high
risk assets. If they do not police themselves, their creditors will do so [for an
early reference to this argument, see Kalecki (1938)]. In addition, as Caves
(1970) points out, uncertainty avoidance may be important for managers.
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Portfolio diversification is, of course, relevant only if events across coun-
tries do not move in a perfectly synchronous manner [Grubel (1979), Flamm
(1984)]. Supporting evidence from Rugman (1979) suggests that firms with
foreign operations do have more stable profit rates than firms that operate
only domestically.

Previous empirical work

Several recent empirical studies consider the role of the “classical” variables
which figure prominently in ergodic location theories. Kravis and Lipsey
(1982) report positive impacts for host country market size and “degree of
openness” on the location decision of U.S. multinationals in the 1960s, but a
negligible role for relative labor costs. Their results suggest that the weights
on location factors differ significantly across industries. Blomstrom and
Lipsey (1986) find a significant size threshold effect for firms’ decision to
invest abroad, but no other apparent effect of scale. Grubert and Mutti
(1989) find some evidence for sensitivity to relative tax rates in a study of U.S.
multinational investment in Canada; Shah and Slemrod (1990) report a simi-
lar finding for Mexico. In a series of empirical papers, Lipsey and Kravis
(1987) and Kravis and Lipsey (1989) find that U.S. multinationals have
remained competitive in management and technology while adjusting their
plant locations in response to the declining competitiveness of the United
States as a production site. Their work does not attempt a detailed empirical
analysis of locational economics.

A few studies attempt to incorporate risk factors as well. Flamm (1984)
estimates an equation relating multinational electronics investments to rela-
tive wages, using country-specific dummy variables as proxies for differential
risk. In their previously-mentioned paper, Shah and Slemrod (1990) find
significant effects for perceived risk as measured by a general index of
Mexico’s creditworthiness.

Model specification and interpretation

This chapter attempts to broaden the scope of the existing empirical work on
multinational investment by specifying a capital expenditure function which
incorporates measures of agglomeration benefit as well as risk and classical
location factors. We begin by assuming that investment Ii in the ith country
responds to expected return πi as well as risk σi, either because firms are risk
averse or because of the irreversibility of fixed investment:

Ii = f (πi, σi). (1)

Since we have seen no compelling evidence to the contrary, we assume zero
perceived covariance between rates of return in different locations. This
permits straightforward panel estimation of an investment function.
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If the intended investment is primarily for export production, the expected
return πi from a particular site will depend upon unit input costs. Although
the productivity of specific inputs is relevant (low wages are not necessarily
equivalent to cheap labor), we focus on (a) the general input-augmenting
effects of differences in infrastructure quality (transportation, communica-
tions, and energy), and (b) the cost-reducing impact of local agglomeration
economies, exemplified by differences in the availability of differentiated
material and service inputs.

If the investment is intended to serve the local market (i.e. is import substi-
tuting), then the size and openness of that market will also be relevant in
determining πi. By openness, we mean the degree to which local producers are
exposed to external competition. Ceteris paribus, closed markets should be
more attractive for foreign investors because the profits of local producers
will be enhanced by limitations on imports of competitive products. However,
economies are rarely restrictive in this dimension alone; import controls are
often accompanied by other restrictive measures which dampen profits. Only
a multidimensional measure of openness can be expected to yield unambigu-
ous empirical results.

For econometric estimation we employ a translog specification of eq. (1).
This specification [eq. (2)] allows the marginal value of any characteristic to
depend on its own current level and on the current levels of all other charac-
teristics. It also permits nested tests of simpler specifications: the constant
elasticity model [eq. (3)] and an intermediate specification [eq. (4)], which
drops the quadratic terms of the translog form. Henceforth, we will refer to
(3) and (4) as log-linear and log-interactive, respectively. Comparison of these
forms also permits analyses of parameter stability:

ln Ii = β0 + �
k

βk ln Xik + �
k

�
l

βkl ln Xik ln Xil + �
k

βkk (ln Xik)
2, (2)

where the Xik are the determinants of risk and expected return,

ln Ii = β0 + �
k

βk ln Xik, (3)

ln Ii = β0 �
k

βk ln Xik + �
k

�
l

βkl ln Xik ln Xil. (4)

Our data are drawn from a panel of 42 countries for the period 1982–1988.
The equations are estimated without country-specific dummy variables
because much of the interesting variation in the data is across countries,
reflecting conditions which change only slowly. The use of country-specific
dummies would have the effect of removing this variation, leaving only
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short-run, within-country changes as the basis for parameter estimation. The
results would tell us much less about how firms choose among countries when
making investment decisions.

Not wishing to suppress useful information about within-country vari-
ation, however, we have retained the time-series dimension of our data set.
This forces us to confront the possibility of spurious regression results, since
the country series are non-stationary [see Nelson and Plosser (1982)]. Inter-
temporal first-differencing is inappropriate here because it would have the
same effect as country-specific dummies—elimination of differences in the
levels of variables across countries.

For estimation of eqs. (2)–(4) we deal with the time-series issue by translat-
ing to equations which determine investment in country i relative to invest-
ment in some numeraire (comparison) country j.3 This eliminates the main
source of the time-series problem—the common effect of annual fluctuations
in the nominal values of aggregative investment.

Eq. (5) illustrates the appropriate translation for the translog form:

ln (Il/Ij) = (β0i − β0j) + �
k

βk (ln Xik − ln Xjk)

+ �
k
�

l

βkl (ln Xik ln Xil − ln Xjk ln Xjl)

+ �
k

βkk[ (ln Xik)
2 − (ln Xjk)

2]. (5)

Finally, to distinguish between annual effects which influence investment in
all countries and investment in individual countries, we allow for fixed annual
effects (i.e. dummy variables to control for common effects in each year).

Data

Our data are drawn from two principal sources. The first is the annual table,
“Capital Expenditures by Majority-Owned Foreign Affiliates of U.S. Com-
panies”, which appears in the U.S. Department of Commerce Publication,
Survey of Current Business. This table is based on surveys of actual and
planned expenditures by U.S. companies, and is updated semi-annually. It
includes capital expenditure estimates for a variety of sectors at approximately
the two-digit level of industrial classification.

The second major source of information is an international database
generously made available to us by the Country Assessment Service of Busi-
ness International, Inc. (BI). The database includes country scores for many
factors which may affect corporate operations and profitability. We define the
relevant variables in Table 2.1 and provide illustrations of the BI scoring
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Table 2.1 Country assessment factors—Business International, Inc.a

Variable

Classical variables

1. Labor cost Average hourly wage in manufacturing
2. Level of corporate taxation Assumes no tax holiday, $1 million

profit, 50 percent remitted
3. Market size Market size as indicated by GDP
Agglomeration benefit indices

4. Infrastructure quality Quality of transport, communications,
energy infrastructure

5. Degree of industrialization Based on manufacturing/mining as
percent of GDP

6. Level of foreign direct investment
Risk: Geopolitical considerations

7. Relationship with West Political, economic, commercial relations
8. Relationship with neighbors Emphasis on probability of military

conflict
Principal components from BI domestic risk and policy variables

9. RISK: first principal component
from:

Political change—institutional Likelihood, nature of government
change

Attitude of opposition groups Attitude toward foreign investment
Probability of opposition takeover Probable impact on foreign investment
Stability of labor Likely degree of disruption
Terrorism risk Local terrorism risk factor
Desire for foreign investment General attitude and policies of the

government
Attitude toward private sector Government support for private business

activity
Cultural interaction Problems from local cultural, business

practices
Expatriate environment Overall living environment for

expatriates
Bureaucracy and red tape Difficulty in obtaining approvals, permits
Corruption Average payment requirements
Quality of legal system Efficiency, integrity, as affects foreign

firms
Distribution of wealth Degree of inequality

10. OPEN, first principal component
from:

Restrictions on imports Impact on needed components, materials
Export requirements Forced exports as an operating

requirement
Price controls Government imposition and

enforcement
Local content requirements Insistence on local components in

manufacturing



system in the Appendix (Table A.2). Although BI forecasts five years into the
future, we have limited ourselves to one-year-ahead forecasts.

For econometric estimation, the BI information presents us with an
unusual problem—too much data. We employ the translog specification to
allow for possible non-linearity, but its complexity precludes the introduction
of too many variables. We therefore limit our estimation exercise to the
10 variables which are numbered sequentially in Table 2.1.

We have taken eight factors directly from the BI data set. Three are
classical—labor cost, corporate taxes, and market size. We would expect
multinationals to be differentially attracted to sites with lower labor costs,
lower taxes, and a larger domestic market, other things equal. The BI system
scores countries on perceived desirability, so the “best” country from the
perspective of labor cost is the lowest-wage site. We would therefore expect
positive elasticities for all three indices.

Three variables are indices of perceived agglomeration benefits. The first,
infrastructure quality, has a straightforward interpretation. The other two—
degree of industrialization and level of foreign investment—are proxies for
the relative availability of specialized support activities. Again we would
expect positive elasticities.

Our inclusion of the existing stock of foreign investment as an explanatory
variable provides a test of Markusen’s (1990) hypothesis that first-mover
advantage can lead to uneven development. The self-reinforcing impact of
foreign investment can operate through a variety of channels, including
promotion of specialized inputs (e.g. trained labor, marketing, and distribu-
tion services), reputational effects, etc. Our least squares estimates should not
suffer from simultaneity bias in this case, since foreign investment and its
determinants influence each other over periods considerably longer than a
year (the time unit of our study).

Our main risk variable is a first principal component, extracted from a set
of BI indices which are highly intercorrelated (Tables 2.1 and 2.2). Available
measures of risk include indices of political stability, inequality, corruption,
red tape, quality of the legal system, cultural compatibility, attitude toward
foreign capital, and general expatriate comfort (including the risk of terror-
ism). From this group we have extracted the first principal component
(named RISK), which accounts for 48 percent of total intragroup variation.
It is highly correlated with all 13 indices in the data set (see Table 2.2). Since

Expropriation risk Probability, with or without
compensation

Currency convertibility Degree of government regulation
Profit repatriation controls Degree of restriction on free flow of

capital
Ownership limits: existing investment Foreign equity or size restrictions
Ownership limits: new investment Initial local equity requirement

a More complete descriptions of the BI scoring system are provided in Appendix, Table A.2.
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the BI scoring system assigns high scores to more desirable sites, we would
expect RISK to enter with a positive sign. In addition to the RISK principal
component, we also incorporate two BI geopolitical risk factors—relations
with the West, and relations with neighboring states.

Another set of indices characterizes the degree of openness of the economy.
These indices include nine measures of government intervention—import
restrictions, export requirements, local content requirements, price controls,
profit repatriation controls, exchange controls, foreign equity limitations for
existing and new investment, and the risk of expropriation (see Table 2.1).
The first principal component from this group (named OPEN) accounts for
56 percent of total variation. Again, we observe very high correlations with
the underlying variables in Table 2.2.

In the BI system, “better” economies are those that are less restrictive.
However, there is no a priori reason to be certain that this accurately reflects
the perception of U.S. multinationals. It is true, of course, that investors
would prefer fewer limits on equity participation and profit repatriation if it
were possible to consider these factors in isolation. As Table 2.2 suggests,
however, government restrictions tend to rise and fall together. Multination-
als may perceive good opportunities for differential profit from import-
substituting activities once they are established behind trade barriers. We are
therefore agnostic about the sign on OPEN.

Table 2.2 Principal component results

RISK OPEN
Socio-political conditions Market intervention
(240 observations) (240 observations)
(13 variables) (9 variables)

Variation proportion accounted for

RISK 0.48 OPEN 0.56
2nd P.C. 0.15 2nd P.C. 0.16

Correlations with underlying variables

RISK OPEN
Political change—institutional 0.46 Restrictions on imports 0.82
Attitude of major opposition groups 0.57 Export requirements 0.73
Prob. of opposition group takeover 0.48 Price controls 0.52
Stability of labor 0.50 Local content requirements 0.84
Likelihood of terrorism 0.55 Expropriation risk 0.70
Desire for foreign investment 0.62 Currency convertibility 0.70
Attitude toward the private sector 0.75 Profit repatriation controls 0.83
Cultural interaction 0.77 Limits on foreign ownership 0.74
Expatriate environment 0.73 Limits on new investment 0.77
Bureaucracy and red tape 0.86
Corruption 0.88
Quality of legal system, judiciary 0.84
Distribution of wealth 0.83
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Estimation results

We have fitted translog capital expenditure equations with annual fixed effect
controls to data for total manufacturing investment and electronics invest-
ment in 42 countries. We focus on electronics because the other sectoral data
are plagued by missing values. In addition, the pattern of electronics invest-
ments seems likely to provide a particularly good sensitivity test for the BI
risk variables. As Flamm (1984) notes, electronics is generally thought of as a
mobile industry with high sensitivity to the risk of production disruption.

For our relative investment model, the Philippines has been arbitrarily
chosen as the numeraire country.4 Thus, the left-hand variable is, for a par-
ticular country, industry, and year, the log of U.S. multinational capital
expenditure divided by the equivalent observation for the Philippines.5 Right-
hand variables are differences of logs, log-interactions, or squared logs of
attribute scores for sample countries and the Philippines. All BI indices have
been increased by one unit to avoid the zeros problem for logarithms. Our
sample period is 1982–1988.

We begin with a summary of major findings, to be followed by an extensive
discussion of the significance and stability tests which underlie our conclu-
sions. For the present, we should note that appropriate F-tests on translog
parameter restrictions suggest clear rejection of the log-linear model and
mixed evidence about the log-interactive form.6 Although quite plausible,
these results present us with an expositional problem. A log-linear model
yields constant elasticity estimates which are easy to interpret, while translog
and log-interactive models yield a complex pattern of variation in elasticities.
Our interpretation of the results relies principally on elasticities calculated
at mean values for country groups at different per capita income levels [see
Table 2.4]. We find, however, that straight log-linear estimates for all sample
countries provide a useful and essentially accurate first approximation. We
therefore present these estimates in Table 2.3, with more detailed highlighting
of major interactive results in Table 2.4, parts (b) and (c).7 These tables
should be consulted while reading the following summary.

Summary of major findings

Agglomeration benefits and classical factors are dominant

All three agglomeration benefit indices exhibit a high degree of statistical
significance and have large, positive impacts on investment. The same is true
for the two classical variables, labor cost and market size, although the
corporate tax rate does not appear to play much of a role. Geopolitical risk
is apparently significant, but domestic socio-political considerations, as
summarized by the principal component RISK, appear to have a very small
effect.
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The degree of openness of the economy, summarized by the principal
component OPEN, has, if anything, a negative impact on multinational
investment. That is, controlling for factors such as market size, more restrict-
ive economies seem somewhat more attractive to U.S. multinationals. Good
examples during the sample period were provided by Brazil and Mexico,
which attracted major investment despite very low OPEN ratings (see
Appendix Table A.1 for representative scores). These countries were recipients
of import-substituting investment, attracted by high trade barriers.

Investment responses can vary strongly by sector

Our results suggest that electronics is atypically sensitive to intersite
differentials. With the exception of market size, the electronics elasticities are
considerably larger than average elasticities as represented by the total
manufacturing results. The difference is particularly striking for labor cost.
We should note, however, that electronics is typical in exhibiting little or no
sensitivity to differences in tax rates, domestic risk, and relative openness.

Elasticity patterns differ markedly by level of development

As we previously noted, a log-interactive function yields a pattern of variable
elasticities: the magnitude of investment response to a particular site charac-
teristic will depend on the other perceived qualities of the site.

Table 2.3 Log-linear capital expenditure function estimates

Total manufacturing Electronics

F: 43.00 21.30
R2: 0.71 0.60
Adj. R2: 0.70 0.57
N: 255 232
K: 15a 16a

Variable Coef. T Coef. T

Intercept −1.33 −5.95 −2.07 −6.86
Relations with West 1.50 3.28
Relations with neighboring countries 0.16 0.75 0.46 1.71
Labor cost 0.21 1.49 1.02 6.00
Current foreign investment 1.56 5.77 1.86 5.49
Market size 1.24 9.16 0.58 3.02
Infrastructure 1.57 3.31 2.54 3.88
Industrialization 1.40 3.25 1.87 2.92
Corporate taxation 0.19 1.02 −0.31 −1.30
OPEN (principal component) −0.13 −2.25 −0.11 −1.52
RISK (principal component) 0.08 1.12 0.03 0.34

a Includes fixed-effect dummies for years.
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Table 2.4 (a) Variable capital expenditure elasticities: summary of translog results—
income groups

1 2 3 4 5

Egypt Brazil Argentina Austria Australia
India Chile Greece Belgium Canada
Indonesia Colombia Ireland France Denmark
Liberia Ecuador Israel Hong Kong Germany
Nigeria Malaysia Korea Italy Japan
Peru Mexico Spain Netherlands Norway
The Philippines Panama Taiwan Singapore Sweden
Thailand Portugal Venezuela Trinidad Switzerland

Turkey U.K.

(b) Group median elasticities.

Total manufacturing (a) Electronics (b) Ratio (b/a)

Labor cost 0.27 1.99 7.4
Foreign investment 1.42 2.60 1.8
Infrastructure 1.23 2.17 1.8
Industrialization 1.07 1.84 1.7
Market size 1.57 0.90 0.6

(c) Intergroup elasticity variations.

Electronics

Low-income countries High-income countries
(Group 1) (Group 5)

Elasticity Elasticity
Infrastructure 2.65 Industrialization 6.41
Labor cost 2.20 Foreign investment 3.83
Foreign investment 1.59 Market size 1.77
Industrialization 0.37 Labor cost 1.10
Market size 0.24 Infrastructure 0.93

Total manufacturing

Low-income countries High-income countries
(Group 1) (Group 5)

Elasticity Elasticity
Infrastructure 1.99 Foreign investment 4.28
Industrialization 1.54 Industrialization 2.30
Market size 0.74 Market size 1.86
Foreign investment 0.69 Labor cost 0.63
Labor cost – Infrastructure –



For industrial and developing countries, typical values of our ten location
factors are quite different (see Appendix Table A.1). Our results therefore
imply that response elasticities vary considerably with level of development.
To illustrate, we rank the major decision factors in Table 2.4, part (c), for the
poorest (Group 1) and richest (Group 5) sample countries.

Developing countries For electronics investment in developing countries,
infrastructure quality and labor cost are dominant, followed by existing for-
eign investment. Degree of industrialization and market size play small roles.
These results seem quite consistent with the view that U.S. electronics manu-
facturers have regarded developing countries primarily as export assembly
platforms, giving most weight to the cost of basic labor and the quality of the
local support base. For total manufacturing investment, the agglomeration
measures as a group remain strongly dominant. Infrastructure quality retains
its primacy, while the general level of industrialization takes on a greater
weight. Between the two classical variables, we see labor cost clearly sup-
planted by market size as the dominant consideration. This seems quite
plausible if we accept the view that electronics is atypically footloose.

Industrial economies At the top of the international income distribution we
see a clear pattern of convergence in the results. In the wealthiest industrial
economies the two general agglomeration variables (foreign investment and
industrialization) rank at the top for both total manufacturing and electron-
ics, followed by market size.8 Labor cost drops substantially in relative
importance, although its reponse elasticity is still high for total manufactur-
ing. Infrastructure ranks much lower, undoubtedly because most countries in
this class already have high-quality infrastructure. Wealthier countries take
precedence as sites for integrated production and marketing of relatively
high-quality products. Domestic market size and the relative size of the
industrial support base therefore loom larger in the calculations.

Significance and stability testing

As previously noted, we interpret the translog results by separating our sam-
ple countries into five income groups [see Table 2.4, part (a)], using 1984 as
the sample midpoint. Estimates of per capita GNP are drawn from the World
Bank’s World Development Report (1986). From the translog and log-
interactive results, we calculate group elasticities for each independent variable
and look for evidence of gross instability, consistently perverse signs, or
values constantly near zero. We conclude that three variables fail one or more
of our tests: the corporate tax rate, RISK, and OPEN.

Our preliminary list of survivors includes two classical variables (labor cost
and market size), the three agglomeration benefit measures (infrastructure
quality, degree of industrialization, and level of foreign investment), and the
two geopolitical control variables (relations with neighboring countries and
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relations with the West). We then re-estimate the translog and log-interactive
capital expenditure equations with these variables, again checking for
instability, sign problems, and estimates consistently near zero. All results are
reassuringly stable. A few negatively-signed elasticities in otherwise-plausible
sets of positive estimates apparently reflect local failures of the log-interactive
and translog approximations to preserve asymptotic boundaries at zero.

Rejected variables

Among the rejected variables, the corporate tax rate presents the most difficult
problem of interpretation. In the full translog equation for total manufactur-
ing, its elasticities are consistently positive and very large. When the log-
quadratic terms are dropped, however, all elasticity estimates collapse and
three of the five take on a perverse sign. In the electronics equation, the
results are much weaker to begin with and the same pattern of collapse and
sign reversal is apparent. The log-linear results (Table 2.3) are also quite
weak. In our view, this evidence weighs against any confident ascription of
importance to relative corporate tax rates.

For the composite variable, OPEN, we note that the elasticities are always
small and exhibit frequent sign changes in the translog and log-interactive
results. The relative frequency of negative values does suggest a general pat-
tern of import-substituting investment behind trade barriers, as we previously
noted, and the strongly negative log-linear results in Table 2.3 reinforce the
impression. While it is certainly plausible to suppose that openness encourages
export investment, our results for electronics, which is highly export-oriented,
do not differ significantly from the results for general manufacturing.

Our results also suggest little importance for RISK, the composite index
for relevant socio-political conditions. In Table 2.3, the constant elasticity
estimates are negligible. The group elasticity estimates have some consistently
positive runs, but are seldom far from zero. Because RISK and OPEN are
collinear, we have re-estimated our equations without OPEN and obtained a
similar (indeed, weaker) pattern of results. We conclude that RISK should
also be discounted, although it would not be implausible to assign it some
small weight as a decision factor.

Admissible variables

All the remaining independent variables pass the tests with some degree of
success. The infrastructure estimates are unstable in the transition from trans-
log to log-interactive specification for total manufacturing, but considerably
less so for electronics. The general pattern suggests a very substantial impact,
particularly for poor countries. For both total manufacturing and electronics,
the constant elasticity estimates (Table 2.3) are quite large and significant.
Almost the same things can be said about degree of industrialization. It is
unstable and has many perverse signs in the translog total manufacturing
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results, but emerges powerfully in the electronics results and in the constant
elasticity estimates.

For labor cost, market size, and level of foreign investment, we see no
problems on any front. The estimated elasticities are generally positive, large,
and stable across all specifications. Finally, both of BI’s geopolitical indices—
relations with the West and relations with neighboring countries—have suf-
ficient explanatory importance for admissibility as non-interactive controls.9

Conclusion

The expected payoff from participation in international location tournaments
depends on the balance in investor thinking between agglomeration-related
benefits on one side and some combination of risk and classical factors on
the other. We find that U.S. investors give almost all the decision weight to
agglomeration benefits and some classical variables. Among agglomeration-
related factors, infrastructure quality clearly dominates for developing
economies. Specialized support services are more important for industrial
economies, all of which already have high-quality infrastructure. In the
classical group, market size eclipses labor cost as national income level
rises.

The importance of the existing stock of foreign investment as a proxy for
agglomeration factors raises an important question: If past foreign invest-
ment is important, then how does an economy ever manage to attract some
investment in the first place? Our results suggest that the self-reinforcing
aspect of foreign investment begins to operate only after a certain develop-
ment threshold has been reached. In the early phases of development, the
important policy variables do not seem to involve incentives such as tax
breaks. Investors seem to prefer good quality infrastructure to tax incentives,
for example, since the latter have limited potency when transfer pricing and
deduction of foreign taxes from U.S. tax liabilities provide alternative routes
for minimizing taxes paid.

For developing countries, our results suggest the overriding importance of
infrastructure development, stable international relations, rapid industrial
growth, and an expanding domestic market. We conclude that those develop-
ing countries which are already doing well in these categories do not need
location tournaments. The others are not likely to profit from them.

To our surprise, our results assign little importance to perceived risk,
except for some modest weight attached to geopolitical considerations.
Neither does adherence to open-market policies generate much investor
response at any level of development. Again, however, we should stress the
ambiguity in any single measure of openness. Alternative indices with very
different implications for profitability are highly correlated, and openness
can influence export-oriented investment and import-substituting investment
in quite different ways.
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Notes

1 The potential importance of non-ergodicity for trade policy is recognized by
Grossman and Helpman (1989). It also underlies the new growth theory, which
explores possibilities for multiple equilibria in an economy with one or more
externalities at the macro-level [see Romer (1986), Lucas (1988) and Drazen and
Azariadis (1990)]. Murphy et al. (1989) use non-ergodicity to rationalize a “big
push” in industrial development.

2 Tournament play, of course, may be costly. The greater the perceived first-mover
advantage the heavier the bidding, the higher the gains for prospective investors,
and the fewer the net benefits for the competing locations.

3 Eq. (5) can also be derived from a model of discrete choice between alternative
locations: pairwise site comparison reflects a translog valuation function; (Ii/Ij)
estimates the probability ratio for unit investments in country i and the numeraire
country j. Right-hand variables enter as logs of characteristics ratios [or, equiva-
lently, as differences of logs of characteristics as in (5)].

4 Since all equations are estimated using relative investment flows, the choice of
numeraire is entirely arbitrary and has no effect on the results.

5 There are occasional missing values for total manufacturing in the Department of
Commerce data, and more frequent missing values for electronics manufacturing.
The latter are generally due to enforcement of single-firm disclosure rules. For
cases where the reported amount is greater than zero but less than $500,000, we
arbitrarily assume investment to be $250,000.

6 The translog function becomes log-linear when all log-interactive and log-
quadratic terms are dropped. It becomes log-interactive when all log-quadratic
terms are removed. Complete results for all specifications are available from the
authors on request.

7 As the reader can easily verify, the log-linear elasticities do provide a good sense of
the typical translog-based values. Although we cannot rigorously prove this, we
also think that the log-linear results provide a good first-order test of robustness.
The burden of proof is certainly on any independent variable whose effect cannot
be significantly differentiated from zero in a first-order approximation.

8 While we associate the existing foreign investment base with agglomeration econ-
omies, we recognize the possibility that it also proxies other attractions which are
not captured by the BI scoring variables. Given the variety and apparent plausibil-
ity of the BI-assigned scores, however, we are inclined to favor the agglomeration
hypothesis.

9 Relations with neighboring countries seem to have a modest impact for total
manufacturing and some possible impact for electronics. Relations with the West
show up only for electronics, perhaps reflecting the greater-than-average military
sensitivity of this industry. Exclusion of both variables has no significant effect on
the other results.
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Appendix

Table A.1 Country ranks: Mean values from business international indices. Location
factors: total manufacturing.

Group/
country

Manuf.
inv.a

Lab.
cost

Infr.
qual.

Corp.
tax

Mkt
size

Deg.
ind.

Lev.
for. inv.

RISK OPEN

1
Canada 10 1 8 6 10 7 10 9 7
Germany 10 3 9 2 10 9 10 9 10
Japan 9 3 9 1 10 9 3 7 7
Australia 8 2 8 4 8 9 10 8 6
Sweden 7 1 9 1 8 9 4 8 8
Switzerland 6 3 8 10 7 9 7 10 9
Denmark 5 1 9 7 5 9 5 9 9
Norway 3 3 7 4 5 9 2 10 8
2
France 10 4 9 2 10 9 6 7 6
U.K. 10 4 7 9 10 9 9 8 9
Italy 9 2 6 4 10 9 6 6 9
Netherlands 9 2 9 7 8 9 9 10 10
Belgium 8 1 9 2 7 9 8 7 8
Singapore 7 5 8 9 2 5 9 10 10

Group/
country

Manuf.
inv.a

Lab.
cost

Infr.
qual.

Corp.
tax

Mkt
size

Deg.
ind.

Lev.
for. inv.

RISK OPEN

Austria 5 3 9 3 6 7 9 8 7
Hong Kong 4 8 6 10 3 7 8 9 10
Trinidad 1 5 3 4 1 4 5 6 5
3
Spain 8 4 5 9 8 6 9 5 5
Argentina 7 6 5 3 6 5 3 4 4
Ireland 7 4 5 10 2 7 7 7 7
Taiwan 7 7 7 8 5 7 6 7 5
Venezuela 6 6 4 7 6 4 3 4 2
Korea 5 7 7 6 7 5 4 5 4
Israel 4 5 6 1 2 4 8 6 6
Greece 3 6 4 5 4 1 1 4 5
4
Brazil 9 8 6 8 10 5 9 4 1
Mexico 8 8 5 2 8 5 5 2 2
Malaysia 6 9 4 8 3 4 4 4 3
Colombia 5 4 3 7 3 3 5 2 2
Chile 4 9 4 5 3 2 2 5 7
Portugal 4 6 4 3 2 6 2 5 6
Ecuador 2 6 2 9 1 1 2 3 3
Turkey 2 5 2 4 5 3 2 3 2
Panama 1 8 6 7 1 1 6 6 8
5
The

Philippines 6 10 1 5 4 2 8 2 3



India 4 10 3 1 9 4 4 3 1
Indonesia 3 10 1 5 7 2 2 1 2
Thailand 3 10 2 6 4 2 5 1 4
Nigeria 2 7 1 6 6 1 3 1 1
Peru 2 9 2 4 3 5 2 2 3
Egypt 1 9 2 9 3 2 1 3 4
Liberia 1 7 3 10 1 2 7 1 4

Manuf. inv. = Manufacturing investment; Lab. cost = Labor cost; Infr. qual. = Infrastructure
quality; Corp. tax = Level of corporate taxation; Mkt size = Market size; Deg. ind. = Degree of
industrialization; Lev. for. inv. = Level of foreign direct investment; RISK = Principal compon-
ent for socio-political indices; OPEN = Principal component for government intervention
indices.
a Investment data have been converted to 10 groups for easy comparison.

Table A.2 BI country assessment service rating systems: regression variables.

1. Agglomeration benefits

Infrastructure quality: Quality, dependability of transport, communications, energy
infrastructure

10 Excellent transportation, communication, energy services readily available
8 Normally good services but specific shortcomings
6 Widespread shortcomings but basically adequate
4 Inadequate infrastructure, only a fews adequate services
2 Totally inadequate infrastructure overall
0 Practically no infrastructure to support business activity

Level of foreign direct investment: Relative magnitude and breadth of foreign
investment

10 Very high; large investments in many sectors
8 High; broadly based
6 Moderate; broadly based
4 Moderate; selective sectors
2 Low
0 Very low

Degree of industrialization: Manufacturing/mining as percent of GDP. OECD
countries are ranked as 10 even though their share is technically too low because of
importance of services

10 Greater than 50 percent
8 30–50 percent
6 20–30 percent
4 Significant, but less than 20 percent
2 Low level of industrialization; only several key industries
0 Little if any industry

2. Geopolitical risk measures

Relationship with West: Political, economic, commercial relations
10 Exceptionally strong, stable relations

8 Generally favorable relations
6 Independent, no clear-cut relationship
4 Independent, sometimes antagonistic relationship
2 Frequently in economic or political confrontation with Western nations
0 Completely antagonistic to Western interests and policies

(continued overleaf )



Table A.2 (continued )

Relationship with neighboring countries: Includes political, economic, and commercial
relations with neighbors that may affect the conduct of business

10 Peaceful and cooperative relationship
8 Generally favorable relationship
6 Generally neutral relationship
4 Selective competition and confrontation with neighboring countries
2 Possibility of major economic or military confrontations
0 Probability of military conflict

3. Principal components

RISK (representative indices):
Political change—institutional: Probability that institutional framework will be

changed within the forecast period by elections or other means
10 Government virtually certain not to change

8 Peaceful, orderly transition to opposition possible
6 Relatively strong government but vulnerable to sudden changes
4 Active and violent opposition; strong possibility of institutional disorder
2 Active and violent opposition; strong possibility of anti-MNC regime
0 Probability of overthrow, social revolution or civil war

Bureaucracy and red tape: Regulatory environment faced by foreign companies when
they seek approvals and permits

10 Smoothly functioning; efficient bureaucracy
8 Modest requirements for contract approvals; some delays
6 Frequent requirements for governmental approvals
4 Constant need for governmental approvals and frequent delays in getting them
2 Disorganized and/or corrupt bureaucracy
0 Bureaucracy extremely antagonistic to foreign business

OPEN (representative indices):
Local content requirements: Government requirement that a certain percentage or

specific type of local components be used when setting up manufacturing
operations

10 None
8 Pressure to utilize local components and materials
6 Specific selective requirements for local content
4 General requirements for specified percentage of local content
2 Strictly enforced requirements for fully utilizing local components and materials
0 No outside components allowed

Limits on foreign ownership: New investment
10 No ceiling on foreign equity percentage

8 Pressure, but no requirements for local equity
6 Local majority required in many key industries
4 Strict joint venture requirements
2 Only foreign minority position tolerated and this on a limited basis
0 No foreign equity allowed
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3 Japanese and U.S. firms as
foreign investors
Do they march to the same tune?

With Krishna Srinivasan

1. Introduction

Japanese firms emerged as a major presence on the international scene with
substantial new investments in the mid-1980s and have contributed in a signi-
ficant way to the large investment flows since then (Figure 3.1). The flows of
Japanese investment almost quadrupled between 1985 and 1988, stabilizing at
those high levels in 1989 and 1990. Over the same period, U.S. investments also
rose, approximately doubling between 1985 and 1988. The outstanding stock
of Japanese foreign investment remains lower in absolute value than that of
the United States—the dominant international investor—but has almost
caught up in relative terms. According to the Japan External Trade Organiza-
tion, one-fifth of production by Japanese firms is located overseas, compared
with 25 percent for U.S. firms.

As the two principal investing nations, how do Japan and the U.S. allocate
their investment host country destinations? We begin by analysing the differ-
ences in investment flows over time within particular countries and the invest-
ment allocations across countries. With that as background, we ask a series of
questions. Do investors from Japan and the United States value the same
country attributes? As late-comers to international investing, are Japanese
investors more risk averse? Over time, is there a “convergence” in the factors
driving U.S. and Japanese foreign investors?

Certain similarities exist in Japanese and U.S. allocations of investment: a
heavy concentration of investment persists in developed or high-income
countries, while middle-income countries receive a modest share of invest-
ment (Table 3.1).1 The surge of investment in the second half of the 1980s
was also accompanied by a further focus on high-income countries. For both
Japanese and U.S. investors, interest in developing countries outside East
Asia and Latin America is truly limited. However, certain important differ-
ences also exist in the patterns of Japanese and U.S. investment flows. Over
half the Japanese investment flows have been to the United States, and the U.S.
share of Japanese investment grew during the investment surge in the second
half of the 1980s. In contrast, U.S. investments are concentrated in the major
European countries. Japanese investors had a somewhat greater interest in



developing (middle- and low-income) countries in the first half of the 1980s.
Within the set of developing countries, Japanese investors have had a strong
interest in East Asia; U.S. investment in East Asia, though low, has steadily
increased over the past two decades.

Research has focused on factors determining the outflow of U.S. invest-
ment rather than the allocation of such investment across a range of countries
(Scaperland and Balough 1983; Lipsey 1988; Kravis and Lipsey 1992; Barrell
and Pain 1996). In a study that examines investment allocation, Wheeler
and Mody (1992; also Ch. 2 this book) found that good infrastructure, large
market size, and an economy relatively closed to trade attracted U.S.
investors. A particularly interesting feature of the analysis was the strong

Figure 3.1 Trends in foreign investment outflows (billions of US$).

Sources: United States: Bureau of Economics Analysis, Department of Commerce. Japan: Ministry
of Finance and Ministry for International Trade and Industry.
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persistence exhibited by U.S. investors—past investment in the country was a
strong predictor of new investment. That persistence was attributed to the
favorable effects of agglomeration, but it could include cascading effects due
to observation of other investor decisions (Kinoshita and Mody 1997; also Ch.
4 this book). We examine whether this persistence carries over to Japanese
firms. A growing literature also is concerned with the determinants of Japanese
foreign investment. Recent examples include Kogut and Chang (1996), who show
that past investment does indeed increase the probability of future investment.
Belderbos and Sleuwaegen (1996) study the allocation of Japanese investment
across North America, Europe, and East Asia and find that the Asian
investment is driven by factors quite different from those of the “West-bound”
investment. Using an approach similar to ours, Eaton and Tamura (1994) exam-
ine the factors driving Japanese and U.S. direct foreign investment; they, how-
ever, focus on a limited set of explanatory variables (population density, per
capita income, human capital, regional dummies) and do not distinguish between
the time-series and cross-sectional variations in the allocation decisions.2

In this chapter we exploit the panel features of the data (several observations
on individual countries) to draw inferences on factors driving investments
within countries over time (sometimes referred to as short-run estimates) and
factors that cause investors to differentiate between countries (the long-run

Table 3.1 Allocation of foreign direct investment across country groups (percentage)

1977–80 1981–85 1986–90

United States, 1977–92
Developed countries 81.9 77.6 78.7

European Economic
Community

57.3 53.9 54.7

Other high income 24.6 23.7 24.0
Developing countries 18.1 22.4 21.3

Latin America 12.9 14.4 11.3
East Asia 4.9 7.7 9.7
Other middle income 0.1 0.1 0.2
Other low income 0.2 0.2 0.1

Japan, 1981–90
Developed countries 64.9 82.3

European Economic
Community

– 10.6 15.1

Other high income – 54.3 67.2
Developing countries 35.1 17.7

Latin America – 18.1 4.0
East Asia – 16.4 13.4
Other middle income – 0.1 0.2
Other low income – 0.4 0.1

Sources: United States: Bureau of Economic Analysis, Department of Commerce. Japan: Ministry
of Finance and Ministry for International Trade and Industry.
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estimates). The goal is to explain the shares of foreign investment received by
a set of host countries (thirty-five hosts for U.S. investment over the period
1977–92 and twenty-nine hosts for Japanese firms over 1981–90). A specially
constructed data set on country attributes consistent over time and across
countries is used. Careful attention is paid to the inefficiencies and biases that
arise when panel data are used.

In section 2 we present a framework of analysis. The sources of variation in
the data are highlighted in section 3 by an examination of four different
estimates for the United States that are possible in a panel data setting; speci-
fically, a distinction is made between country attributes that change signifi-
cantly over time versus those that remain relatively unchanged. In section 4
the random-effects model is used to draw the principal contrasts between the
determinants of U.S. and Japanese investment allocations. The estimates are
repeated for the first and second half of the 1980s in section 5 to determine
if factors influencing investment have changed over time and, in particular,
if the two sets of investors are increasingly responding to the same country
attributes. In a final section we summarize and conclude.

2. The framework of analysis

We define fit as the share of host country i in the total investment flowing out
of supplier country (which is either the United States or Japan) in year t. The
basic equation estimated relates the host country’s investment share to a set
of attributes that characterize the country. The host countries are pooled in the
analysis, but separate equations are estimated for the two supplier countries.
The decision to pool the data across countries was inevitable, since the num-
ber of observations for any one country is too small. While pooling creates
obvious limitations by forcing the regression coefficients across countries to
be the same, pooled data also present opportunities for interesting and useful
insights by allowing consideration of within-country and between-country
dimensions.

Certain assumptions underlying the analysis need to be spelled out. Con-
sider a (U.S. or Japanese) firm making the decision to invest abroad. We
postulate a two-step process: the firm decides first on the extent of total
investment abroad (Barrell and Pain 1996) and then on the allocation of that
investment across countries. The allocation process is the one we focus on: in
this second step, the investment shares of the various host countries are deter-
mined by the country attributes. Two apparently reasonable assumptions are
required to facilitate the econometric estimation. First, like Wheeler and Mody
(1992; also Ch. 2 this book), we assume that the factors determining the aggre-
gate foreign investment (such as profitability in domestic operations) do not
influence the allocation across countries and so can be omitted from the
analysis; a weaker form of this assumption, consistent with our analysis, would
be that these omitted factors are not correlated with host-country attributes.

Second, the decision to invest abroad is made by several individual firms,
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based on expected profits and the risks they face. Our data do not distinguish
the individual investments but rather are the aggregate investment by a large
number of U.S. and Japanese firms. A danger exists that heterogeneity among
firms (of different sizes and in different industries) may lead in such aggrega-
tive analysis to biased conclusions. Most foreign investment studies implicitly
assume that aggregation is, in fact, possible (Barrell and Pain 1996). Firm-level
studies of foreign investment are becoming more common but are typically
restricted in industry and host country coverage. Kogut and Chang (1996),
for example, study investment by Japanese electronics firms in the United
States. There is a trade-off, therefore, between a full analysis of firm hetero-
geneity and the ability to identify country attributes attractive to foreign
investors. In this chapter, we continue with the assumption that the individual
investments can be aggregated such that a country’s share in U.S. or Japanese
investment represents the decisions made by the firms. In effect, therefore,
we assume that all firms are motivated by the same essential set of country
characteristics. The share of a “representative” U.S. (or Japanese) firm’s invest-
ment in country i is thus proxied by the share of all U.S. (Japanese) investment
in that country. This may be thought of as a measurement error in the depen-
dent variable, which we assume, once again, is not correlated with the country
attributes, and hence no bias results.

The basic equation, estimated separately for the United States and Japan,
may be characterized as follows:

fit = βXit + Uit, i = 1, 2, . . ., n; t = 1, 2, . . ., T,

where i = 1, 2, . . ., n is the list of host countries, and t = 1, 2, . . ., T are the years
over which observations are available for each country. fit represents the share
of investment in country i in period t from either the United States or Japan.
Xit is the (K × 1) vector of regressors representing the values of the country
attributes that potentially influence foreign investment. The important feature
of this model is the error structure, which has two components:

Uit = µi + νit.

The first term, µi, represents a set of influences specific to a country, and the
other, νit, is white noise, the traditional error term in a regression equation
with zero mean and variance σ2

ν and uncorrelated with the regressors.
As is well known, each of the different estimators for pooled data suffers

from certain limitations. To recapitulate briefly, the ordinary least squares
(OLS) estimator will lead to biased estimates where unobserved country
effects, µi, are correlated with the observed explanatory variables. Panel data,
in principle, provide a solution for this problem. The within-estimator (or the
fixed-effects model) is obtained when, for each country, each variable is
measured as the actual value in the different years minus the mean value of
that variable (over time in the specific country). By thus “extracting” the mean
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value prevailing in a country over the time period under consideration, the
variation in the data that arises from different mean levels across countries—
and hence the influence of “fixed” and unobserved country characteristics—
is eliminated. With the bias thus eliminated, the regression coefficients reflect
responsiveness of foreign investment to changes within a country, over time.
For this reason, within-estimates are sometimes referred to as short-run
estimates (Baltagi and Griffin 1984; Caballero and Lyons 1991). While coun-
try attributes such as infrastructure do not change much between one year
and another and so will not influence foreign investment in the short run,
other attributes, such as labor and capital costs, are more likely to influence
foreign investment from one year to the next. Besides potential biases of
its own, such as the assumption of strict exogeneity3 and the aggravation of
measurement errors because of the differencing process,4 the procedure entails
substantial loss in cross-sectional information, since the differences between
countries are ignored.

At the other extreme, only the variation across countries is considered in
the between-estimator. Here, each variable is represented by the country’s
mean observed value over the years for which the data are available. Between-
estimators, which relate a country’s average investment share to its average
attribute values over time, can be thought to reflect long-run investment
decisions. The bias due to omitted variables, correlated with included vari-
ables, remains in the between-estimator. By ignoring the within-variation, this
estimator fails to utilize all available information.

Thus, though both the within- and the between-estimators ignore certain
information in the data, they provide different perspectives, and we use them
initially, along with the OLS estimates, to describe the variation in the data.
In a fully specified model and under equilibrium conditions, the within- and
between-estimators should give the same estimates (Mairesse 1990). However,
large shifts in investment during this period make it unlikely that the invest-
ment allocation process is in equilibrium. Equilibrium in this context would
imply that the new investment is simply replacing the depreciation of the stock
of past investment, which is clearly not the case, especially for Japan. More-
over, many equalitative country characteristics (such as the ease of doing
business) can only be measured with error, and full model specification thus
is difficult to achieve. In particular, any attempt to use the between, or cross-
sectional, variation in the data implies the possibility of bias because of the
correlation between the error term and the regressors; hence, it is useful to
consider what the nature of this bias may be. Essentially, the concern arises
from the possibility that the unchanging component of the error term, µi,
represents an important omitted variable that is correlated with one or more
the included regressors. The bias then occurs because the influence of this
unobserved country feature on foreign investment may be wrongly attri-
buted to the included country attributes. An obvious candidate for such a
bias is infrastructure, which changes slowly from one year to another. If
the unobserved µi reflects general business and operating conditions in the
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country, it is likely that µi and infrastructure will be correlated. Since the
cross-sectional variation in the data is important, our approach here is not to
ignore that variation but rather to interpret infrastructure more broadly to
include the effects of country operating conditions.

To compare the U.S. and Japanese investment determinants, we use the
random-effects model. The choice of this model stems essentially from its
composite nature: reflecting both the influences across countries and within
countries, the random-effect model estimates coefficients that are a weighted
average of the between- and within-estimates (Maddala 1983; Hsiao 1986).
Unlike the situation of the fixed-effects model, where the country effect, µi, is
a pure admission of the investigator’s ignorance, in the random-effects model
a specific realization of µi for a country can be thought of as drawn from a
normal distribution with mean zero and variance σ2

µ, and independent of νit.
The random-effects model assumes that µi is not correlated with the included
explanatory variables, and the Hausman test is used to determine the plausi-
bility of that assumption.5 The presence of µi in the error structure implies a
strong serial correlation and renders the standard errors of ordinary least
square (OLS) estimates incorrect. For this reason, a generalized least square
(GLS) estimate is obtained based on transformation of the variables using
the estimated variance-covariance matrix.

Where the model is correctly specified, the GLS estimate provides the right
standard errors. The potential correlation between µi and the explanatory
variable implies, however, that the potential of bias in the estimates remains.
Tests to judge the seriousness of this bias require that the within-model lead
to consistent estimates, which is not always possible. Tests are conducted,
however, and are shown to provide a reasonable basis for using the random-
effects model. More important, we maintain that each different type of
estimate provides a specific perspective on the data and that the random-
effects model, by combining the within and between perspectives, represents
the best composite picture.

3. The sources of variation in the data: explaining
U.S. investments

We use the different estimation techniques—the OLS, the within (or fixed-
effects), the between, and the random-effects (or GLS or composite)
estimators—to infer the sources of variation in the explanatory variables. The
model estimates, based on the years 1977–92 for the United States are pre-
sented in Table 3.2. U.S. investment data was available for 35 countries (see
the list of countries and their income and regional classification in Appendix
A). The country attributes considered in explaining a country’s share in
foreign investment are, for expository convenience, divided into six groups:

1. The relevant price variables: here we consider the price of labor and the
cost of capital; the cost of capital consists of two elements: an investment
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price deflator, which measures the cost of investment goods in the
economy, and the corporate tax rate.

2. The size of the domestic market.
3. The trade propensity of the economy.
4. The degree of country risk (or, its inverse, country “safety”).
5. Factors enhancing productivity of the investment undertaken, such as

infrastructure and education; also relevant are domestic agglomeration
effects for which we have no direct measure but for which the accumulated
stock of foreign investment is used as a proxy (though, as we shall discuss,
the stock of foreign investment may influence new investment for reasons
other than agglomeration effects).

6. Finally, certain unmeasured country characteristics can be controlled, for
which we use country group dummies; for example, proximity in distance
and methods of conducting business are captured by these dummies
(Eaton and Tamura 1994).

Variables in any one group may condition the influence of variables in
another group. For example, labor quality, as proxied by primary enrolment
rates, conditions the reaction to wage costs. Potential omitted variables include
the “incentives” provided to foreign investors through, for example, reduced
taxes, special dispensation of land or infrastructure, and reduced tariffs on
imported inputs. We have been unable to construct a panel data set on such
incentives. The analysis below proceeds on the presumption that foreign
investment incentives are not correlated with the variables included in the
analysis and the omission thus does not bias the results obtained; an indirect
inference on tax incentives is possible, however, through examining the effect
of capital costs on investments. Also, we initially included an exchange rate
variable, but found that its role in influencing investment flows was extremely
sensitive to model specification, and that most diagnostic tests favored its
exclusion. Hence, we converted all the relevant data into one common unit,
the U.S. dollar, and excluded the explicit incorporation of the exchange rate
as an explanatory variable.

The precise definitions of the variables and their sources are provided in
Appendix B. The variables are measured in logarithmic values (except for the
regional and country dummies) and so the coefficients can be interpreted as
elasticities.

Two country attributes that have a distinctly within-country quality are the
country risk measure and the labor costs (Table 3.2). The between-estimates
suggest that investors do not discriminate between countries on the basis of
this risk measure. In contrast, the within-estimates (as well as the random-
effects estimates) have a strongly signficant coefficient. Recall that this measure
is conventionally on a scale of 0 to 100, with a higher number indicating a
safer country. Hence, the estimates clearly indicate that a rise in risk (or a fall
in the degree of safety) reduces investment within a country. One interpret-
ation of contrasting within- and between-estimates is that, while country risk
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measures do not affect the long-run choice of countries, they do affect the
timing of the investment. In other words, investors do not abandon high-risk
countries. Rather, they choose periods to enter, or expand in, such countries
during years when they are perceived as relatively low risk.

Of interest also is the labor cost variable. It will be noted that labor costs
do not show up as an important influence in either the OLS or the between
results. In contrast, the within-estimates show the labor costs to be a negative
influence on foreign investment. This influence also is seen strongly in the
random-effects estimates, where the value of the coefficient is somewhat
smaller. Recall that this coefficient is a weighted average of the small,
positive between-estimate and the larger, negative within-estimate—virtually,
the entire strength of the within-estimate is reflected in the random-effects
model. Thus, we interpret that level of labor costs is not decisive in

Table 3.2 Determinants of U.S. foreign investment, 1977–92 (dependent variable:
host country share of foreign investment outflow)

Variable OLS Within Between Random Random

Constant −14.321 – −16.309 −10.841 −9.529
Market size 0.601*(3.2) 1.312*(4.6) 1.876**(1.6) 1.093*(4.4) 1.254* (4.8)
Cost of

investment
0.002(0.01) −0.046(0.3) −1.486(1.2) −0.104(0.7) −0.209(1.4)

Corporate tax
rate

−0.094(1.3) −0.077(0.8) −0.023(0.1) −0.054(0.6) −0.101(1.2)

Cost of labor −0.048(1.1) −0.098*(2.3) 0.070(0.3) −0.096*(2.5) −0.082*(2.1)
Trade

propensity
0.218(1.6) −0.438*(2.1) 0.617(1.0) −0.528*(3.4) −0.588*(3.6)

Stock of past
FDI

0.485*(12.3) 0.678*(7.5) 0.455*(2.9) 0.628*(8.8) 0.673*(8.8)

Country riska 0.975*(6.4) 1.052*(6.9) −1.131(0.8) 1.177*(8.9) 1.083*(8.2)
Infrastructure 0.775*(13.4) 0.131(1.1) 0.955*(3.7) 0.337*(4.1) –
Primary school

enrolment
ratio

2.762*(4.5) 0.575(1.1) 3.730(1.0) 0.766**(1.6) –

Latin America 0.117**(1.6) – 0.014(0.04) 0.256**(1.6) 0.249(1.2)
East Asia −0.067(0.9) – 0.159(0.4) 0.251(1.4) 0.318(1.4)
Other high

income
−0.349*(6.0) – −0.348**(1.6) −0.368*(2.1) −0.361**(1.6)

Other middle
income

−0.500*(5.0) – −0.837**(1.8) −0.580*(2.2) −0.780*(2.4)

Other low
income

−0.519*(3.6) – 0.226(0.3) −0.020(0.1) 0.235(0.8)

Adj R2 = 0.83 Adj R2 = 0.94 Adj R2 = 0.84 Adj R2 = 0.93 Adj R2 = 0.90

Number of Countries = 35
Number of Observations = 521 Hausman: Chi
Tmax = 16 Tmin = 11 Sq(7) = 10.0
Hausman: Chi Sq(9) = 23.2

* Indicates statistical significance at the 5 percent level.
** Indicates statistical significance at the 10 percent level.
a The variable “country risk” is measured on a scale of 0 to 100, with an increasing value
indicating a safer country.
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choosing between one country and another, but changing costs—or wage
inflation—can influence investments from one year to another. This inter-
pretation seems plausible, since in their cross-country decisions firms use
capital-intensive techniques in high-wage countries and labor-intensive tech-
niques in low-wage countries (U.S. Department of Commerce 1996). Within
a country, however, changes in capital intensity are difficult to modulate over
short periods of time and, hence, wage inflation has the effect of slowing
investment. For U.S. investors, the market size of the host economy is both a
within- and a between-country driver. Eaton and Tamura (1994) arrive at a
similar conclusion, though they use a different approach. The within-effect is
statistically stronger than the between-effects (in terms of the high t-values).
Note that the between-coefficient value is actually much higher, however,
indicating that market size is important in making country choices. Also, the
trade propensity variable (trade volume divided by Gross Domestic Product)
shows a significantly negative sign in the within-dimension, indicating that
U.S. investors perceive trade and foreign investment as substitutes.

Finally, the one variable that is strongly present in both within- and
between-country effects is past foreign investment in the country. Thus,
whether making country choices or timing decisions, investors are guided
forcefully by past investments in that country. Note that, though the within-
effects appear somewhat stronger, the value of the coefficients across the
different estimates is quite similar, creating confidence in the statistical
validity of this influence. Various interpretations of this finding are possible.
Agglomeration effects, for example, availability of components for assembly
in the automobile and electronics industry, favors new investment where
past investment has occurred. The recent decision by General Motors to base
its Asia operations in Thailand rather than in the Philippines (which offered
several incentives) was partly based on an existing agglomeration of suppliers
(Financial Times, 30 May 1996). However, the within-effects also suggest the
signaling influence of other investors is important. Where other investors are
believed to have private information on the country or where oligopolistic
rivalry is strong, there can be cascading effects leading to discontinuous
increases in investment. An empirical examination of this idea, using survey
data, has been articulated in Kinoshita and Mody (1997; also Ch. 4 this book).

In contrast, a country’s infrastructure is a strong sorting variable for inves-
tors. The between, random-effects, and OLS estimates all show it to be a
major influence in making country choices. Since the stock of infrastructure
changes very little from one year to another, the within-effects are very weak.
Thus, small increases in infrastructure from one year to the next have very
little impact on foreign investors; major infrastructure investments over the
years, however, signaling a sustained commitment to readily available services,
can attract investors. Similarly, primary school enrolment rates show some
tendency to differentiate investor interest between countries.

As discussed above, both infrastructure and primary enrolment rates could,
in addition, be picking up the influence of other variables, such as country
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business operating conditions, and so these variables must be interpreted to
include all slowly changing country characteristics. The extent of such bias
is gauged through the Hausman test, which, in effect, measures the distance
between the within-estimates and the random-effect estimates. The null
hypothesis here is that the within-estimates are consistent (since the effect of
the unobserved variables is eliminated). For the full model, the Hausman test
rejects the random-effects estimates at the 5 percent level of significance.
Since we suspect that the difference in the within-estimates and the random-
effects estimates arises principally from the infrastructure and primary school
enrolment rate variables, we report the random-effects model without these
two variables. Now the random-effects model is accepted, with a p-value of
0.10. Note that the coefficients on the other variables change very little when
infrastructure and primary enrolment rates are dropped.

The validity of the Hausman specification test, however, depends pivotally
on whether the within-effects model does indeed lead to consistent estimates
(Keane and Runkle 1992). While the between-estimates may be biased upward,
equally the within-estimates may be biased downward (Mairesse 1990). For
example, if variables are measured with error—and variables like infra-
structure very probably are—then the within-estimate could magnify this
error because it is based on the difference between a mismeasured variable
and its mean, which itself is mismeasured. As a consequence, the within-
estimates of the infrastructure coefficient could be downward biased, and
hence, the distance between the within- and random-effects coefficient may be
exaggerated. Thus, the validity of the random-effects model is likely to be
greater than is suggested by the Hausman test.

4. Japanese investors: are they different?

Keeping in mind these sources of variation in the explanatory variables, we
examine the similarities and differences between the U.S. and Japanese
investment patterns on the basis of the composite or random-effects estimates.
But first it is useful to note that, as may be expected, the within-country
variation, σ2

µ, is about four times higher for Japan than it is for the United
States (0.20 compared with 0.05). By contrast, the between-country variation,
σ2

ν, is about the same for both countries (0.10). This indicates that Japanese
estimates are much more sensitive to choice of years. Hence, Japanese estimates
are presented for 1981–90 and for 1981–88 (Table 3.3). For 1981–88, the
random-effects model is accepted by the Hausman test (ρ-value equal to 0.25)
but is rejected for 1981–90. Hence, in making the comparison with the U.S.
estimates, we rely primarily on the 1981–88 estimates, although it will be
noted that the 1981–90 estimates are not very different. Also, while our pre-
ferred model includes dummies for countries grouped by regions (as for the
U.S. estimates), alternative models with different country group dummies are
presented, since the Japanese estimates are sensitive to the specific country
dummies used.6
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A formal test of the equality of coefficients for the Japanese and U.S.
equations is rejected strongly. An F-test was conducted to measure the differ-
ence in residual sum of squares between the “pooled” estimates—that is, when
coefficients for the two investor groups were assumed equal—and the estimates
with no restrictions on the coefficients. The large difference in the residual
sum of squares led to a rejection of the hypothesis that coefficients are equal
in size. We note below, however, several similarities in the signs of the
coefficients.

Table 3.3 Determinants of Japanese foreign investment: random effects estimates
(dependent variable: host country share of foreign investment outflow)

1981–88 1981–90

Variable
Regional
dummies

Income
dummies

Regional
dummies

Income
dummies

Constant −14.203 −15.259 −11.508 −13.524
Market size 0.395(0.5) 0.201(0.3) −0.191(0.3) 0.488(0.8)
Cost of

investment
0.147(0.3) 0.627(1.1) −0.106(0.2) 0.217(0.2)

Corporate tax
rate

−0.103(0.3) −0.296(0.9) −0.316(1.3) −0.498*(1.8)

Cost of labor −0.314*(2.0) −0.427*(2.7) −0.057(0.5) −0.122(1.0)
Trade

propensity
0.047(0.1) 0.793*(1.9) 0.210(0.5) 0.958*(2.5)

Stock of past
FDI

0.540*(3.2) 0.582*(3.1) 0.488*(3.2) 0.523*(3.0)

Country risk 2.208*(4.3) 2.189*(4.4) 2.460*(5.3) 2.320*(5.2)
Infrastructure 0.689*(3.0) 0.738*(3.3) 0.718*(3.3) 0.673*(3.2)
Primary school

enrolment
ratio

2.932**(1.6) 3.775*(2.0) 1.321(0.8) 2.231(1.3)

Latin America 0.352(1.2) – 0.375(1.3) –
East Asia 1.097*(3.1) – 1.001*(3.1) –
Other high

income
−0.197(0.8) – −0.205(0.8) –

Other middle
income

−0.492(0.9) – −0.486(1.0) –

Other low
income

−0.243(0.4) – −0.622(1.1) –

Middle income – 0.244(0.6) – 0.299(0.9)
Low income – −0.389(0.6) – −0.277(0.70)

Adj R2 = 0.71 Adj R2 = 0.71 Adj R2 = 0.72 Adj R2 = 0.70
Hausman: Chi Hausman: Chi Hausman: Chi Hausman: Chi
Sq(9) = 11.3 Sq(9) = 15.0 Sq(9) = 22.0 Sq(9) = 27.7

Number of countries = 29 Number of countries = 29
N = 199 Tmax = 8 Tmin = 1 N = 247 Tmax = 10 Tmin = 1

* Indicates statistical significance at the 5 percent level.
** Indicates statistical significance at the 10 percent level.
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4.1. Country dummies

The use of these dummies controls for certain omitted variables that char-
acterize the country groups. Consider the regional dummies, which capture
influences such as proximity and other geographical or historical connec-
tions that are not measured directly by the country attributes used in the
analysis. Here, the countries of the European Economic Community (EEC)
serve as the benchmark and the question of interest is whether U.S. and
Japanese investors show any preference for specific country groups once the
measured country attributes are accounted for. For U.S. firms, the finding is
that no country group has investment shares higher than that of the EEC
after controlling for country attributes, but “other” middle- and high-income
countries have a significantly lower share (Table 3.2). Japanese firms show
a special preference for East Asia and also, though to a smaller extent, for
Latin America (Table 3.3). These results reflect the descriptive statistics
presented in Table 3.1, which showed that Japanese firms had a relatively
high focus on East Asia and correspondingly low interest in European
destinations.

4.2. Labor and capital costs

A certain ambiguity exists in the impact of labor costs on foreign invest-
ment. Low labor costs usually are thought to attract foreign investors.
Where labor costs are high, however, capital may be substituted for labor,
raising the level of investment undertaken. Also, high labor costs may reflect
superior labor productivity, which would be attractive to foreign investors.
While we make no direct “correction” for labor productivity, the regression
includes a proxy for labor quality—the level of primary school enrolment—
which, in part, conditions the labor cost variable and hence reduces the
ambiguity.

The finding is that low wage inflation is attractive to Japanese investors (for
the period 1981–88) and to U.S. investors throughout. As noted above for the
United States, labor costs do not discriminate between countries, but where
wage inflation is high, investors are likely to be deterred. That labor costs do
not help to distinguish between countries suggests that labor and capital are
substitutes: since foreign investors can substitute capital for labor, low labor
costs result in labor-intensive production requiring relatively little capital (see
discussion above and U.S. Department of Commerce 1996). Thus, capital
inflows in low-wage countries are small, even though the level of activity—
especially employment—under foreign management may be large. Moreover,
to the extent that firms locate specific categories of production in specific
country groups (e.g., hi-tech production in high-income countries and the
more rudimentary production in low-income countries), wages are unlikely to
be a consideration.

The effect of cost of capital is generally weaker. Note that we split the
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capital costs component into two: an internationally comparable price for
investment goods and the tax rate. We do not find price for investment goods
to be influential in the investment decision. Both U.S. and Japanese investors
react negatively to the corporate tax rate prevailing in the host economy but
the effects are not statistically significant.

4.3. Domestic market size and trade propensity

Domestic market size (the Gross Domestic Product) has the expected positive
and statistically strong influence on foreign investment for U.S. investors but
not for Japanese investors. Thus, it would appear that Japanese investors are
less interested in the home market than are their U.S. counterparts (see also
Eaton and Tamura 1994, 507).

At first, it also appears that U.S. and Japanese investors differ in their
overall response to the trade propensity of the host economy, which is meas-
ured here as the sum of exports and imports divided by the country’s Gross
Domestic Product. U.S. investors respond negatively to increases in trade-
intensities, irrespective of the country dummies used. Japanese investors take
a clearly positive view of trade intensity (significant at the 5 percent level) when
country dummies are by income group (or when no dummies are included).
When regional dummies are used, however, the Japanese response, though
still positive, becomes insignificantly different from zero. Thus, the positive
sign on trade intensity (whenever regional dummies are not included) reflects
the preference for East Asian economies (which also happen to have higher
trade propensities); elsewhere, Japanese investors have a more ambiguous
relationship with trade intensity.

The conclusion for U.S. investors seems clear: larger Gross Domestic
Product and low volumes of trade (in relation to the Gross Domestic Product)
encourage these investors. Japanese investors show a weaker interest in the
domestic market size and display a greater keenness for in economies with a
greater trade propensity, especially in East Asia. In interpreting these results,
we should note that though the trade propensity of an economy is not neces-
sarily equivalent to the extent of its “openness,” there is a correlation between
the two and the interpretations are similar. Openness refers to import restric-
tions and tariffs and is one factor that will determine the trade propensity of
an economy. Reduced openness lowers trade propensity and protects inves-
tors from import competition. A recent report notes: “For foreign investors in
hugely expensive chemical plants, tariff protection has been a prerequisite for
entry into southeast Asia. However, Trade liberalization is now threatening
such supports, leaving some of the region’s biggest investments looking pre-
carious” (Young 1995). Tariff protection offers an important incentive and
compensates, in part, for high costs resulting from inadequate infrastructure.
The ambiguity in the results for Japanese investors suggests that this is not
always a critical decision factor.
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4.4. Productivity enhancement through infrastructure
and educated labor

We have measured infrastructure as the availability of electric power (in
kilowatt hours per dollar of GDP produced) and find that such infrastructure
has a strongly positive influence on attracting investors. Japanese investors
are more responsive to better availability of infrastructure. Similar, though
statistically weaker, differences arise in the case of educational differences
between countries. The variable that best distinguished countries in this regard
was the primary school enrolment rate, which may be thought to reflect
the “trainability” of the labor force. For U.S. investors, the coefficient on
enrolment rate significant at the 10 percent level; for Japanese investors, the
significance level is lower. The lack of statistical significance stems partly from
the correlation between infrastructure and enrolment rates. Examining only
the magnitudes of the coefficients, however, we find that Japanese investors
are more sensitive to primary enrolment rates than U.S. investors are.

4.5. Persistence of investment

As noted in the introductory remarks, an important finding of the Wheeler and
Mody (1992; also Ch. 4 this book) study was the strong persistence displayed
by U.S. investors as reflected in the large and significant influence of the
accumulated stock of foreign investment in the country on new investment. In
the analysis here, the accumulated stock of foreign investment refers to invest-
ment from all countries and in all sectors of the economy. As such, the variable
measures the general attractiveness of the economy to foreign investors, over
and above that implied by the directly measured variables in this analysis.

The finding is that both U.S. and Japanese investors are strongly con-
ditioned by past investment in the country.7 The coefficient values on past
investment are somewhat higher for U.S. investors. While this difference is not
large, recall that for other key variables—tax rates, infrastructure, and enrol-
ment rates—Japanese investors showed greater sensitivity. Thus, U.S. investors
display greater persistence, relying more on past investment as an indicator of
investment possibilities and less on certain important country attributes.

4.6. Country risk

Country risk deters both groups of investors. Risk is much more influential in
conditioning timing of Japanese investment within a country rather than in
discriminating between countries. However, the effect of risk is clearly much
greater on Japanese investors. Note that the coefficient on the country risk
variable is about one for U.S. investors, but it is over two for Japanese inves-
tors. Thus, Japanese investment is likely to be much more volatile than U.S.
investment. This finding is once again consistent with the evidence above on
the greater persistence of U.S. investors.8
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5. Is there convergence over time?

Comparing the first half of the 1980s with the second, we see considerable
stability in the determinants of U.S. investments (Table 3.4). This is consistent
with the other evidence in this chapter, the generally greater persistence of U.S.
investment, and the relatively low within-country variance. We do see some
important changes in the determinants of foreign investment, especially in
the influences on Japanese investment. These changes, the evidence suggests,
moved U.S. and Japanese firms closer to each other in certain respects.

The Japanese firms showed a clear preference for East Asian locations
throughout the 1980s, as reflected in the dummy variable for East Asia.
Domestic market size was not an important consideration for Japanese

Table 3.4 Determinants of foreign investment: estimates from the random effects
model (dependent variable: host country share of foreign investment outflow)

United States Japan

Variable 1981–85 1986–90 1981–85 1986–90

Constant −12.889 −4.570 −17.966 −7.949
Market size 1.419*(3.5) 0.073(0.2) 0.042(0.04) 1.171(1.3)
Cost of

investment
−0.187(0.9) 0.592(0.2) 0.508(0.7) −1.243**(1.6)

Corporate tax
rate

−0.159(1.0) −0.022(0.2) 0.114(0.3) −0.041(0.1)

Cost of labor −0.124(1.4) −0.082**(1.7) −0.144(0.7) 0.357(0.2)
Trade propensity −0.499**(1.7) −0.820*(3.7) −0.193(0.3) −0.066(0.1)
Stock of past

FDI
0.604*(4.8) 0.457*(4.3) 0.516*(2.3) 1.246*(5.3)

Country risk 0.464*(2.1) 1.701*(5.4) 1.571*(2.5) 1.174(1.3)
Infrastructure 0.330*(2.8) 0.252*(2.5) 0.786*(3.0) 0.270(0.8)
Primary school

enrolment ratio
1.996*(1.9) −0.847(1.0) 5.274*(2.0) 0.633(0.3)

Latin America 0.042(0.2) 0.057(0.3) 0.230(0.7) 0.580**(1.8)
East Asia 0.273(1.2) 0.099(0.5) 1.215*(2.7) 1.668*(4.5)
Other high

income
−0.305(1.5) −0.444*(2.3) −0.411(1.2) 0.361**(1.6)

Other middle
income

−0.864*(2.8) −0.727*(2.4) −0.193(0.3) 0.248(0.5)

Other low income 0.091(0.3) −1.063*(2.9) −0.322(0.4) 0.248(0.7)

Adj R2 = 0.95 Adj R2 = 0.98 Adj R2 = 0.73 Adj R2 = 0.69
Hausman: Chi Hausman: Chi Hausman: Chi Hausman: Chi
Sq(9) = 14.0 Sq(9) = 37.6 Sq(9) = 8.5 Sq(9) = 20.0
N = 175 N = 171 N = 125 N = 122
TMax = 5 TMax = 5 TMax = 5 TMax = 5
TMin = 5 TMin = 3 TMin = 1 TMin = 1

Number of countries = 35 Number of countries = 29

* Indicates statistical significance at the 5 percent level.
** Indicates statistical significance at the 10 percent level.
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investors in either the first half or the second half of the 1980s. An indication
of convergence is the reduced U.S. investor interest in domestic market size in
the second half of the 1980s. However, U.S. investors continued to move
contrary to a country’s trade intensity—if anything, this effect has increased
over time. Japanese investors continued their somewhat ambiguous stance
towards openness to foreign trade.

Notice that for Japanese investors the strong effect of past stock of foreign
investment in the second half of the 1980s. As Japanese investment surged,
investors strongly preferred locations that already had significant stocks of
past investments; all other effects were consequently muted. The sensitivity to
infrastructure fell for both groups of investors in the second half of the 1980s,
but especially for the Japanese. The magnitudes of the coefficients in the second
half of the 1980s consequently were closer to each other, but for the Japanese
are not significant at conventional levels. For both groups of investors, the
interest in primary school enrolment seems to have fallen sharply (suggesting
possibly a greater interest in more highly qualified workers). Investors react
quite sharply to country risk in the second half of the 1980s. For U.S. investors,
we see an increase in the coefficient on the country risk measure (from 0.46 to
1.7); for Japanese investors, there was some decline in the country risk effect,
and coefficient is no longer statistically significant, but the magnitude of the
coefficient continues to be high. Thus, the lower overall sensitivity of U.S. firms
to country risk reflects primarily a difference from the first half of the 1980s.

In sum, while differences in the investment determinants remained, reduced
effects of market size on U.S. investments, greater responsiveness of U.S.
investors to country risk, similar coefficient magnitudes on infrastructure,
and reduced emphasis on primary education all suggest some movement
towards similarity in response to country attributes. It is important to caution
again, however, that since the Japanese investments during this period were
clearly in a transitional stage, the evidence on convergence must await data
covering a longer time span.

6. Conclusions

Some similarities exist in the factors that drive U.S. and Japanese investments,
though the two groups of investors vary in the degree of responsiveness to
specific factors. Low wage inflation attracts foreign investors, but is more of a
consideration for the Japanese; the Japanese also appear to attach greater
value to labor quality. Neither the costs of investment goods nor the corporate
tax rates have a major influence on investment; the latter generally has the
expected negative sign. A larger stock of (electricity) infrastructure attracts
investors. High country risk discourages them.

There are also some contrasts. Japanese investors seek more trade-intensive
economies, though doing so reflects their predilection for investment in East
Asia. U.S. investors, by contrast, tend to changes in trade intensity. Viewed
over the entire period, U.S. investment tends to be much more persistent, as
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reflected in the strength of past investment in determining new investment in
a country. Again, from the perspective of the entire period, past investment is
important also for Japanese investment, but the relationship is not as strong.
Japanese investment is seen to be more sensitive to the other important influ-
ences (wage inflation, infrastructure, school enrolment, and country risk).
Thus, Japanese investment was for at least the first half of the 1980s, and
perhaps until 1988, characterized by greater fluidity, reflecting, perhaps, the
more recent emergence of the Japanese as foreign investors. In the last few
years of the decade, however, most influences were weakened and a strong
preference was expressed for countries in East Asia and countries with large
stocks of foreign investment. There is some suggestive evidence that during this
period the determinants of investment for both groups of investors converged
in certain respects.

Notes

1 The defenitions of country-groups are based on World Bank categories, defined in
the annual World Development Report. See Appendix A.

2 Other relevant studies examine specific determinants of foreign investment flows;
see, for example, Slemrod (1990) and Cummins and Hubbard (1995), who test the
reaction of investment flows to host-country tax rates.

3 Although the country-specific component of the error term disappears, potentially,

a new problem is created. The error term now is εi−
1

n
Σn

j=1εj. Subtraction of the

mean of the white-noise term from its realization in period t, in effect, creates a
series of error terms. Consistent estimation—“strict exogeneity”—now requires
that each realization of this error term, in past and future periods, be uncorrelated
with the regressors (see Keane and Runkle 1992). Future realizations can safely be
assumed to be uncorrelated with the regressors (as is typically assumed), and even
past realizations are unlikely to influence major host-country characteristics.
Where plausible correlations do, in fact, exist, as in the case of perceived country
risk, we discuss the implications.

4 The extent of such aggravation depends upon whether the measurement error
changes over time. See Mairesse (1990).

5 Where the assumption holds, the OLS estimates are also consistent, though the
standard errors are not.

6 Since the United States dominates the Japanese investment allocation, estimates
also were obtained after dropping the United States as an observation. Those
results, however, were quite similar and are not reported here.

7 For reasons outlined in footnote 3, the coefficient is actually biased downwards.
Also, the estimates obtained are the result of two competing factors: the bias on
account of the endogeneity and the correlation of the stock variable with other
included variables (e.g., infrastructure). In the fixed-effect estimates, because the
infrastructure variable virtually drops out, that correlation is not important. In
the OLS and RE estimates, however, that correlation is important and reduces the
effect of the past stock of FDI.

8 If past realizations of foreign investment share influence the estimate of the country
risk measure, then an endogeneity will exist. This will result in a downward bias of
the estimated coefficient for the country risk measure.
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Appendix A: List of host countries for U.S. and
Japanese investment

Appendix B: Data description and sources

1. Dependent variable
The dependent variable in all the regressions is the host country share of
foreign investment outflow from the United States or Japan. In the case of the
United States, foreign investment is measured as the capital expenditure of
majority-owned affiliates in the host country. These data have been obtained
from the Bureau of Economic Analysis, Department of Commerce. For Japan,

Country Region Data available for

Argentina Latin America U.S., Japan
Australia Other high income U.S., Japan
Austria Other high income U.S., Japan
Belgium EEC U.S., Japan
Brazil Latin America U.S., Japan
Canada Other high income U.S., Japan
Chile Latin America U.S., Japan
Colombia Latin America U.S., Japan
Denmark EEC U.S.
Ecuador Latin America U.S.
Egypt Other low income U.S.
France EEC U.S., Japan
Germany EEC U.S.
Greece EEC U.S., Japan
India Other low income U.S., Japan
Ireland EEC U.S., Japan
Italy EEC U.S., Japan
Japan East Asia U.S.
Korea East Asia U.S., Japan
Malaysia East Asia U.S., Japan
Mexico Latin America U.S., Japan
Netherlands EEC U.S., Japan
Nigeria Other low income U.S., Japan
Norway Other high income U.S., Japan
Panama Latin America U.S., Japan
Peru Latin America U.S., Japan
the Philippines East Asia U.S., Japan
Singapore East Asia U.S., Japan
Spain EEC U.S., Japan
Sweden Other high income U.S.
Thailand East Asia U.S., Japan
Trinidad Other middle income U.S.
Turkey Other middle income U.S., Japan
UK EEC U.S., Japan
USA Other high income Japan
Venezuela Latin America U.S., Japan
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we obtained data on actual flows (disbursements) of foreign investment from
the Ministry of Finance and the Ministry for International Trade and Industry
(MITI).

2. Independent variables

2.1. Market size
Per capita gross domestic product in constant dollars expressed in inter-
national prices. Summers and Heston (1993). Also see Summers and Heston
(1991).

2.2. Cost of investment
We use the price deflator for investment in the host country to measure the
cost of investment. The data have been obtained from the Penn World Tables
(Summers and Heston 1991, 1993).

2.3. Corporate tax rate
Tax revenue collected as a share of gross domestic product is used as a mea-
sure of the corporate tax rate. To be consistent, data on both, tax revenue and
GDP, were retrieved from the International Financial Statistics data base of
the International Monetary Fund (IMF). The IFS data are published by the
IMF on a monthly basis.

2.4. Cost of labor
Measured as earnings per employee in the manufacturing sector. Data on
total worker earnings in the manufacturing sector and total number of
employees, obtained from the United Nations Industrial Development
Organization (UNIDO), have been used to calculate earnings per worker.
Data in local currency units were converted to U.S. dollar units by using the
average exchange rate tabulated by the International Financial Statistics,
IMF.

2.5. Trade propensity
We use a measure of exports plus imports as a share of Gross Domestic
Product to measure trade propensity. Data have been obtained from the Penn
World Tables.

2.6. Stock of past FDI
Measured as the sum of all previous FDI in the host country irrespective of
its origin (millions of U.S. dollars). Data have been obtained from the
DEC analytical database of the World Bank. The DEC analytical database is
a subset of the data compiled by the socio-economic data division of the
International Economics Department at the Bank.

2.7. Country risk
Country risk is measured as a composite measure of economic, political, and
social uncertainty in the host country. The index is compiled and published
by Institutional Investor (II) in March and September each year and takes a
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value between 0 and 100 for each country, with higher values indicating
lower risk.

2.8. Infrastructure
We use production/output of electricity per dollar gross domestic product as
a measure of infrastructure availability. Data on the production of electricity
are obtained from the Year Book of Energy Statistics published by the United
Nations, while data on GDP are obtained from the Penn World Tables.

2.9. Primary school enrolment ratio
The ratio measures the gross enrolment of all ages at the primary level
as a percentage of children in the country’s primary school age group.
The data have been obtained from the World Tables compiled by the
World Bank.
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4 Private information for foreign
investment in emerging
economies

With Yuko Kinoshita

[E]ither he should discover the truth about them for himself or learn it from
some one else; or if this is impossible, he should take the best and most irrefragable
of human theories and make it the raft on which he sails through life.

Plato

Introduction

Almost by definition, emerging market economies are characterized by limited
information on business operating conditions and economic prospects.
Under conditions of limited public information, private information can be
extremely valuable and can lead, in turn, to correlation and/or persistence
in investor behavior.1 This chapter is motivated by the following empirical
questions. Is privately acquired information important in the decision to
undertake foreign investments in emerging market economies? If so, is the
private information acquired mainly through direct experience, that is,
through the firm’s own investment in the country? Or is potential for eco-
nomic returns inferred from actions undertaken by others who may have
private information? What is the relationship between private information
and publicly available information on a country? Finally, can correlated
investment outcomes generated by private information be distinguished from
those generated by industrial agglomerations or by strategic behavior of
investors?

In this chapter, we use a specially designed data set to answer these ques-
tions. We find that a firm’s investment decisions are positively correlated to its
own previous investment in the country. We interpret this as a learning effect.
Investment decisions are also correlated with current/planned investments
by competitors, implying the possibility that the private information held
by others signals investment potential. In addition, it is found that these
two channels are primarily substitutes, that is, investment by competitors
comes less important when the firm already has experience in the market.
These findings support the idea that private information is valuable. In reach-
ing this conclusion, we control for firm and country characteristics and
also for industrial clustering effects. However, it is not possible to rule out



alternative interpretations of the evidence. A firm expanding on its base may
be benefiting from economies of scale and also from agglomeration eco-
nomies. More difficult to distinguish is whether competitors’ actions signal
privately held information or stimulate a strategic response. The absence of
differentiated effects across industrial sectors favors an informational inter-
pretation. Strategic positioning, for example, should be more prominent in
specific industrial sectors where a “first mover” advantage has a high payoff;
however, no such differentiated response is found.

The setting for the empirical examination is investment by Japanese
manufacturing firms in a number of key Asian countries in the early 1990s.
To deal with scaled responses by firms, an ordered logit model is used to
estimate the relationships. The stated likelihood of planned investments in a
country is the dependent variable that is explained by whether the firm is
already present in the country and by its perceptions of the likelihood of
investments by competitors in that country. Since the results obtained may be
consistent with alternative interpretations, we attempt to control for several
other information sources and investment drivers that may influence the for-
eign investment decisions. Specifically, we control for firm, country, and
industry characteristics. Firm dummies (or firm characteristics) are included
in the estimated equation to determine if the “private information” merely
reflects firm attributes. The influence of public information on investment
decisions is dealt with by introducing country dummies, which are assumed
to embody information available to all. Finally, dummies for industrial sec-
tors (and their interactions with past presence, expectation of rivals’ actions,
and country dummies) seek to isolate the influence of industry-specific
factors, including agglomeration effects.

The chapter is organized as follows. In the next section we review the
literature, focusing on the sources of public and private information relevant
for foreign direct investment decisions. This is followed by a description of
the questions asked in the survey, the data, and the analysis methodology. We
then present our benchmark model, which allows for the possibility of substi-
tution or complementarity between the two sources of private information
and controls for publicly available information through the use of country
dummies. To help to distinguish the informational interpretation favored in
this paper from agglomeration and strategic rivalry effects, we control for
industry characteristics. Before concluding, we summarize several extensions
(detailed in Kinoshita and Mody 1997) to highlight the robustness of the
findings.

The literature and hypotheses

Physical agglomeration of foreign investment is commonly observed, as for
example in the southeastern provinces of China and in northern Mexico close
to the U.S. border. In studies of aggregate foreign investment flows the stock
of existing investment has been found to have a significant influence on new
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investment into that area. For example, Wheeler and Mody (1992; also Ch. 2
this book) found that U.S. investments into a country were strongly con-
ditioned by existing stocks of foreign investment in that country (after con-
trolling for a variety of factors, including market size). Subsequent analysis
showed that new Japanese investment was equally influenced by the stock of
past investment (Mody and Srinivasan 1998; also Ch. 3 this book). The
authors of these studies speculated that agglomeration benefits, relevant for
industrial sectors relying heavily on intermediate inputs from suppliers in
close proximity or those able to gain through labor or informational spill-
overs between firms, may drive the persistence.

Kogut and Chang (1996) used firm-level data for Japanese multinationals
investing in the United States and found past presence to be an important
predictor of new investments, consistent with the aggregate studies. However,
the evidence has alternative interpretations. It may reflect agglomeration
economies: firms in specific agglomerations may seek to grow as they experi-
ence the benefits of proximate location. Alternatively, the evidence can be
interpreted as the consequence of a foreign investor’s learning experience in a
country. As greater familiarity with operating in the country is acquired, and
the specific opportunities for expansion are revealed, more investment is
committed.

Not only may firms rely on their own experience, but they may also be
directed by the current/planned investments of their competitors. Where
information on competitors’ behavior is important, cascading of foreign
investment may be observed. Persistence, punctuated by significant discontinu-
ities, is commonly found for investments into specific countries. China has
attracted a rush of investment not only from overseas Chinese but also from
U.S., Japanese, and European investors, starting quite abruptly in the late 1980s
and growing explosively into the mid-1990s. China receives about $40 billion a
year of foreign investment despite cumbersome procedures and uncertainty
surrounding property rights and contract enforceability; in contrast, India,
even after rolling back restrictions and despite a longer tradition of a market
economy, chalks up $3–4 billion a year. During the early 1990s there also was a
discontinuity for Vietnam as competing investors staked out positions.

Such evidence of synchronized investment is consistent with two alterna-
tive hypotheses. Strategic rivalry may be inferred where firms are staking out
positions to obtain early-mover advantages. However, where firms mainly
“follow the leader,” they are driven less by strategic concerns than by the
interpretation that the leader’s investment decisions indicate the potential
for profitable operations in the targeted location. Knickerbocker (1973)
examined the response by firms to the investment decisions of competitors.
Supporting the strategic interpretation in that pioneering study, he showed
that the more oligopolistic an industry, the greater was the likelihood that
foreign investments would be concentrated into a short period of time and
hence display spikes or discontinuities in foreign investment flows.

Head, Ries, and Swenson (1995) have shown that Japanese investors in the
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United States tend to “follow the leader,” affirming that decisions by other
investors have a signaling value. Privately held information—or private
beliefs—can have a significant impact on investment flows, even in the
absence of a change in economic fundamentals, since a perception of change
can drive a critical mass of investors, with a consequent snowballing effect.
The “herd” behavior—actions based on others’ actions—can be quite rational
in as much as it economizes on the gathering of scarce information (see
Scharfstein and Stein 1990; Bikhchandani, Hirshleifer, and Welch 1992; and
Lee 1993 for models of information cascades, and Calvo and Mendoza 1998
for a model in the context of emerging markets). Arthur (1995) discusses
several examples from economics and finance in which private beliefs play
an important role. Kuran (1995) explains the persistence of certain social
institutions as well as their abrupt breakdown on the basis of privately held
but publicly concealed preferences.

Private information may be important, especially in the context of emer-
ging economies, where investors seek information on a variety of operational
conditions which are not publicly available, including the functioning of labor
markets, industrial literacy of the workforce (as distinct from educational
attainments), the practical implementation of foreign investment polices, and
the timely availability of inputs. The importance of such information on
operating conditions in a country is notably illustrated by General Motors’
decision to locate its Asian hub in Thailand: “the fact that 11 car manu-
facturers already operate in Thailand was a sign that the country’s infamous
physical infrastructure and labor bottlenecks could be overcome” (Bardacke
1996). The General Motors’ investment decision, however, could also be
consistent with strategic positioning for growth in the Thai and Asian
markets.2

Data and methodology

The survey questionnaire was mailed by the Japanese Ministry of Inter-
national Trade and Industry (MITI) to several hundred Japanese firms, of
which 173 returned usable responses in March 1993. The sample thus
obtained cannot be treated as representative of all Japanese firms—we do not
know the characteristics of firms who did not respond. There is, however,
sufficient heterogeneity among the respondents to permit a statistical analysis
of their foreign investment behavior. The firms in our sample are relatively
large. The average annual sales are 330 billion yen (over $3 billion), the largest
firm in the sample has sales of $70 billion and the smallest has sales of
$2 million. This is also a set of firms that is prone to making significant
foreign investments—in the three years prior to the survey, over a fifth of
their investment was undertaken outside Japan.

Our dependent variable is based on the following question regarding the
firm’s expectation that it will invest in specific Asian countries: “In each of
the following countries, how likely are you to invest in the next three years?”
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Respondents were asked to check a space on a 1–7 scale provided, ranging
from “very unlikely” to “very likely.”

VERY VERY
UNLIKELY LIKELY
:_:_:_:_:_:_:_:_:_:_:_:_:_:

The question was answered for the following seven countries: China, Thailand,
Malaysia, Indonesia, Vietnam, the Philippines, and India. These countries con-
stitute the principal developing country recipients of foreign investment in
Asia. Their level of economic development is substantially lower than the
level in the so-called Asian Tigers—South Korea, Taiwan, Hong Kong, and
Singapore—with Malaysia being the closest to the Tigers by most develop-
ment measures. For each of the seven countries, we have 173 responses, poten-
tially creating 1,211 (173 × 7) observations (however, since all respondents did
not answer all questions, for certain estimations fewer usable observations are
available and, where appropriate, we have tested for selection bias).

Our two key independent variables are PAST and RIVAL. The question-
naire asked whether the firm already had a presence in each of the seven
countries being studied. For each firm and each country, the PAST variable
was coded 1 if the firm was present in the country and 0 if it was not. Recall
that we infer a learning effect if past presence leads to a high likelihood of
future investment. The other key variable referred to the information
obtained from competitors. The question asked was: “Are your competitors
making investments in the following Asian countries?” Once again, the
response allowed ranged on scale of 1 (very little) to 7 (very substantial).

The average value of the responses for the seven countries (and the stand-
ard deviations) are reported in Table 4.1. Respondents to our survey were
most likely, by far, to invest in China, the average measure on the 1–7 scale for
China being 4.08; the perceived level of rivals’ interests in China was also
high, second to Thailand. However, only 20 percent of the firms had existing
investments in China, limiting the influence of past experience. Following
China, four countries had similar likelihoods of investment: Thailand,
Malaysia, Indonesia, and Vietnam. Of these, Malaysia and Thailand have
traditionally attracted substantial Japanese interest, with 25 and 30 percent
of firms, respectively, reporting existing presence in those countries; and
rivals were also reported to be strongly interested. In contrast, Vietnam had a
low existing Japanese presence and also a relatively low level of interest from
rivals. The least attractive sites were the Philippines and India, with low
expected investment, low initial presence, and low rivals’ activity. Thus, a
simple comparison across countries indicated a positive correlation between
expected investment by the firm and its perception of the strength of rivals’
interest in the country. Since past presence is indicated only in 15 percent of
the possibilities, information provided by behavior of rivals was likely to be
valuable where the firm was entering new countries.
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An ordered logit model was used to investigate these relationships more
precisely. The ordered logit is an extension of the binomial logit and deals
with situations where there exist multiple ordered choices (see Greene 1993).
For the purpose of the regression, the likelihood of investment (LFDI) vari-
able was rescaled to create three ordered choices. As illustrated above, the
original data is on a scale of 1 through 7. The three rescaled categories are: 2
(highly likely to invest where the response was 6 or 7), 1 (moderately likely,
where the response was 3, 4, or 5), and 0 (unlikely to invest, where the
response was 1 or 2). As in the binomial logit model, we assume a latent
regression model of the following form:

y* = βx + ε. (1)

A vector of variables, x, which includes PAST and RIVAL, and the vector of
coefficients, β, determine a latent variable, y*. Though y* is not observed, the
response indicating the likelihood of investment is observed. The observed
responses are related to the latent variable in the following manner:

y = 0 if y* ≤ 0

y = 1 if 0 < y* ≤ µ

y = 2 if µ ≤ y*. (2)

Then, for the logistic cumulative distribution function, λ, the model predicts
the following probabilities for each of the responses:

Prob(y = 0) = λ(−βx)

Prob(y = 1) = λ(µ − βx) − λ (−βx)

Prob(y = 2) = 1 − λ(µ − βx). (3)

The joint probability or likelihood function is:

L = �
n

i = 1

[Prob(Yi = 0)]di0 [Prob(Yi = 1)]di1 [Prob(Yi = 2)]di2. (4)

where dik (k = 0,1,2) is an indicator function equal to 1 if yi = k and zero
otherwise. The number of observations is n, where the observational unit is a
firm’s investment plans for each country, implying up to seven observations
per firm. The parameters, β and µ, are estimated by maximizing the log of the
likelihood function.
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The value of private and public information:
the benchmark model

In the benchmark model, we regress the firm’s likelihood of investing in a
particular country on its past presence (or absence) in that country (PAST),
perceptions about competitors’ interest in that country (RIVAL), the inter-
action between PAST and RIVAL, firm and country dummies (Table 4.2,
column 4). Both the firm’s past presence and its perception of competitors’
behavior have a strong influence on its plans to invest in a country. The
inclusion of the PAST*RIVAL variable improves the log-likelihood and from
the likelihood ratio test we can conclude (at the 2.5 percent significance level)

Table 4.2 The base model: value of private information

Dependent variable: LFDI (likelihood of FDI)

[1] [2] [3] [4]

Intercept −3.29*** −3.46*** −7.32*** −7.59***
(0.17) (0.18) (0.49) (0.57)

Past 1.55*** 2.79*** 3.11*** 3.46***
(0.21) (0.46) (0.64) (0.69)

Rival 0.37*** 0.42*** 0.61*** 0.56***
(0.03) (0.04) (0.06) (0.07)

Past*rival – −0.27*** −0.29** −0.29**
(0.09) (0.12) (0.13)

µ 1.54 1.55 2.25 2.65
Firm dummies no no yes yes
Country dummies no no no yes

China – – – 1.52***
(0.35)

India – – – −2.03***
(0.40)

Indonesia – – – −0.25
(0.34)

Malaysia – – – −1.03***
(0.38)

The Philippines – – – −1.64***
(0.37)

Thailand – – – −0.79**
(0.38)

n 875 875 875 875
log likelihood −686.74 −682.30 −494.30 −430.66

Notes
*** and ** indicate 1 percent and 5 percent significance level, respectively.
Figures in parentheses are standard errors. µ is the second intercept defining the threshold for the
transition from LFDI equal to 1 to 2.
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that the interaction term belongs to the model. The negative sign on the
interaction term (PAST*RIVAL) indicates that the two channels of private
information are primarily substitutes for each other.

Inclusion of firm dummies is possible because we have multiple observa-
tions on each firm (with a maximum of seven observations where a likelihood
was reported for each country). If firm j’s unobserved characteristics (hj),
which are part of the composite error term (eij = hj + gij), are correlated with
PAST and RIVAL, then the coefficients will be biased. By adding firm
dummies to the regression, the unobserved served characteristics become
part of the set of regressors and the error term now has only the white-noise
component, gij.

3 The results show that adding the firm dummies improves the
statistical fit in standard ways (Table 4.2, column 3).

The country dummies capture, in summary form, the relative attractiveness
of the different countries. An alternative specification would include specific
country features, such as infrastructure, market size, and labor costs. As
Head, Ries, and Swenson (1995) have argued, a full elaboration of country
characteristics is difficult, and hence a country dummy, which reflects the
country’s attractiveness to the “average” investor, is preferred in this situ-
ation. In the final section of the paper, we do examine the effects of specific
country features. The regression leaves out Vietnam, which is consequently
the reference against which the attractiveness of other countries is measured.

The robustness of the PAST and RIVAL effects is evident. However, these
effects are complemented by publicly available information: widely held
perceptions of a country’s potential, as summarized by the dummy variable
representing the country, are influential in driving investment flows. The
significantly improved log-likelihood indicates that important information
is contained in these country dummies. With Vietnam as the reference,
investors, on average, express a strong preference for China. The Indonesian
coefficient is not significantly different from that of Vietnam. Malaysia and
Thailand come next in the country dummy rankings. Thus, the surveyed
Japanese firms indicated a shift from their previously favored destinations,
Malaysia and Thailand, to China, Indonesia, and Vietnam, countries with
lower wage labor and potentially large domestic markets. Agglomeration dis-
economies in Malaysia and Thailand reflected, for example, in high land
prices, could also be factors inducing the shift.4 However, note from Table 4.1
that despite the shift in general sentiment, the average likelihood of invest-
ment in Malaysia and Thailand continues to be high because the sample firms
with presence in the two countries remain committed to further investments,
and also because perception of relatively high competitor interest further
drives investment into the two countries. The countries lowest on the prefer-
ence list are the Philippines and India, where past presence, competitor inter-
est, and a perception of untapped country potential all are at low levels.

Basing our calculations on Greene (1993, 675–6), we compare the model’s
predictions with the actual stated likelihood of foreign investment. The
model correctly predicts 78 percent of the firms’ investment plans (Table 4.3,
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panel B). The “very unlikely” declarations are almost fully predicted. In the
“likely” category the prediction rate is about 55 percent. The addition of
country dummies especially improves the prediction rate for the “very likely”
category. The model’s predictive power of about three-fifths in the “likely”
and “very likely” categories (as against 90 percent in the “very unlikely”
category) indicates that a number of firms with PAST and RIVAL equal to
zero have aggressive foreign investment plans—possibly, high production
costs in Japan have the general effect of pushing firms to seek lower cost
production locations.

Table 4.3 Model predictions: “hits and misses”

A: Model: lfdi = f(past, rival, past*rival, and firm dummies)
Predicted

Very likely Likely Unlikely Total

Observed
Very likely 81 47 15 143

(0.57)
Likely 24 105 65 194

(0.54)
Unlikely 6 54 478 538

(0.89)

Total 111 206 558 875
(0.76)

B: Model: lfdi = f(past, rival), past*rival, firm dummies, and country dummies)
Predicted

Very likely Likely Unlikely Total
Observed
Very likely 89 46 8 143

(0.62)
Likely 29 107 58 194

(0.55)
Unlikely 4 51 483 538

(0.90)

Total 122 204 549 875
(0.78)

Notes
In parentheses are the percentage of observations that are correctly predicted. For example, in
Panel A, 81 out of 143 (57 percent) reported “very likely” observations are correctly predicted.
Also in Panel A, (81 + 105 + 478) out of 875 or 76 percent of all observations are correctly
predicted.
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How important are agglomeration and strategic effects?

In our discussion above, we have implied that the variables PAST and RIVAL
represent information flows that influence the decisions of foreign investors.
However, both these variables have alternative interpretations. If particular
industrial sectors within a country are favored on account of agglomeration
benefits, then a firm’s past investment in that country may reflect the
agglomeration potential; moreover, new investments would result from the
validation of that potential. Private information, proxied by past investment,
in that case would be collinear with agglomeration benefits. Similarly, the
variable RIVAL may be collinear with strategic reactions to the actions of
competitors.

In this section we examine if the alternative interpretations can be empiric-
ally distinguished. We do so by controlling for the industrial sectors of the
firms in our sample. First, we control simultaneously for country and indus-
try effects to allow for the possibility that firms within an industrial sector in
a particular country act differently from firms in other sectors investing in
that country.5 If these sectoral differences are important, then their omission
could be responsible for incorrectly attributing significance to the PAST and
RIVAL variables. Second, we interact PAST and RIVAL with industry dum-
mies to test if these effects are especially pronounced for particular sectors.
Specifically, if the influences of the PAST or RIVAL are associated with
certain sectors, then, respectively, the agglomeration and strategic rivalry
effects are likely to be important. The benefits of agglomeration apply where
firms value co-location with producers of high-quality intermediate inputs or
if they rely on knowledge spillovers from similar firms (through, for example,
high labor turnover). Strategic effects are important, as noted by Knicker-
bocker (1973), in oligopolistic sectors where the advantage gained from
preemptive positioning is significant. In such sectors, a first mover advantage
can be significant if, for example, brand-name recognition creates customer
loyalty. Note, however, that these tests are suggestive rather than conclusive.
To appropriately test for agglomeration economies, we would need to know
the extent of investment by all other firms in the same industrial sector in the
same location (rather than only the firms in our sample). Moreover, our
sectoral characterization may be too broad: agglomeration and strategic
effects may well operate in more finely defined sectors.

The first column in Table 4.4 shows the basic model with only the industry
dummies, which are reported, and the second column includes also the coun-
try dummies, which are not reported.6 In either case, the PAST, RIVAL, and
the PAST*RIVAL variables remain highly significant, as before. The industry
that was used as the base was garments and footwear (and other light manu-
facturing firms that could not be elsewhere classified). Relative to this base,
industrial sectors that expect similar levels of foreign investment are building
materials, chemicals, and food. Sectors for which the industry coefficient is
negative and significantly different from zero (and that therefore have a lower
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propensity for foreign investment than the base) include electrical equipment,
non-electrical equipment, and automobiles and auto parts. The significant
differences in industry dummy coefficients could imply either the existence of
agglomeration economies in specific host locations or rising costs of produc-
tion in Japan for those sectors. However, while agglomeration economies
possibly exist, PAST is not a proxy for agglomeration, since the effect of past
presence remains an additional and important investment driver.

Industry dummies are also interacted with country dummies (column 3).
The estimates continue to show that past investment has an effect that is
independent of any agglomeration benefits: after the introduction of country
and industry interactions, the coefficient on past investment remains positive
and highly significant. Similarly, the coefficients on the RIVAL variable and
the PAST*RIVAL retain their signs and statistical significance. Also, the
country and industry interactions are not statistically significant.7

Table 4.4 also reports the interactions between PAST and industry dum-
mies (column 4) and between RIVAL and industry dummies (column 5).8

Once again, the variables of interest to us, PAST, RIVAL, and PAST*RI-
VAL, remain highly significant, and, moreover, the interactions, with one
exception, are not significant. These results, therefore, imply that PAST
investment is not associated with any specific industry characteristic. Since, as
discussed above, agglomeration effects are likely to be more pronounced for
some industrial sectors than others, we infer that past presence is important
in and of itself and is, therefore, a plausible proxy for learning about operat-
ing conditions in the economy. Similarly, the value of observing competitors
is also independent of the sector, with automobiles and auto parts being the
exception. Note that Japanese auto firms have a low propensity to invest
relative to other sectors; however, those who do invest appear driven by
strategic concerns.

Robustness tests

To test the robustness of the findings, several extensions were examined. To
conserve space, only the main results are reported here (details are available in
the working paper version of this paper, Kinoshita and Mody 1997).
Replacing firm dummies with specific firm characteristics left our principal
results unchanged. Larger firms have higher expected foreign investment.
R&D has only a weak positive relationship to expected investment; since
R&D and size are correlated, once size is taken into account, any independ-
ent influence of R&D is not discernible. Finally, firms with a high likelihood
of investment in Asia have a low export propensity (for further discussion, see
Mody, Dasgupta, and Sinha 1999).

Instead of using country dummies in a pooled regression, we also ran
regressions for individual countries. Again, while the basic results remain
unchanged, some interesting country variations are worth highlighting. For
India, the Philippines, and Vietnam, where the PAST variable is not

Private information for foreign investment in emerging economies 87



statistically significant, the extent of past presence is also very small, limiting
the statistical predictive power of that coefficient. For Vietnam, the coef-
ficient on RIVAL is very large, suggesting that firms are very sensitive to
perceived actions of rivals, hence the possibility of a cascading effect. Though
the effect is smaller, a similar force may well be operative for India. At the
other extreme, in Malaysia, where significant past presence exists, the effect
of RIVAL is negligible for those who are already operating in that country
(PAST = 1); however, even in Malaysia, new entrants are significantly guided
by the actions of rivals. In this respect, Thailand is different from Malaysia:
though a significant past presence exists there, existing investors in Thailand
also appear influenced by the behavior of their rivals.

Finally, instead of country dummies, we explored how perception of
specific country characteristics—market size, labor costs, and foreign direct
investment (FDI) policy—influenced the likelihood of investment.9 Percep-
tions of large market potential and low labor costs tend to increase the
attractiveness of countries. FDI policy was explained to respondents to
include elements such as the ability to repatriate earnings, restrictions on
foreign ownership, and the requirements to export and source inputs locally.
Perceptions of FDI policy are strongly influential in conditioning future
plans to invest in a country. The coefficient on FDI policy is positive and
significant at the 5 percent level. However, since the coefficients on PAST and
RIVAL also remain positive and significant at the 1 percent level, the evi-
dence seems to suggest that FDI policy is information additional to that
obtained by from past investment experience and actions of competitors.
Perceptions of FDI policy interact in interesting with ways with PAST and
RIVAL. The coefficient on the interaction term, FDIplcy*past, is negative.
When PAST is equal to 1—that is, when the firm has a past presence in that
country—the effect of FDI policy is more than wiped out. In other words,
perceptions of FDI policy matter little when the firm has first-hand oper-
ational experience in the country. The corollary is that perceptions of good
FDI policy are especially important in attracting new investors.

Conclusions and discussion

Using a firm-level data set, we explored the empirical importance of privately
held information in foreign investment location decisions. Though the limita-
tions of a one-time survey did not permit us follow an information “cascade”
over successive generations, the value of private information, which is central
to the cascade phenomenon was consistently evident.

The data permitted us, moreover, to distinguish between information
obtained through direct experience in the host country and information
inferred from observing competitors. Direct experience is seen to provide the
more credible information, as may be expected. However, in the early phases
of investing in a new country when few firms have experience in the country,
the actions of competitors are likely to dominate, leading to an apparent herd
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behavior. Such was apparently the case for China and Vietnam, which
attracted new investors in the early 1990s. In contrast, countries, such as India
and the Philippines, that did not draw the attention of a critical mass of
investors are in danger of being bypassed for significant periods of time.

We also found privately held information was complementary to publicly
available information. Thus, while firms from “average” perceptions about
countries, leading all of them to view particular locations favorably, consider-
able variation in investment plans exists around these averages; an important
element of such variation is explained by privately held information. Industry
agglomeration effects were not found to be significant, though, as noted, they
could not be eliminated conclusively.

For policy makers, these findings represent a challenge. A generally favor-
able view of the country based on its fundamentals as well as perceptions
of good policy and low labor costs lead to increased foreign investment.
However, creating the right conditions for investors to directly experience the
rigors of operating in a country is empirically important, as is the opportun-
ity to observe competitors. This raises the controversial issue of special zones
for foreign investors. While successful in many instances, especially in East
Asia, they have also been a waste of scarce investment resources where not
appropriately planned. An emerging approach is for the government to take
the lead in creating the policy conditions for the creation of such zones but
allow private investors to undertake the necessary investments, thus ensuring
greater efficiency. Mexico offers an example. Under the maquiladora program,
the policy environment has been created to attract foreign investors. Several
private initiatives have resulted in so-called shelters that provide early
hand-holding services to new foreign investors.

Notes

1 Bikhchandani and Sharma (2000) note that “informational cascades” and “repu-
tational herding” are especially likely to occur in emerging markets where the
environment is relatively “opaque” and “information is costly” on account of
weak reporting requirements, lower accounting standards and/or lax enforcement
of regulations. Calvo and Mendoza (1998) propose a model in which fixed costs of
acquiring information lead to investors specializing in a few emerging markets
while relying on other investors with respect to investment decisions in other emer-
ging markets.

2 A perceived “first mover” advantage has contributed to the rush of motorcycle
investors to Vietnam. Referring to the interest in Vietnam, a German investor thus
summarized his firm’s interests: “We simply cannot sit back and let the Japanese
take over another market unchallenged” (Financial Times, 28 March 1995).

3 Introduction of the firm dummies strengthens the result both in the size of the
coefficients and statistical significance. The increased coefficient sizes on the PAST
and RIVAL variables suggests that the composite error term is negatively correlated
with these variables: in other words, those who have past presence or perceive active
rivals are generally more conservative in reporting their investment likelihood.

4 After the crisis in July 1997, foreign investment in Thailand experienced a surge
following a sharp decline in land prices and depreciation of the exchange rate.

Private information for foreign investment in emerging economies 89



5 We are not able to control for industry and firm characteristics at the same time,
since firms within an industrial sector tend to have similar investment plans, such
that when firm dummies are included, the standard errors on the industry dum-
mies tend to be very large. This also implies that firm-level dummies are proxying
for the same information as industry-level dummies. As such, when we drop the
firm-level dummies and include instead the industry-level dummies, we can expect
the basic results to remain the same.

6 Inclusion of industry dummies does not change the relative rankings of the coun-
try dummies. However, the extent of country differentials changes since, for
example, firms in industrial sectors with a high propensity to invest are especially
likely to invest in China.

7 As noted above, stocks of foreign investment by industrial sector are not available.
However, the United Nations Conference for Trade and Development (UNCTAD)
does provide estimates of a country’s entire stock of foreign investment. We inter-
acted the country’s average stock of foreign direct investment in the years 1990–92
with the industry dummies. If foreign investment into a country is attracted by
specific industry characteristics, then past and new investments may primarily
reflect those attractions, in which case the past and rival variables should have no
independent effects. However, as is the case with the industry and country inter-
actions, the introduction of the stock of foreign direct investment and industry
interactions does not change the key results.

8 The industry dummies are not reported here, since the relative rankings do not
change.

9 These country characteristics were coded on a 1–10 scale by firms, with 10
representing the most favorable.
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5 The global disconnect
The role of transactional distance
and scale economies in
gravity equations

With Prakash Loungani and
Assaf Razin

1. Introduction

The nations of the world remain stubbornly apart. Physical separation acts
as natural barrier, restricting trade and asset flow linkages across nations.
Despite apparent globalization, the constraints due to distance have remained
significant. Thus, at a time when globalization is taken for granted—and
policy makers and others debate the pros and cons of the associated changes—
it is not obvious that the nations of the world are truly coming closer
together.

In this chapter, we estimate gravity models for trade and foreign direct
investment (FDI) flows to explore if comparisons of the two sets of estimates
can clarify the role of distance and, hence, the nature of global linkages.
Gravity models postulate that bilateral international transactions are posi-
tively related to the size of two economies and negatively to the distance
between them. A selective literature review suggests that, though they are
widely used as empirical benchmarks, coefficients in the gravity equation
vary widely and, moreover, do not have straightforward interpretations. In
particular, the large fall off observed in trade and investment flows with
increasing physical distance remains a puzzle.

Evidence of the global disconnect comes in two forms. First, nations trade
in goods and assets to a smaller extent than would be warranted by the gains
from increased specialization and possibilities of risk diversification. In a
recent contribution Obstfeld and Rogoff (2000) discuss the various discon-
nections, more commonly referred to as “puzzles.” The puzzles are especially
troubling in relation to asset flows since national borders should have little or
no bearing on investments in financial assets. Thus, the continued persistence
of the “home bias” in equity investment (disproportionately high investment
by residents in domestic assets) and of the Feldstein-Horioka puzzle (the high
correlation between domestic savings and domestic investment) are among
the important stylized facts that reflect the limits to international transactions
in financial assets. The second set of evidence shows that the international
transactions that do occur, both in goods and financial assets, are strongly



conditioned by the physical distance between countries. It is this latter
evidence—based on so-called “gravity” models—that is the focus of this
chapter.

But why exactly does distance matter? Most obviously, greater distance can
be thought of as a proxy for higher transportation costs. If distance is truly
a good proxy for transport costs, then it has a special attraction. Obstfeld
and Rogoff (2000) have proposed that transportation costs may, in fact, be
relevant not only for trade but also for the constraints in international asset
transactions. This line of reasoning could explain the finding that distance
appears with a negative and highly significant sign in gravity equations for
FDI and for financial assets.

However, there are at least two problems in identifying distance with trans-
port costs. First, Grossman (1998) has argued that for plausible values of
transport costs, the distance coefficient in trade equations should be much
smaller in magnitude than the typically estimated coefficient. Second, various
theoretical models predict that distance should actually appear with a posi-
tive sign in asset flow equations. Thus, FDI from a source country may
increase with distance if high transport costs make it expensive to export to
the host country destination (Brainard 1997). For financial assets, greater
distance between source and host country should be associated with reduced
correlation of business cycles and hence, through greater possibilities for
diversification, to more equity flows (Portes and Rey 2000).

Thus, some authors have pursued the notion that distance captures more
than transport costs. More specifically, Rauch (1999) suggests larger distance
may be associated with greater information and search costs. Similarly,
Eichengreen and Irwin (1998) suggest that trading partners build long-term
relationships that embody significant informational capital. When they proxy
for such information capital through the addition of the lagged dependent
variable as an additional regressor, the distance coefficient—and hence the
short-run distance elasticity of trade—drops sharply. However, as we discuss,
some have argued that this resolution of the distance elasticity is far from
satisfactory. Finally, Portes and Rey (2000) and Portes, Rey, and Oh (2001)
deal with the possibility of information ease by adding bilateral telephone
traffic as a regressor in the gravity equation for financial asset transactions.
They find that ease of information flows is important for those categories of
financial assets that are the least standardized or where private information
has high value. Once again, the coefficient for physical distance falls when
explicit account is taken of ease of communication.

In this chapter, we pursue two sources of the global disconnect: “trans-
actional distance” and “scale economies.” Obstfeld and Rogoff (2000) suggest
the concept of “transactional distance,” which could be thought of as a
hedonic measure of physical and informational distance, a more inclusive
measure of the costs of undertaking transactions. From a theoretical view-
point it is this multifaceted transactional distance that creates frictions in
goods and asset markets. The possibility that “distance” may be lowered
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through reducing the barriers to informational flows creates optimism for
countries that are located at large distances from the main trading and
financial centers.

However, the possibility also exists that information networks are associ-
ated with significant scale economies on account of network externalities.
Transactional scale economies could thus reinforce agglomeration economies
due to proximity or due to paucity of private information (as discussed in
Kinoshita and Mody 2001; also Ch. 4 this book) and thus enhance trade and
investment flows between select (typically the richer) locations by reducing
the costs of intra-industry trade generated through such forces as preference
for variety in consumption, specialization in the production of intermediate
inputs, and monopolistic competition.

This chapter has two additional sections. We begin with selective review of
the “distance puzzle”: how does the literature interpret the distance measure
and the estimated distance elasticities; how have past efforts incorporated
informational distance in gravity models; and what insights do we gain from
comparisons across trade and asset gravity models? We then present some
new results for trade and FDI gravity equations to assess the importance of
information links, consider the endogeneity of such links, and finally discuss
the interactions between physical distance and informational infrastructure
in driving trade and investment flows.

2. The “distance puzzle”

The gravity equation postulates a positive relationship between trade (or
investment flows) and the sizes of the host country and source countries and
a negative relationship with physical distance between the host and source
countries. Size proxies, or scale variables, typically include two of the follow-
ing three: GDP, population, and per capita GDP. While GDP measures the
economic size, there is a theoretical basis for also including per capita income
since whether a country is rich or poor may make a difference to its trading
and international investment patterns.

As noted above, both trade in goods and services and trade in assets
have been found in earlier studies to be strongly negatively correlated with
distance, more so than is predicted merely by a consideration of transport
costs. This suggests that distance is likely proxying for both transportation
and transactions/information costs associated with trade and that further
tests are needed to sort out the relative importance of each. This section
describes some attempts that have been made in the literature to analyze the
implications of distance barriers. Our bottom-line conclusion is that while
a number of interesting hypotheses have been advanced and tested in the
literature, we are still far away from a convincing explanation for why distance
matters.
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2.1 Trade in goods and services

Gravity models have described bilateral trade flows empirically for four
decades now. Until fairly recently, distance was taken as a proxy for trans-
portation costs. In all studies, distance enters the bilateral trade equation with
a negative sign and with a magnitude in the range of −1.5 to −0.8. It is almost
always statistically significant despite the inclusion of a multitude of other
independent variables. Grossman (1998, p. 31) notes that while the sign on the
distance coefficient is plausible, the magnitude is not. He presents an illustra-
tive calculation suggesting that if shipping costs are of the order of 5 percent
of the value of traded goods, then the distance elasticity should be around
−0.03 rather than the much higher values reported in the empirical work.

Eichengreen and Irwin (1998) argue that historical factors are an important
omitted variable in many gravity models and that including a lagged depend-
ent variable is a way of capturing such factors. When a lagged dependent
variable is included, the estimated (short run) distance elasticity drops in
magnitude, and is in some instances close to about −0.10. However, this
resolution of the “distance puzzle” appears far from satisfactory. First, as
noted by Lawrence (1988, p. 58), “the appearance of lagged dependent vari-
ables with large coefficients can be rationalized as lagged adjustment, but it
may also indicate serious mis-specification.” For example, it could be that what
is really missing from the gravity model is lagged values of the independent
variables. While inclusion of a lagged dependent variable may be thought of
as a parsimonious way of including the other lagged independent variables, it
imposes the timing of adjustment to all independent variables to be the same;
this may be implausible. Second, while inclusion of a lagged dependent vari-
able lowers the estimate of the short run distance elasticity, the estimate of
the long-run elasticity still remains quite large.

Anderson and Wincoop (2001) propose that estimating a more theoretic-
ally grounded gravity equation can account for the large effect of national
borders on the volume of trade observed by McCallum (1995). However,
while Anderson-Wincoop’s estimation shrinks the size of the border, it does
not have much of an impact on the distance elasticity, which remains on the
order of −0.80.

Rauch (1999) presents some evidence that proximity and common language/
colonial ties are more important for trade in differentiated products than for
trade in products traded on organized exchanges. Surprisingly, distance effects
are smaller for organized exchange commodities than for differentiated com-
modities. However, the differences across markets are fairly small and the
estimate of the distance elasticity remains in the range of −0.8 to −0.6.

2.2 Multinational sales and FDI

The literature on multinational sales and FDI typically emphasizes the dis-
tinction between horizontal and vertical FDI. As noted by Lim (2001, p. 12),
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horizontal FDI will tend to replace exports if the cost of market access through
exports is high. If transport costs are higher the greater is the distance
between host and source countries, then horizontal FDI should increase
with distance. However, vertical FDI—where the production process is geo-
graphically fragmented—may be discouraged by distance because of the need
to ship intermediate inputs and semi-finished products. Since the data on FDI
are a mix of horizontal and vertical FDI, the impact of distance is uncertain.

Empirically, Carr, Markusen and Maskus (2001) find that production by
foreign affiliates of multinationals decreases with distance between the host
and source countries. Other studies that use data on bilateral FDI also tend
to find that it decreases with distance. For instance Wei (2000) finds that a
“1% percent increase in distance is associated with a 0.6% reduction in the
FDI.” When he uses a modified Tobit estimation technique to account for the
zero observations on FDI, the distance elasticity drops to −0.30, but remains
highly significant. Similarly, Evenett (2001) finds the distance elasticity in the
same range as Wei (2000).

In contrast, Brainard (1997) uses a more direct measure of transport costs,
namely, the freight and insurance charges reported by importers. She finds
that the higher are such transport costs, the higher is the share of overseas
production by multinationals relative to their exports. Hence there is support
for the hypothesis that horizontal FDI should increase with transport costs.
While this is an appealing direct test of the role of transport costs, Brainard
does not include distance as a separate regressor. Hence, she does not provide
evidence on whether her transport cost measure accounts fully for the impact
of distance on FDI.

2.3 Portfolio flows

Portes and Rey (2000) estimate a gravity equation for trade in financial assets.
They note that transportation costs or transactions costs should not play a
big role in trade of assets because these assets “are pretty weightless.” They
add: “And as far as transactions costs are concerned, they seem very small,
a few basis points, and not clearly connected with geographical features.
Therefore, distance seems a highly improbable variable to encounter in a
regression explaining asset trade.” If portfolio diversification is an important
motive for trade in assets, it might even be argued that distance should
increase asset trade if business cycle correlations between countries decrease
with distance. Their empirical finding, however, is that distance comes up
remarkably strongly with a negative sign in a gravity model estimated using
data on cross-border transactions in portfolio equities.

This finding suggests that informational costs have to be at least partly
behind the impact of distance on trade. Countries that are near each other
probably know more about each other because of greater interaction between
their citizens, more media coverage, or greater knowledge of each other
languages. Portes and Rey (2000) introduce a measure of bilateral telephone
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traffic to proxy for transactional distance between countries. Portes, Rey and
Oh (2001) further test the relevance of informational barriers by estimating
gravity models for trade in different financial assets. Trading in homogenous
products such as treasury bonds should pose fewer informational barriers
than trade in equities or corporate bonds. Empirically, they find that distance
does not matter for trade in treasury bonds (once they control for ease of
information flows through their measure of the telephone traffic between
countries).

3. Informational infrastructure in gravity equations

In this section, we pursue one avenue for a deeper understanding of the signi-
ficance of distance between nations: the role of informational infrastructure.
Cheaper communications bring the promise of reducing the global disconnect.
What is the evidence? We ask three questions:

• To what extent are physical and informational distance correlated?
• Is informational distance between countries endogenous? And, if so, how

does accounting for the endogeneity influence the results?
• Do physical and informational distance substitute for or complement

each other? And, does the degree of substitution or complementarity
vary for developing and developed countries?

3.1 Data and methodology

The data for the analysis of FDI flows is drawn from the International Direct
Investment Database of OECD (www.oecdsource.org).1 For 12 source coun-
tries, FDI flows to 45 host countries are available on an annual basis from
1981–1998.2 The FDI flows are inflows from the host country’s perspective.
To facilitate comparison, we created a matching data set for exports from the
same source countries to the same host countries, using data from the IMF’s
Direction of Trade Statistics. From the host country’s perspective, these are
imports and we refer to them as such in the rest of the paper. To reduce the
noise in the data, we took three-year averages of all variables. This gives us
6 time periods and allows us to control for unobserved host country charac-
teristics through panel data techniques. In principle we have a maximum
possibility of 3240 observations (12×45×6); however, on account of missing
data we lose some observations.

To obtain “real” flows over time, we deflated the nominal flows by an
index of the unit value of manufactured exports obtained from the IMF’s
World Economic Outlook. For our independent variables, we obtained data
from a variety of sources: host and source country populations (the World
Bank’s World Development Indicators), real host and source country GDPs
(the IMF’s World Economic Outlook), physical distance between countries
(Shang Jin Wei’s website: www.nber.org/~wei), bilateral telephone traffic
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(Direction of Traffic: Trends in International Telephone Tariffs, International
Telecommunications Union) and telephone densities (the World Bank’s World
Development Indicators).

An important substantive issue, with econometric implications, is that over
one-third of the FDI flows are zero.3 In contrast, though trade flows are
sometimes modest in size, they are virtually always positive for the pairs in
our data set. We would expect, therefore, that the elasticities are greater for
FDI; however, to correctly estimate these elasticities we need to consider the
bias due to FDI values being censored at zero. Thus, for the FDI flows, we use
the so-called “Tobit” model that estimates the coefficients through a maximum
likelihood procedure. This is not necessary for the trade equations. For both
trade and investment flows, we control for host country effects.4

3.2 Correlation between physical and informational distance

If an important variable was omitted in the equations being estimated and
that variable was correlated with distance, then the influence of the omitted
variable would be incorrectly attributed to distance. Figure 5.1 illustrates the
problem. Bilateral information capability (I) and trade/FDI are shown in the
figure to be characterized by a positive relationship. The influence of physical
distance is shown by assuming that for any value of I, a larger distance
(D2 > D1) results in lower volume of trade or FDI, i.e., by shifting the trade/
FDI-information relationship down. Thus, the “true” impact of distance
would be the vertical difference between the two parallel lines. Now, if it were
the case that greater distance was correlated with low information capability,
then we would observe two points (T2,D2) and (T1,D1). Failure to explicitly

Figure 5.1 Impact of omitted variables.
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account for informational distance would then result in inferring a much
greater impact of distance measured as the vertical distance between T1 and
T2 rather than the vertical distance between the two lines. The steeper the
slope of the trade/FDI-information curve, the more serious would be the
omitted variable bias.

Table 5.1 considers the consequences of including bilateral telephone traf-
fic as an additional regressor (but not yet controlling for the endogeneity
of the bilateral traffic). The main findings are easily summarized. First, both

Table 5.1 Gravity models for imports and inward foreign direct investment

Dependent variable

Log imports Log FDI Log FDI–Log
imports

(1) (2) (3) (4) (5)

Log host population 0.636 0.478 1.361 1.821 0.418
(8.50) (6.44) (30.65) (16.73) (3.63)

Log source
population

0.981
(93.17)

1.023
(98.27)

1.358
(34.66)

1.535
(36.36)

−0.006
(−0.21)

Log host per capita
income

0.764
(13.74)

0.597
(10.87)

2.471
(36.28)

1.404
(17.35)

0.599
(5.60)

Log source per capita
income

0.665
(12.58)

0.767
(15.03)

2.773
(14.88)

3.218
(17.35)

1.390
(10.49)

Log distance −0.923 −0.775 −1.199 −0.639 0.084
(−57.2) (−43.2) (−25.12) (−10.70) (1.79)

Common language 0.416 0.179 1.303 0.749 0.738
(9.75) (4.13) (9.66) (4.70) (6.43)

Telephone traffic 0.952 3.218 0.182
(16.12) (14.10) (1.19)

Number of host
country groups

44 44 44 44 44

Number of
observations

2,870 2,870 2,934 2934 2870

R-squared: within* 0.804 0.821 – – 0.067

R-squared: between* 0.703 0.663 – – 0.112

R-squared: overall* 0.751 0.739 – – 0.078

Log of Likelihood* – – −4697.57 −4650.89 –

Note: All estimates are based on the assumptions of random country effects for host countries.
Z-statistics are presented in the parentheses.
* Columns (4) and (5) were estimated using the Tobit method to allow for the substantial number
of observations with a zero value for foreign direct investment. For these regressions, an R-squared
is not reported but the log of likelihood is.
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trade and FDI increase with host and source country populations and with
country per capita incomes. The size of these coefficients is significantly less
than one for trade (with one exception, when it is almost exactly one) but is
always higher than one and generally substantially so for FDI flows. Thus,
there is evidence of scale economies in FDI, reflecting in part the fact that
many country pairs have no FDI transactions and thus FDI is much more
concentrated than are trade flows. The size of the coefficients on per capita
income also implies that intra-industry activity is much more pronounced
for FDI (for similar results, see Eaton and Tamura 1994).

Second, the distance coefficient is negative and highly significant in both
sets of equations. Compare column (1) for trade with the corresponding
column (3) for FDI. The distance coefficient is somewhat larger in size for
FDI. Similarly, the language coefficients are positive—with the relative sizes
implying that common language helps FDI more than trade. Thus, both
distance and language are consistent with an inference that information
costs are higher for FDI, an inference that is reinforced when we consider the
influence of bilateral telephone traffic.

Third, when we add bilateral telephone traffic (normalized by the square
root of the product of the source and host country GDPs) as an additional
regressor (in columns (2) and (4)), we find that this variable is positive and
highly significant, with the FDI coefficient again being much larger. At the
same time, the coefficients for distance and language fall significantly. The
decline in these coefficients, moreover, is greater for FDI than for trade.

In combination, these results suggest that greater physical distance between
two countries is associated with lower telephone traffic. In part, therefore,
distance proxies for the inability to communicate. That this effect is present
even for trade suggests that information and search costs are also important
in creating disconnections in trade. That the effect, however, is greater for
FDI is not surprising because informational distance has greater relevance
for investment decisions that tend to be more irreversible than trade flows.
The economic size of these effects is significant. The index of telephone
traffic (traffic normalized by the square root of the product of the source and
host country GDPs) was about 2.5 in the first three-year period, 1981–1983
and rose steadily to 2.7 in the final three-year period, 1996–1998, an increase
of 0.2 units. The coefficient on telephone traffic for FDI is 3.2, implying that
an increase in the telephone traffic intensity of 0.2 is associated with roughly
a 65 percent increase in FDI. Real FDI flows over the same period increased
by about 700 percent.

Finally, in column (5), we present results with the log FDI minus the log of
imports as the dependent variable. Though the R-squared for this regression
is rather low, it is consistent with the results presented above for the individual
flows. FDI is more sensitive to size of host country population and to both
host and source country per capita incomes, reflecting the greater scale eco-
nomies and intra-industry activity associated with FDI. Note that FDI travels
greater distances than does trade, consistent with horizontal FDI undertaken
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to overcome transportation barriers to trade (the distance variable, however,
is significant only at the 10 percent level). Common language has a more
positive effect on FDI than on trade, reflecting its more intense informational
requirements. Also, heavier bilateral telephone traffic leads to more FDI,
though this variable is surprisingly not significant (considering the large
difference in the individual equations); when we control below for endogene-
ity of telephone traffic, the sign remains positive and the coefficient then is
statistically significant.

3.3 Endogeneity of telephone traffic

Bilateral telephone traffic may be endogenous: more trade and FDI may
result in greater communication. Also, measured telephone traffic between
countries may not accurately reflect their capacity to communicate. Thus, it
is important to distinguish between telephone “traffic,” the actual volume
of calls between nations, and informational infrastructure, or the physical
capacity to make calls. While traffic is potentially endogenous and, therefore,
may respond to international trade and investment flows rather than “caus-
ing” them, the infrastructure (proxied here by telephones per capita in the
source and host countries) is slower moving and, over short time spans,
can be thought of as exogenous to international flows. Moreover, additional
information infrastructure is characterized by strong scale economies due
to network externalities—the benefits increase as users are added to the
network. Thus, better-developed information infrastructures in two trading
economies can reduce transactions costs between those economies at an
increasing rate.

Figure 5.2 illustrates the possibility of endogeneity in telephone traffic,

Figure 5.2 Role of endogeneity.
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combined with scale economies in information infrastructure. FDI is used as
the example, though the same line of thinking can apply to trade also. The
steeper curve, marked as the “supply of FDI,” reflects the willingness of
foreign investors to increase their FDI flows as infrastructure availability
improves the ease of communication. The endogeneity arises when foreign
investment, in turn, spurs greater bilateral communication—reflected by the
line with the smaller slope. Notice, if the curves have the relative slopes as
drawn, then the tendency beyond a threshold (the point at which the two
lines intersect) would be for more foreign investment to induce greater com-
munications capability, which in turn would spur more investment and so on.
In contrast, below the threshold, bilateral investment and communications
could both unravel and go to zero. In practice, we do observe that many
countries receive no investment from several source countries and that FDI
is highly concentrated. We do not see the extreme concentration suggested
by Figure 5.2 presumably because there are adjustment costs and other
countervailing factors.

To test these propositions, we attempted to control for the reverse caus-
ation using instrumental variables for bilateral telephone traffic. The main
instruments we used were the telephone densities in the host and source
countries. These variables have a statistically significant effect on telephone
traffic.5 We also used year dummies to allow for the possibility of secular
increase in telephone traffic. Finally, for the trade equation, we report a result
using lagged imports as an additional instrument; though this result is inter-
esting, further work would be necessary to justify the use of the lagged
dependent variable as a valid instrument.

Again, a few salient features of the results may be noted (Table 5.2). First,
for trade, it makes a difference whether lagged imports are included or not as
an instrument. When, and only when, that variable is included, the coefficient
on distance falls sharply, to −0.29. Otherwise, the endogeneity correction does
not have much of an effect for the trade equation.

Second, for FDI, the effects observed are robust to the inclusion or other-
wise of the lagged dependent variable—the results shown do not include it.
The instrumented telephone traffic variable is statistically more significant
and quantitatively more important than before. This could either imply that
bilateral telephone traffic mismeasures “communications capability” between
countries and failure to take the mismeasurement into account biases the
coefficient downwards. Alternatively, endogeneity is a serious concern: more
investment does increase bilateral traffic, but the stimulus from communica-
tions capacity to investment is the stronger relationship, which is camouflaged
when endogeneity is not considered. Note that superior communications
capability is now seen to more clearly favor FDI than trade (column (4)).
Third, the distance coefficient is now positive for FDI, strengthening the
case that horizontal FDI lies behind the results. The insignificant sign of
this coefficient reflects differences across country groups, as discussed below
in section 3.4. The clear implication, however, is that properly measured
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Table 5.2 Gravity models for imports and inward foreign direct investment: instru-
mental variable estimates

Estimation method and dependent variable

Random-effects Country pair fixed-effects

Log
imports

Log
imports

Log FDI Log FDI–
Log
imports

Log
imports

Log FDI Log FDI–
Log
imports

(1A) (1B) (2) (3) (4) (5) (6)

Log host
population

0.775
(14.56)

0.547
(7.03)

1.765
(26.79)

0.475
(4.16)

0.881
(34.28)

1.971
(19.90)

0.576
(7.41)

Log source
population

1.132
(114.01)

1.010
(84.81)

1.676
(38.96)

0.101
(3.43)

0.793
(21.62))

1.309
(9.61)

0.250
(2.26)

Log host per
capita income

0.716
(15.89)

0.710
(12.49)

1.586
(24.13)

0.570
(5.42)

0.813
(33.12)

2.132
(22.34)

0.867
(11.68)

Log source
per capita
income

1.425
(28.81)

0.778
(13.63)

4.026
(21.17)

1.751
(12.77)

−0.012
(−0.13)

3.881
(10.57)

2.083
(7.29)

Log distance −0.292 −0.803 0.088 0.536
(−13.11) (−28.30) (1.01) (7.95)

Common
language

−0.480
(−10.97)

0.249
(4.64)

−0.401
(−2.43)

0.098
(0.74)

Telephone
traffic**

3.580
(36.14)

0.651
(5.11)

6.982
(17.25)

2.624
(8.84)

1.167
(10.99)

4.712
(10.90)

1.268
(3.95)

Number of
host country
groups

43 44 44 44 44 44 44

Number of
observations

2407 2,870 2934 2870 2870 2934 2870

R-squared:
within*

0.882 0.806 – 0.090 – –

R-squared:
between*

0.778 0.667 – 0.146 – –

R-squared:
overall*

0.802 0.735 – 0.110 0.951 0.558

Log of
likelihood*

– – −4614.76 – – −4105.81 –

Note: All estimates are based on the assumption of random country effects for host countries.
Z-statistics are presented in the parentheses.
* Column (2) was estimated using the Tobit method to allow for the substantial number of
observations with a zero value for foreign direct investment. For this regression, an R-squared is
not reported but the log of likelihood is.
** Predicted value of telephone traffic using all the right hand side variables in this table (other
than telephone traffic, of course) the logs of telephone densities in the host and source countries,
and time dummies, plus the log of lagged imports in column (1A).



telecommunications capacity is highly correlated with physical distance and
direct consideration of “transactional distance” reduces the apparent influ-
ence of geography on FDI. The implication is also that strong network
economies operate to strengthen ties between countries with sound com-
munications. Fourth, the language coefficients turn negative, as if they
primarily proxied better telecommunications, and once we control directly
for such capacity, then common language countries are not necessarily
favored.

To test the robustness of the informational distance variable, we estimated
also a fixed-effects model that controlled for host- and source-country pair
dummies. Thus, all unchanging relationships between host and source coun-
tries, including distance, linguistic ties, and other possible variables that are
omitted by us, are accounted for in this procedure.

This procedure allows us to test if informational distance was merely
proxying for some unobserved variables or is still relevant when the observed
and unobserved country pair characteristics are controlled for. Columns 5
through 7 of Table 5.2 show the results. The results are robust. Informational
distance is clearly important and is more important for FDI than for trade, as
the earlier results also showed.6

3.4 Are physical and informational distance substitutes
or complements

Thus far, we have been concerned with explaining the distance puzzle and
so have focused on whether the influence of physical distance is exaggerated
on account of omitting bilateral information capacity. In this section, we
presume that both physical distance and informational distance are relevant
in determining trade and FDI flows and ask if these two forms of distance
are substitutes or complements.

Three possibilities exist. First, if better information can substitute for
physical distance, then we would find (as in Figure 5.3(a)) that greater physi-
cal distance is a disadvantage but less so as information capacity between the
countries increases. In this case, we would expect to find a positive sign on the
interaction between physical distance and our information variable. Second,
the opposite is possible (Figure 5.3(b)) if the effect of physical distance gets
magnified when there is greater information capability, leading to a negative
sign on the interaction term. This may occur when, for example, trade in
differentiated products dominates: such trade is information intensive and
benefits from lower freight costs (shorter physical distances). Finally, FDI
adds a special consideration since horizontal FDI increases with greater
distance while vertical FDI (like trade) is discouraged by greater distance.
Figure 5.3(c) suggests that horizontal FDI is likely to dominate when bilateral
information capability is below the threshold I* and physical distance gener-
ates more FDI as information capability becomes less effective. In contrast,
when information capacity is above I*, then (as with trade) more vertical FDI
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Figure 5.3 Interaction between physical and informational distance.



occurs, encouraged by shorter distances and greater information transactions
capability.

Table 5.3 presents the results with the interaction term, separately for
all countries, developed countries, and developing countries.7 Consider first
the relationships for trade. For all countries, and for the range of values on
our information variable, the distance elasticity is always negative; but (as in
Figure 5.3(b)) the elasticity is increasingly negative for higher values of the
information index since the interaction term is negative. The implication is
that differentiated products’ trade has a dominant effect on these regressions
and that physical proximity and high information intensity reinforce each
other in fostering such trade.

Note, however, from column (2) that this pattern reflects trade within the
group of developed countries. Considering the exports from the same host
countries to developing countries, we find the interaction term to be positive.8

This is more akin to Figure 5.3(a) where information capability can substitute
for distance disadvantage.

For FDI, developed and developing country patterns are, once again, quite
different. For developed countries, for the range of the information index,
the distance elasticity values are now almost always positive, implying in
terms of Figure 5.3(c) that the bulk of the observations lie to the left of I*
where horizontal FDI predominates. Thus, within developed countries, FDI
appears to mainly substitute for trade, though the extent of vertical FDI,
which is complementary to trade, increases with the capability for information
exchange.

For developing countries, as observed above for trade, physical distance acts
as a disadvantage for FDI for almost the entire range of telecommunications
capacity. Thus, the same forces that limit trade to distant developing coun-
tries appear also to restrict FDI. However, once again, as communications
improve, they compensate for physical distance and the distance elasticity
becomes less negative.

4. Conclusions

In this paper, we demonstrate that a comparison of trade and FDI flows
can prove useful in achieving a deeper understanding of global linkages. The
good news is that the geographical tyranny of distance is less potent than
has been thought. This creates a more optimistic basis for bringing nations
together. However, though geography is less powerful than implied by many
studies, economic forces can act to maintain distance among nations. We find,
in particular, that informational infrastructure matters in fashioning global
linkages.

Comparing trade and FDI flows, we find that, in keeping with its greater
geographical concentration, FDI is more sensitive to scale variables such
as population and per capita income. Similarly, FDI is more sensitive to
bilateral informational capability.
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Table 5.3 Interactions between physical and informational distance: instrumental
variable estimates

Dependent variable

Log imports Log FDI

All Developed Developing All Developed Developing

(1) (2) (3) (4) (5) (6)

Log host population 0.580 0.917 0.506 1.429 1.500 1.895
(7.89) (6.99) (6.17) (20.49) (14.17) (17.65)

Log source
population

1.008
(85.19)

0.916
(57.24)

1.110
(63.53)

1.664
(38.41)

1.554
(27.29)

1.830
(26.83)

Log host per capita
income

0.710
(12.81)

0.347
(2.18)

0.790
(11.16)

1.617
(25.50)

0.811
(4.37)

1.750
(14.57)

Log source per
capita income

0.749
(13.20)

1.059
(12.92)

0.550
(6.54)

4.061
(21.52)

3.955
(15.61)

3.935
(13.65)

Log distance 0.069 0.518 −0.999 0.658 1.902 −2.217
(0.43) (3.27) (19.87) (1.33) (3.36) (13.55)

Common language 0.224 0.157 0.186 −0.265 −0.210 −0.900
(4.18) (2.22) (2.27) (−1.53) (−0.89) (−3.45)

Telephone traffic** 3.311 4.746 8.637 12.151
(6.61) (9.42) (5.58) (6.84)

Log Distance X
Telephone traffic**

−0.304
(−5.51)

−0.417
(−7.83)

0.060
(3.27)

−0.187
(−1.11)

−0.630
(−3.29)

0.789
(12.95)

Number of host
countries

44 22 22 44 22 22

Number of
observations

2870 1416 1454 2934 1416 1518

R-squared: within* 0.808 0.844 0.799

R-squared:
between*

0.667 0.704 0.582

R-squared: overall* 0.736 0.751 0.736

Log of likelihood* −4619.45 −2642.05 −1965.72

Note: All estimates are based on the assumption of random country effects for host countries.
Z-statistics are presented in the parentheses.
* Columns (4) (5) and (6) were estimated using the Tobit method to allow for the substantial
number of observations with a zero value for foreign direct investment. For these regressions, an
R-squared is not reported but the log of likelihood is.
** Predicted value of telephone traffic using all the right hand side variables in this table (other
than telephone traffic, of course) plus the logs of telephone densities in the host and source
countries, and time dummies.



Key to the reduction of the distance puzzle is the concept of transactional
distance, a measure that encompasses the ability to communicate and under-
take transactions. Empirically, this can be implemented by adding telephone
traffic as an additional regressor in gravity equations, as suggested by Portes
and Rey (2000). We find that trade and investment flows increase as “trans-
actional distance” falls. However, since telephone traffic is likely to be influ-
enced by the trade and investment dependent variables, consideration of the
potential endogeneity of bilateral telephone traffic is necessary and turns out
to have quantitatively important effects for FDI. Once endogeneity is con-
sidered, the implausibly large effects of physical distance decline sharply in
FDI equations and the distance coefficient actually turns positive, suggesting
the prevalence of so-called “horizontal” FDI undertaken to overcome costs of
transporting goods. For trade equations, the decline in the distance coefficient
depends on the addition of lagged imports as an instrument; further work
would be needed to justify this approach.

Our results further suggest that for FDI scale economies can be mis-
construed as distance effects. If FDI benefits from scale economies, then
firms will concentrate in a limited number of locations. Thus, countries far
away from major investment centers may receive relatively small amounts
of investment, but this would be the outcome of agglomeration benefits in
closely located nations rather than because transportation costs create dis-
incentives to investment in distant locations. In turn, agglomeration may
arise due to several reasons: traditional benefits of proximity (Wheeler and
Mody 1992; also Ch. 2 this book), private information costs that cause firms
to follow each others’ lead (Kinoshita and Mody 2001; also Ch. 4 this book),
or because, as the results in this paper suggest, international information
networks are associated with scale economies. Of course, each of these
sources of agglomeration is likely to reinforce the other.

Finally, we find that developing countries can invest in superior informa-
tion infrastructure to overcome the disadvantage of distance, i.e., information
flows can substitute for distance. In contrast, within developed countries,
physical proximity of nations and greater information capacity reinforce each
other, in keeping with the differentiated products nature of the trade and
investment flows that benefit from the ability to move goods rapidly and from
the greater ease of communication. The evidence is also consistent with the
generally held view that the bulk of the FDI within developed countries is
“horizontal” in nature.

Notes

1 We used the series on outflows from a source to a host country but also relied on
the outward position (stock of FDI) for crosschecking.

2 The source countries are: Australia, Austria, Canada, France, Germany, Italy, Japan,
the Netherlands, Norway, Sweden, the United Kingdom and the United States.
The developed host countries are: Australia, Austria, Belgium, Canada, Denmark,
Finland, France, Germany, Greece, Ireland, Israel, Italy, Japan, the Netherlands,
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New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, the United King-
dom and the United States. The developing host countries are: Argentina, Brazil,
Chile, China, Colombia, Ecuador, Egypt, Hong Kong, India, Korea, Kuwait,
Malaysia, Mexico, Nigeria, Peru, the Philippines, Saudi Arabia, Singapore, South
Africa, Taiwan, Thailand, Turkey and Venezuela.

3 In the actual dataset, a clear distinction was not always made between a zero flow
and a missing value. Based on other corroborating evidence, we imputed several
“zero” values.

4 We use random effects models, estimated by STATA using the procedures xtreg
and xttobit. We do not use time dummies since these correlate with other variables
on the right-hand side and we also do not use source country dummies since
source countries seem well-characterized by their populations that are slowly
moving.

5 The correlation between the actual and predicted telephone traffic is about 0.76.
See footnotes to Table 5.2 for a complete description of the “first-stage”
regression.

6 Also, instead of estimating the relationship in a panel data setting, we estimated
the relationships for each of the six periods that our data permits. These results are
very extensive and so are not reported here. The main finding is confirmed: the
distance elasticity falls in absolute magnitude with the introduction of bilateral
telephone traffic and reduces further, especially for FDI, when endogeneity of
telephone traffic is accounted for.

7 F-tests showed that it is appropriate to distinguish between developed and devel-
oping countries. The list of developed and developing countries is in footnote 2.

8 In both the trade and FDI regressions for developing countries, we had to drop the
communications variable by itself since its inclusion generated significant multicol-
linearity and the coefficients were not significant, though they were signed as in the
regressions presented.
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6 Japanese multinationals in Asia
Capabilities and motivations

With Susmita Dasgupta and
Sarbajit Sinha

Introduction

Using a specially designed survey, this chapter identifies: (a) the character-
istics of Japanese firms likely to undertake foreign investments—worldwide
and in key Asian countries; and (b) country characteristics associated with
Japanese investments in Asia. The survey-based, firm-level analysis here con-
trasts with the macro approach that correlates country characteristics with
aggregate flows into that country (see Wheeler and Mody 1992; also Ch. 2 in
this book). It contrasts also with the industry-level analysis where industry
characteristics such as the degree of competition, the level of entry barriers,
and the degree of technological sophistication are examined as determinants
of foreign investment (e.g., Kogut and Chang 1991). The firm-level perspec-
tive is important because much of the theorizing on decision to invest abroad
derive from the interplay of firm capacity and motives to invest abroad
(see Caves 1982 for a literature review). This chapter confirms certain
findings obtained from the more aggregative studies, but highlights the
significant importance of firm characteristics (or capabilities) in the decision
to undertake foreign investment.

The data permits us to distinguish between the capabilities of firms—
proxied by their size, export propensity, and research and development
(R&D) expenditures—and their motives for investing abroad. The motives, in
turn, arise from operating cost conditions in Japan (due for example to
increasing wage costs or an appreciating yen) and from the pursuit of lower
production costs and investment incentives offered by host countries. The
procedure followed is to examine the various motivating factors after control-
ling for firm characteristics; in certain instances, where interesting results
were obtained, we also present the interactions between capabilities and
motivations.

In studying motives, survey-based analyses are typically limited to deter-
mining the subjective preferences of investors (“do you value low wages?”
or “does country X have a favorable foreign investment policy?”). Such
analyses are intended to elicit the priority accorded by investors to the
cost and policy characteristics of alternative investment locations. While the



subjective perceptions are valuable, it is also necessary to determine if firms in
fact act according to the priorities they state in such surveys, i.e., do they put
their money where they say they would?

In this project, we did ask firms to rank the factors they considered
important in their decisions to invest outside Japan and in specific Asian
countries. However, we also asked them for their: (1) share of foreign invest-
ment in total investment; (2) share of foreign investment undertaken in Asia;
and (3) their likelihood of investing in specific Asian countries in the follow-
ing three years. Thus the information available allows us both to rank their
stated preferences and to conduct an econometric analysis that identifies par-
tial correlations between investments undertaken and firm and (perceived)
country characteristics.

Analysis of the actual investments undertaken help not merely in validat-
ing the stated preferences but also in drawing more complete explanations
of investment behavior. High costs of Japanese labor exert a general push
towards investing abroad. However, we find that the variation in the invest-
ment undertaken depends much more on differences in firm attributes. Also,
our respondents do state a strong preference for low wage locations. But
perception of low wages in specific Asian countries do not seem to have been
a determining factor thus far in determining investment levels in those coun-
tries—in fact, low wages have actually been a disincentive where they were
associated with low labor quality. The new Japanese investment that is
expected to flow into Asian economies is being guided more by low wages,
though considerations of labor quality continue to be very important, con-
firming the importance of developing country domestic human capital in
attracting foreign investment (Lucas 1990).

Another important finding of the paper is the importance accorded by
investors to actions they perceive are being taken by other investors. Strategic
rivalry, or the importance of staking out early positions in growing markets,
clearly is a key influence in the foreign investment decision-making process,
creating the possibility of cascading effects (Vernon 1993).

We begin in the next section by describing the firms in this survey. Then,
we examine the firm characteristics and Japanese cost conditions leading
to investment out of Japan, irrespective of the country of destination. This
is followed by an analysis of the past investment decisions in Asia. Finally,
we describe the expected flow of Japanese investment and its distribution
within Asia, where we focus on China, Malaysia, Thailand, Indonesia,
the Philippines, India, and Vietnam.

The investors: some descriptive statistics

The survey questionnaire, designed by the authors, was mailed by the Japanese
Ministry of Trade and Industry (MITI) to several hundred Japanese firms
of which 173 returned usable responses in March 1993. The sample thus
obtained cannot be treated as representative of all Japanese firms—we do not
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know the characteristics of firms who did not respond. There is, however,
sufficient heterogeneity amongst the respondents to permit a statistical analy-
sis of their foreign investment behavior; also, as described below, the foreign
investment pattern of this sample mirrors that of all Japanese manufacturing
firms.

The firms in our sample are relatively large (Table 6.1). The average annual
sales are 330 billion yen (over $3 billion). For the purpose of this analysis,
we have found it useful to sort the firms by size and then divide them up into
five equal groups. The average size of the largest fifth is 1.4 trillion yen (about
$14 billion)—the largest firm is truly large, with sales of $70 billion. The
smallest fifth of the firms in our sample has average annual sales of around
$40 million—the smallest firm has sales of about $2 million.

This is also a set of firms that is prone to making significant foreign
investments (Table 6.1).1 In the three years prior to the survey, over a fifth
of their investment was undertaken outside Japan. The very interesting fea-
ture, though, of the sample is the strong tendency of the smallest firms to
investment abroad: in the three years prior to the survey, about 28 percent
of their investment was undertaken abroad. The next three larger groups
of firms have a lower propensity to invest abroad. Only the largest fifth of the
firms invest a higher proportion—35 percent—outside Japan. Thus, the
smallest and the largest firms are amongst the trailblazers of Japanese foreign
investment.

Small and large firms are being driven to invest by different concerns. As
may be expected, small firms have low research and development (R&D)

Table 6.1 Characteristics of the sample firms (mean values)

Worldwide
sales
(billion yen)

Share of foreign
investment in all
investment (%)

R&D expenditure
to worldwide
sales (%)

Exports to
worldwide
sales (%)

Investment
share in
Asia (%)

0.2–8.6 4.1 28.1 1–3 8 56.4
(33) (33) (17) (24) (31) (8)

8.7–37.8 20.5 15.8 1–3 12 65.0
(32) (32) (20) (31) (32) (4)

37.9–94.6 63.9 17.3 1–3 13 57.0
(32) (32) (18) (30) (32) (10)

94.7–300.0 190.0 20.0 3–5 13 26.9
(33) (33) (22) (30) (32) (16)

300.1–7450.0 1414.7 35.1 3–5 17 20.4
(31) (31) (10) (30) (31) (21)

ALL FIRMS 329.0 21.9 1–3 13 35.2
(161) (161) (94) (155) (158) (62)

Notes
Numbers of Respondents in parentheses.
Respondents were asked to give the range of their R&D investment rather than an exact number.
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ratios (expenditures divided by total sales), with this ratio rising steadily as
the size of the firm increases (Table 6.1).2 Thus, we infer that smaller firms are
technologically less sophisticated than larger firms. Two possibilities exist:
smaller firms are principally in low technology sectors or, within particular
sectors, small firms perform tasks that are technologically less demanding
than those of larger firms. From our survey, we find that there is a slightly
greater tendency for larger firms to be in the continuous process sectors, such
as food and chemicals. However, all sizes of firms are represented in electrical
machinery, general machinery, and transport equipment sectors, where much
of the sample is concentrated. The implication is that the smaller firms are
generally at the lower end of the product quality range in each sector.

As with R&D, the ratio of exports (from Japan) to worldwide sales rises
with size of investor. However, the smaller firms are clearly not shy of
exports: indeed, our data shows that from their foreign investment locations
smaller firms have a higher export propensity than larger firms. As such, it
appears, prima facie, that smaller firms have invested abroad in response to
high and rising costs of production in Japan, making it increasingly difficult
for them to competitively sell Japanese-made products and inducing a shift to
lower cost locations. Thus, given the lower technological sophistication of
small firms, they can be expected to focus on low wage locations; however,
their export requirements from the foreign locations also suggest that high
labor quality is also likely to be of value to them to ensure quality standards
in export markets.

Which Japanese firms invest abroad and why?

To explore further the characteristics of Japanese foreign investors and why
they invest abroad, we investigated the determinants of the share of all for-
eign investment in the firm’s total investment (in the three years prior to the
survey). The share of foreign investment was regressed on firm characteristics
(size, R&D, export propensity) and the firm’s perceptions of cost conditions
in Japan. We also controlled for sectoral characteristics through the use of
sector dummy variables.

Three features of the econometric estimation methodology are worth high-
lighting. First, a number of firms report zero foreign investment. These firms
could “desire” a “negative” foreign investment; however, all observed values
are censored at zero. Thus the data contain a potential non-linearity at the
point where zero foreign investment becomes the preferred objective. Forcing
a linear regression through the data would bias the results since it would
require that the slopes with respect to the explanatory variables be the same
for foreign investment less than and greater than zero, even though they are
clearly observed to be different. This requires us to use the so-called “Tobit”
regression to prevent bias in estimates (see Maddala 1983).

Second, not all firms reported the share of foreign investment in their
overall investment. A natural question that arises, therefore, is whether the
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responses are missing in a random or a systematic manner. If firms that did
not respond vary systematically from firms that did, the estimates obtained
will be biased when the regression analysis is performed with the reduced
number of observations. To guard against such a selection bias, we followed a
two-step procedure. We estimated a “reporting” equation to predict the prob-
ability that an enterprise reports its foreign investment share, as requested in
the questionnaire. A binary choice (choosing to report or not to report)
probit model was estimated for all 173 observations as a function of firm
characteristics. From this estimation, a “correction” term was obtained. The
correction term, which reflects the firm’s features that lead it to report or not
to report, was then added to the Tobit regression. The coefficient on this
correction term provides a measure of the selection bias. In our estimates, the
coefficient on the correction term was always statistically insignificant and
hence we cannot reject the null hypothesis that the non-reporting is indeed
random and hence there is no selection bias (see Maddala 1983, Ch. 9 and
Heckman 1979).

Finally, no attempt is made to establish or claim causality from the chosen
firm characteristics to the share of foreign investment. It is possible that
export shares and R&D are influenced by the extent of foreign investment.
Any credible attempt at establishing causality would require time-series
data on the firm characteristics. As such, the results here should be viewed
as partial correlations (i.e., correlations between the share of foreign invest-
ment and the individual firm characteristics, controlling for other variables
included in the regression). This same limitation and interpretation applies to
industry level analyses where, for example, an industry’s foreign investment
and level of R&D may be jointly determined (example, Kogut and Chang
1991).

Firm characteristics Controlling for other factors, larger Japanese firms
have a greater foreign presence (Table 6.2). Note here the difference between
the ordinary least squares estimates (OLS) and the Tobit estimates. The size
variable is positive but not significant at conventional levels in the OLS esti-
mates, whereas the significance is strong in the Tobit estimates. The relevance
of the Tobit analysis here is clear: forcing a linear relationship through obser-
vations where foreign investment is zero leads to biased results. (For other
variables too, the statistical significance of the results improves when the
Tobit method is used.) The size effect, though statistically significant for the
Tobit regressions, is not large in terms of magnitude. An increase in firm size
(worldwide sales) of 1 trillion yen (or $10 billion) leads to an increase in the
foreign investment share by 0.7 percentage points.3

In contrast to firm size, more R&D is associated with a lower foreign
investment propensity. Recall that larger the size of firm, the more R&D it
undertakes. These results, therefore, imply that while larger firms are more
prone to invest abroad, within groups of similar-sized firms the propensity is
dampened if firms are engaged in greater R&D (and hence in sophisticated
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product or process technologies). The result also reflects the relatively high
propensity of small firms with little R&D to invest abroad. This effect is
stronger than is apparent from the regressions. We asked firms only to pro-
vide the range of their R&D ratio. Hence, the R&D variable in the regression
is measured with error, biasing its coefficient towards zero. The fact that it is
still significantly different from zero, implies a strong effect.

This finding—that a firm’s foreign investment is inversely related to its
R&D to sales ratio—may appear at odds with the result that an industry’s
foreign investment is typically positively related to the extent of R&D under-
taken in the home country (Caves 1982; Cantwell 1989; Kogut and Chang
1991). Such a relationship is thought to reflect advantages from home techno-
logical capability. Three comments are in order. First, consistent with our
result, the finding also exists that R&D capability abroad causes investment
to flow abroad in search of new technologies and rising home technological

Table 6.2 The decision to invest abroad (dependent variable: share of foreign invest-
ment in total investment, 1990–92)

Variable Model 1
(OLS)

Model 1
(Tobit)

Model 2
(OLS)

Model 2
(Tobit)

Worldwide sales 0.0006 0.0007* 0.0007 0.0008
(1.36) (2.22) (1.53) (2.70)

R&D ratio −6.41** −6.77* −6.59** −7.02**
(−1.96) (3.68) (−1.93) (3.82)

Export ratio 0.73* 0.72* 0.70* 0.70*
(3.40) (9.68) (3.16) (8.88)

Appreciation of yen 1.91 2.24
(.84) (.88)

High labor cost in Japan −0.021 −0.06
(0.0087) (−0.001)

High capital cost in Japan 1.12 .41
(.56) (.04)

Error correction term −15.97 −13.64 −11.98 −11.56
(−0.93) (0.54) (−0.65) (0.36)

Constant 44.62* 41.64** 28.88 28.54
(2.18) (3.59) (1.16) (1.21)

R-squared 0.25 0.27

Log likelihood −260.75 −259.66

No. of observations 62 62 62 62

Notes
T-statistics in parentheses for OLS estimates and chi-square statistics for Tobit estimates.
* significant at 5%, ** significant at 10%.

116 FDI determinants



capability limits foreign investment (Kogut and Chang 1991). Second, com-
paring foreign investment and home R&D across industries must be dis-
tinguished from an analysis that focuses more heavily on a within-industry
analysis. Since we use firm-level data, we capture within-industry variation,
suggesting that even where high home R&D and foreign investment are posi-
tively related at the industry level, more investment abroad is undertaken by
firms that do a smaller amount of research either to search new technologies
or to seek lower cost production sites for less sophisticated products. This is
a reminder also of the substantial variation in technological sophistication
that remains even within narrowly defined industrial sectors. Finally, R&D
generates only one element of technological capability (see discussion in
Swedenborg 1979, where high R&D Swedish firms are found to prefer
exports while those undertaking less R&D invest abroad). Production effi-
ciency based on factory-floor learning may often be a more substantial ele-
ment of a firm’s technology capital. A firm’s export share may better reflect its
more inclusive technology capacity.

Greater export orientation is strongly conducive to foreign investment. A
one percentage point increase in the export ratio (exports as a percent of total
sales) leads to a 0.7 percentage point increase in the share of foreign invest-
ment. As noted in the descriptive statistics (Table 6.1) large firm size is associ-
ated with greater export intensity (as it is with more R&D); as such, the result
here indicates that within groups of similar-sized firms a greater interest in
export markets is associated with greater foreign investment from Japan. The
direction of causality is difficult to determine from a single survey: it could be
that firms with traditionally high export propensities (and significant techno-
logical capabilities) are being forced to invest abroad (due to increased trade
barriers) or it could also be that firms undertaking investment abroad export
(especially intermediate goods) to their foreign subsidiaries.

What conclusions follow on Japanese investor capabilities? A variety of
intangible assets are thought to create the advantage for the potential foreign
investor—these assets include product or process knowledge, brand names,
and marketing or distribution channels. The interesting result from our
survey is that R&D does not seem to be the source of asset driving Japanese
foreign investment—on the contrary, firms doing greater R&D tend to stay
at home. It could be that brand names are the source of Japanese advantage;
certainly, the big electronics firms derive much of their market power from
their established market positions. However, that does not explain what
competitive advantage allows the smaller firms to successfully invest abroad.

A likely explanation, supported indirectly by our survey, is that small firms
have access to Japanese marketing channels—these channels are used not just
to export from the subsidiaries to Japan but also to other parts of the world.
Exports constitute about a third of the output from the foreign subsidiary
and so create a need for strong export channels. Moreover, these same distri-
bution channels are perhaps of equal (or greater) importance in importing
high quality and competitively priced inputs. In addition, while the R&D
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ratios of the investing firms may be low, the production capabilities of the
firms are likely to be quite high. Japanese production and management tech-
niques are widely believed to give them a competitive edge over producers
in other parts of the world. These techniques are widely diffused among
Japanese firms, even ones that do little R&D of their own.4

Sectoral distribution As noted above, the distribution of firms across indus-
trial sector shows a heavy concentration in the areas of electrical and heavy
machinery and automobiles. In doing these regression, we added dummy
variables for the different sectors to examine if firms in particular sectors have
particularly strong tendency to invest abroad. These dummy variables are not
reported in the regressions. However, the results are of some interest. The
dummy variables show no statistical significance. In other words, once the
variables described above are accounted for, sectoral differences do not seem
important in driving foreign investment. Specifically, the size, R&D ratio, and
export propensity of the firm are more important predictors of its propensity
to invest abroad than is its sectoral identity. This, once again, suggests the
importance of firm-specific advantages in determining the flow of Japanese
foreign investment.

Japanese cost conditions Is Japanese foreign investment sensitive to cost
conditions at home? Here we consider both the stated weight placed on spe-
cific cost factors when operating in Japan as well as the influence of these
perceptions on the amount of investment undertaken.

The question asked was: “How important have the factors listed below
been in influencing your decision to invest abroad?” Respondents were asked
to place a check mark (√) in any one of the boxes on the scale provided.

Note first from Table 6.2 that the relative importance of these Japanese
cost factors does not explain the differences in the share of foreign invest-
ment. Firms that consider a high yen and high Japanese capital costs as
important factors leading to foreign investment do invest more abroad, but
the standard errors of the coefficients are high and the statistical significance
of the coefficients is therefore low. For labor costs, the standard errors are
even higher.

Are these results a reflection of low importance accorded by respondents
to Japanese cost conditions? A look at the stated perceptions is helpful
(Table 6.3). All firms report labor costs to be of considerable importance
in creating an incentive to invest abroad: the average importance (on a scale
of 1 to 7) is 5.40, with a high of 5.85 for small firms and about 5.2 for firms in

Not
important

Very
important

Appreciation of the Yen :_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:
High labor costs in Japan :_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:
High capital costs in Japan :_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:_:
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the larger groups. Thus, most Japanese investors think that Japanese labor
costs are high and view foreign investment favorably as means of lowering
production costs. However, the amount of foreign investment actually under-
taken does not correlate with the perceived severity of the labor costs faced in
Japan. Similarly, yen appreciation and high capital costs do not appear to
seriously influence the extent of foreign investment undertaken. Thus, in the
absence of other identifying factors, the conclusion is that while these cost
factors act to push investment abroad, the extent of a specific firm’s inter-
national investment depends more on its capabilities to exploit opportunities
in foreign locations.

Investment in Asia

Our focus now shifts from the extent of foreign investment to the allocation
of that investment across alternative regions. Thus the variable we examine is
the share of Japanese foreign investment in Asia. Indirect inferences are also
possible regarding firm characteristics that lead to investment in other major
locations—the United States and Europe.

Asia’s share of foreign investment by the sample firms is 35 percent. How-
ever, there is a strong inverse relationship between the size of a firm and
its share of investment in Asia (Table 6.1). The smallest firms, on average,
undertake 60 percent of their foreign investment in Asia; the share falls to
about 20 percent for the largest firms. Presumably, smaller firms have fewer
opportunities for diversification. To examine this relationship more closely,

Table 6.3 Perception of disadvantage due to high Japanese costs (mean responses on
a 1–7 scale, from favorable to very unfavorable)

Firm size
(billion yen)

Appreciation
of yen

High labor cost
in Japan

High capital cost
in Japan

0.2–8.6 4.52 5.85 4.26
(33) (25) (27) (23)

8.7–37.8 4.82 5.55 4.44
(32) (28) (29) (27)

37.9–94.6 4.43 5.10 4.10
(32) (30) (30) (30)

94.7–300.0 4.90 5.28 4.19
(33) (31) (32) (32)

300.1–7450.0 4.73 5.19 4.57
(31) (30) (31) (30)

All firms 4.70 5.40 4.29
(161) (153) (159) (151)

Note: Number of respondents in parentheses.
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we regress the share of investment in Asia against firm characteristics and the
strength of various preferences stated by firms.5

Firm and industry characteristics The regression results confirm that, all else
equal, smaller firms place a larger proportion of their foreign investment in
Asia (Table 6.4). Unlike for aggregate investment flows, we do not now see
any impact of firm’s R&D on its location decision in Asia. It could have been
expected that a greater share of investment in Asia is associated with lower
R&D intensity and that technologically sophisticated firms invest to a greater
degree in the United States and Europe. However, any effect of techno-
logical sophistication appears subsumed by size of investor, since small firms
also tend to do less R&D. This speculation draws support from our later
discussion on future plans of the surveyed firms where we find that in coming
years large firms are more likely to make investment in Asia than small firms,
and where R&D does show up as a negative influence on Asian investment.6

A feature of some interest (and robustness) is the negative relationship
between the export propensity of the investing firm and the share of its
foreign investment in Asia. This, it will be noted, is the opposite of the

Table 6.4 Determinants of allocation of investment to Asia (dependent variable:
Asian share of past foreign investment)

Variable OLS OLS with selectivity correction

Worldwide sales −0.0009* −0.0009*
(−2.14) (−2.19)

Export/worldwide sales −54.39** −51.54**
(−1.98) (−1.87)

High capital cost in Japan 7.25* 8.04*
(2.85) (3.06)

Low labor cost in host country −5.53 −6.21**
(−1.67) (−1.85)

Good labor quality in host country 13.14* 12.45*
(3.70) (3.47)

Restriction on repatriation of earnings −11.24* −11.08*
(−3.31) (−3.27)

Correction term 3.30
(1.14)

Constant 37.38 37.11
(1.33) (1.32)

R-squared 0.49 0.50

No. of observations 50 50

Note:* significant at 5%, ** significant at 10%—t-values in parentheses.
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relationship between export propensity and the flow of all foreign investment
(measured as a share of the firm’s aggregate investment). The implication
also is that investment outside Asia (mainly in Europe and the United
States) is undertaken by firms with high export intensity. A possible inter-
pretation of this finding is that the Japanese firms investing in Europe and
the United States have long exported to those destinations and undertook
major investments in these countries during the second half of the 1980s
and the early 1990s to produce locally under the threat that their exports
would be restricted; the survey captures a snapshot of the tendency of these
highly export-oriented firms to increase their production facilities in Western
industrialized nations.

In contrast, firms investing in Asia are not doing so under the threat of
barriers to exports in that region. Rather, in seeking to participate in the rapid
growth elsewhere in Asia, they are also choosing production locations that
offer the possibility of efficient production and low costs of inputs. Thus,
while perceptions of high Japanese costs do not differentiate foreign inves-
tors, the high negative perception of domestic production costs creates the
basis for seeking low cost sites, provided (as we shall see) no sacrifice is
entailed in production quality. We next explore these production cost and
quality features in some detail.

Labor costs While there is a general presumption from the discussion above
that high costs of labor in Japan are a major reason for driving Japanese
investment abroad and there are reasons to believe that investment in Asia
specifically seeks low wage labor, the survey points to a more nuanced analy-
ses of investment flows to Asia. For example, perceptions of Japanese labor
costs was not a significant explanatory variable for investment into Asia.
Thus, as before, while Japanese firms consider labor costs in Japan to be
onerous, there is little variation in this perception and so it has limited ability
to explain the variation in foreign investment undertaken.

To approach the matter from a different perspective, we also asked how
important (on a scale from 1 to 7) were low Asian wages in their decision to
invest in Asia. Firms did report that low wages were important, the average
response being 5.6. However, though low Asian wages are attractive to all
investors, regression results presented in Table 6.4 indicate that the percep-
tions of Asian wages by Japanese investors also do not differentiate the
investment decisions. If anything, it appears that firms potentially attracted
by low Asian wages tend actually to place a smaller share of their investment
in Asia.7

Rather, firms require high quality labor—not merely cheap labor. Our
results show that it is the variations in the demand for high quality labor that
influence the investment decision. Firms that think highly of the labor quality
in the Asian region are the ones who undertake substantial investment in that
region—greater the perception of labor quality in Asia, greater is the share of
investment in Asia. The important message from these findings is that while
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low wages may be desirable, perceptions of labor quality are key to attracting
foreign investment.

These results support the hypothesis proposed by Robert Lucas (1990) that
the lack of complementary human capital inputs lowers the productivity of
physical capital in developing countries and hence limits the flow of foreign
investment to these countries. However, the measure of human capital is not
necessarily the levels of educational attainment in that country. For example,
our respondents find Thai labor quality to be higher than in the Philippines
although the secondary enrolment rates in the Philippines are much higher.
Thus the labor quality of interest to foreign investors is related more to
industrial experience rather than to formal educational achievements. This
does create the possibility of a self-reinforcing condition where an industri-
ally literate labor force attracts foreign investment and such investment
further enhances the quality of the labor force. Those not in this loop are in
danger of being excluded from the benefits of international capital flows.

Our data does identify differences between firms with regard to their atti-
tude towards low wages. Small firms place a significant premium on low
wages. This is seen by the interaction of labor cost perception variable with a
dummy for the small 20 percent of the firms. Here the coefficient is positive
and significant. Importantly, though, small firms also place a premium on
labor quality.

Capital costs The regression result shows that the severity of perceived
Japanese capital costs correlates strongly with the share of investment under-
taken in Asia. The surveyed investors, on average, do not consider the capital
cost disadvantage in Japan to be high. However, the perceptions of the firm in
this regard very much more and this variation is, in turn, reflected in the
variation in foreign investment undertaken.

We find further that perceptions of high capital costs in Japan are posi-
tively and significantly (at the 5 percent level) correlated with the goal to raise
capital from the country in which the investment is being made. The question
asked was: How important (on a scale of 1 to 7) is availability of local
financing in your decision to invest in Asia? The correlation between this
variable and the severity of perceived capital costs in Japan (also measured
on a scale of 1 to 7) was 0.29, which is significant at the 5 percent level.
Thus, capital costs (and/or the easy availability of finance) appears to be an
important factor determining the choice of investment location.

To conclude: we found in the previous section that costs in Japan relative
to those prevailing abroad (particularly high Japanese labor costs) play
virtually no role in the decision to invest abroad—rather the extent of invest-
ment undertaken depends much more on firm-specific attributes. In this
section, we have found that relative costs are a much more significant factor
in determining the allocation of investment across competing locations.
However, costs need to be interpreted here in the broader sense of costs of
doing business. Thus, low wage costs do not by themselves constitute low
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production costs—the quality of labor is critical. Capital costs and avail-
ability of local financing are also important considerations in the location
decision. These findings closely match the findings from the aggregate data
(Mody and Srinivasan 1998; also Ch. 3 this book).

Country policy characteristics In choosing their production locations, what
country policies do Japanese investors look for? Limitations on repatriation
of earnings is considered a serious disincentive by Japanese investors planning
investments in Asia (on a scale of 1 to 7, with 7 being the most severe
disincentive ranking, limits on repatriation rank 5.62). Moreover, this per-
ception of disincentive is strongly correlated with a low share of foreign
investment going to Asia.

Note, however, the absence of any other country policy measure as correl-
ate of the share of Asian investment in aggregate foreign investment. Of
particular interest is the absence of ownership restrictions as influencing
Asian investments. Once again we find that the raw perceptions and regres-
sion results give seemingly different results. However, it is more appropriate to
view these as reflecting different perspectives on investor preferences. We do
find that government restrictions on foreign ownership are strongly resented
by Japanese investors. Requirements to export are similarly considered a
major disincentive: on a scale of 1 (low disincentive) to 7 (high disincentive),
restriction of ownership to less than 50 percent of firm equity is rated at 5.7.
The requirement to export more than 50 percent of output is rated at 4.9.

However, most countries in which the Japanese firms invest have limited or
no ownership restrictions on foreign investors. This results in foreign inves-
tors owning a large share of the equity of their venture abroad. For example,
investors responding to our survey note that, on average, they owned about
45 percent of the venture in the Philippines and 60 percent of the venture in
China. For Thailand, Indonesia, and Malaysia, the average share of equity
lay between 50 and 60 percent. Only in Vietnam and India was the share of
equity owned on the low side—below 25 percent.

One can interpret these findings in the following manner. Japanese firms
screen out those countries with the most onerous ownership restrictions and
export obligations. In countries where they do invest, they do view ownership
restrictions (and local content requirements) as a disincentive if those restric-
tions are in place; however, for the most part, these are countries with low
restrictions or countries in the process of dismantling restrictions. The results
also point to a warning. If, for some reason, the restrictions were reintroduced,
then firms with the greatest investment in the country would be the most
seriously affected, creating the possibility of large investment outflows.

The implication also is that concerns about repatriation of earnings are both
strong and current—unlike ownership restrictions which are in practice being
phased out, repatriation of earnings is not thought to be a concern that can be
dismissed as practically unimportant. Thus, firms that view repatriation of
earnings as a serious problem in Asia do, in fact, lower their Asian investments.
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Future plans of Japanese investors in Asia

Currently, Malaysia and Thailand are the most favored locations, followed
closely by China. Indonesia is next, but the Philippines, India, and Vietnam
have attracted very little Japanese investment (see Table 6.5, which gives the
number of firms that have investments in each of the countries). However, as
these Japanese firms plan substantial new investments in East Asia, a shift in
direction is discernible.8

In this section, we describe the determinants of expected Japanese invest-
ments in Asia. A question was asked to determine the likelihood of the
firm’s investment in each of the seven Asian countries in the three years follow-
ing the survey. For each country, the firm was asked to rank the likelihood
from 1 (very unlikely) to 7 (very likely). Table 6.5 compares this likelihood with
current presence in the countries considered. There is clearly increasing inter-
est in China, Indonesia, and Vietnam. From an already strong position, China
emerges as a strikingly popular likely destination and Japanese investors main-
tain a solid interest in Thailand and Malaysia. India and the Philippines are
currently positioned relatively poorly and there are no indications that they
will gain significant Japanese investment in the near future.

As in previous sections, we present now a more detailed analysis of future
investment preferences. Our dependent variable is the likelihood of investing
in a specific country in the next three years. This set of investigations also
permits us to examine the effect of country specific attributes on the plans of
investors.9

The regression presented in the first column in Table 6.6 assumes that
planned investment bears the same relationship to investor characteristics
and country features for all host countries. Since this is unlikely to be the case,
we also repeat the regression for three country groups: (1) China, Vietnam,
and Indonesia; (2) India and the Philippines; and (3) Malaysia and Thailand.

Table 6.5 Characteristics of likely future investors by country

Variable China India Indonesia Malaysia
The

Philippines Thailand Vietnam

Number of firms
likely to invest in
next 3 years

162 155 155 155 155 156 158

Likelihood of future
investment (1–7
scale)

4.10 1.74 2.86 2.87 2.03 3.18 2.55

Of those likely to
invest, the number
who are already
present

33 5 28 40 11 47 2

Total number
currently present

34 5 31 43 11 52 2
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Any grouping runs the risk of being arbitrary. Our reason for this particular
division was that the first group is experiencing the most growth in investors;
the second group has had low investment and is not attracting much investor
attention either; the third group, Malaysia and Thailand, has had significant
investment in the past and is continuing to retain strong investor interest.

Firm characteristics The likelihood of investment in the countries under
consideration increases as the size of the firm increases, this being true for
all countries and for each of the three groups. This suggests that unlike in
the past when small firms were more focused on Asia, the larger firms are
displaying strong interest with the possibility of increased share of their
investment in that region. Consistent with previous results, once size is con-
trolled for, then firm R&D has a negative influence on planned investment.
Finally, the export ratio of the firm is also negatively correlated with its

Table 6.6 Determinants of expected investment in Asia (dependent variable: likeli-
hood of future investment)

Variable All countries
China, Indonesia
and Vietnam

India
and the
Philippines

Malaysia
and Thailand

Worldwide sales 0.00003* 0.00003* 0.00005* 0.00002**
(4.574) (3.131) (4.246) (1.714)

R&D ratio −.185** −0.229 −0.162 −0.083
(−1.926) (−1.563) (−1.031) (−0.453)

Export/sales −2.108* −2.008** −0.096 −3.911*
(−3.063) (−1.909) (−.088) (−2.864)

Investment by
competitors

0.285*
(6.847)

0.317*
(5.078)

0.161*
(2.092)

0.308*
(3.987)

Domestic market 0.179* 0.121* 0.134** 0.157*
(5.048) (2.436) (1.924) (1.988)

Labor cost 0.195* 0.155* 0.059 0.282*
(4.670) (2.212) (0.915) (3.071)

Labor quality 0.079** 0.046 0.056 0.079
(1.703) (0.681) (0.711) (0.791)

Equipment and 0.007 −0.072 0.126 0.135
parts (0.13) (−0.931) (1.228) (1.373)

FDI policy 0.121* 0.280* 0.077 −0.144
(2.132) (3.511) (0.704) (−1.271)

Constant −0.463 0.171 0.057 −0.191
(−0.997) (0.225) (0.081) (−0.204)

Adjusted R-squared 0.38 0.38 0.36 0.29

Note: * significant at 5%, ** at 10%, t-values in parentheses.
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planned investment in the Asian countries under consideration. This implies
a continuation of the past investment pattern: those serving the Japanese
market are more actively seeking Asian investment locations than those who
have a significant export presence.

Role of competitors A most interesting finding is that foreign investment
decisions are very closely related to those that competitors are expected to
take. We asked our respondents how likely it was that their competitors
would invest in each of the seven countries. The regression results show a
strong partial correlation between the firm’s plans and its expectations
regarding the behavior of its competitors: if a firm expects that its competi-
tors are very likely to invest in China, the firm itself considers it very likely
that it would invest in China.

Of interest here is the difference between the three country groups. The
influence of competitors is most powerful for the China/Indonesia/Vietnam
group. The coefficient of 0.33 could crudely be interpreted as indicating that
a one percent increase in the likelihood of competitors investing in these
countries will have the effect of raising the respondent firm’s likelihood of
investing in those countries by 0.33 percent. (This elasticity interpretation
assumes that the scales represent logarithmic preferences.) At the other
extreme, the coefficient for India and the Philippines has a value of 0.16,
suggesting that while investors are influenced by the behavior of other inves-
tors in these countries, the rush to India and the Philippines is much less.
Finally, the coefficient for Malaysia and Thailand is 0.28, which is a strong
indication that these countries are not close to saturation in terms of the flow
of new investment, as some observers are inclined to believe. Our findings
here support Raymond Vernon’s observations on the importance of strategic
considerations in driving foreign investment.10

Host country characteristics Respondents to our survey reported that their
most important market was the domestic market of the country they were
investing in, with importance measured on a scale from 1 (not important) to 7
(very important). Here both the stated perceptions and the regression results
point in the same direction. The raw score for importance of the domestic
market was 5.5 (for all other markets, the score was less than 5.0). Moreover,
the pooled regression results, as well as the results for different groups, show
that perception of the size of the host country’s domestic market exerts a
positive influence on planned investment in that country.

Availability of parts and equipment is an important factor in guiding
future investment, though the results are not significant at conventional
levels. The effect appears most pronounced for Malaysia and Thailand, and
for the pooled regression. The implication is that investors are sensitive to
perceptions of availability of parts and equipment when making investment
decisions within Malaysia and Thailand, and when choosing between the
three groups.
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Low labor cost and high labor quality are also important factors. Notice
that while labor quality continues to be important, low wages emerges as a
strong factor here, in contrast to the case where we explained the share of
Asian investment in all foreign investment. The finding could reflect a change
from the past when Japanese investment was only in its early stages; with
major new investment planned, wages may play a more key role in determin-
ing investment locations. However, one difference between the results here
and in the previous section is that here we are considering investments in
specific countries whereas earlier we were investigating determinants of
investments in all these countries. The implication could be that when taken
as a group, low wages in these countries are not the main feature attracting
Japanese investment, but choice within the group of countries is influenced
by perceived wage levels.

Finally, favorable FDI policy is a desirable country characteristic. Here we
are unable to distinguish between different aspects of FDI policy. Our earlier
discussion (in the previous section) was based on generally desirable proper-
ties of FDI policy. In this section, our explanatory variables refer to specific
countries and attempting to elicit views on specific aspects of FDI policy for
every country was determined to be unworkable. However, we did try one
variation on the basic regression to further examine the role of FDI policy. We
interacted the country perception of FDI policy with the presence or absence
of the firm in that country. The result shows that policy has less influence on
likelihood of investment if the firm is already present in the country under
consideration. The implication is that perception of FDI policy is more rele-
vant as a potential barrier to entry rather than as an impediment to expansion
of existing firms that, presumably, have learnt to work within the system.

Conclusions and discussion of findings

The payoff from this micro-level analysis of Japanese investment has been
two-fold. First, we have been able to identify key firm characteristics that
influence decisions to invest abroad. Second, we were able to relate stated
preferences to actual investments undertaken and to likely future investments.

Firm characteristics We find that firm characteristics have a very significant
influence in determining both aggregate foreign investment flows and their
allocation across competing locations. In particular, firm characteristics are
the dominant discernible influence on the decision to invest abroad. Percep-
tions of cost conditions in Japan—generally negative, especially with regard
to labor costs—may well influence the extent of foreign investment but since
the perceptions are held with some uniformity across firms, the ability to
distinguish their influence is limited. Thus while there may be a general push
based on rising domestic costs, the differential response to this push indicates
that those with favorable inherent capabilities are best able to exploit
opportunities for establishing production facilities abroad.
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The precise nature of foreign investment capabilities can only be indirectly
inferred from the data. Firm size is important in determining investment
abroad—large firms, all else equal, invest more abroad. An important finding
was the dampening effect of high R&D on foreign investment. Technologic-
ally sophisticated Japanese firms are under less competitive threat than other
Japanese firms and hence have less need to move production closer to cus-
tomers or seek cheaper locations. If not R&D, then what are the firm-specific
advantages that enable Japanese firms to be successful foreign investors?
An important clue may lie in the strong positive relationship between foreign
investment and export propensity. Large size, low R&D, and high export
intensity combine to suggest that Japanese foreign investors exploit their
access to marketing channels (for international trade) and their superior
factory-level production techniques.

In considering the allocation of foreign investment to Asia, the results
show that in the past smaller firms have had a greater share of their invest-
ment in Asia; but looking ahead, large firms have stronger expectations about
investments in Asia, implying that they could increase the share of their
foreign investment in that region. The share of investment in Asia is inversely
related to export propensity, suggesting that investments undertaken by
Japanese firms outside Asia (especially in Europe and the United States) to
leap over trade barriers while, in contrast, Asian investments are being driven
more by perceptions of market growth in that region. It is possible that the
growing Asian markets could equally be served from production locations in
Japan. However, the attraction of Asia is augmented by favorable production
conditions in some countries in the region. The race with competitors is
indicative of the pressure to establish early presence in the markets to be
served.

Market orientation According to this survey, foreign subsidiaries of Japanese
firms export about one-third of their output from their operations in Asia.
However, our analysis of the expected trends in the coming few years suggests
that the domestic market will continue to be a major attraction for foreign
investors in all countries. Indeed, except for exports to Japan from the
China–Indonesia–Vietnam group, expectations of exports play no part in
explaining the likelihood of a firm making an investment in a particular
country.

What are the factors that can increase Japanese investor interest in exports
from their host locations? The survey shows that firms that export a larger
share of their output from their subsidiary in the host country, tend to import
a larger share of their inputs. Where imports are being restricted by trade
barriers and local content rules, the implication of our survey would be
removal of such barriers would permit greater exports. The survey also indi-
cates that exports from host countries depend upon the availability of a pool
of trained manpower, specially technicians and supervisors.
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Human capital development The survey results highlight the strong Japanese
investor preference for operating in conditions where the human capital is
well developed. We saw this in different ways: the share of investment in Asia
was higher for firms looking for high labor quality and the likelihood of
investing in a country in the coming years was also influenced by its labor
quality. In addition, the size of operation of the subsidiary (measured by the
number of employees) is correlated with the labor quality in that country
and, as noted, the share of exports in sales is related to easy availability of
technicians and supervisors.

This is strong confirmation of the Lucas (1990) hypothesis on the need for
complementary human assets for the flow of financial capital. However, it
also raises questions about the developmental role of foreign investment. It is
widely presumed that foreign investment can be an effective means for bring-
ing “best practice” to a country and for widely disseminating these practices
through labor turnover from the foreign enterprises or through training to
local suppliers. We were unable to verify the extent to which such diffusion
occurs through on-the-job training, Japanese practices such as job rotation
that leads to multiple-skilling, or the imposition of quality standards on
suppliers leading to an indirect transmission of knowledge.

What we do see, however, is that Japanese investors demand a minimum
labor quality—which includes availability of technicians and supervisors
and, hence, is a pretty stiff minimum. Where such a high quality environment
exists, Japanese production techniques are effective, and lead to further
enhancement of skills. Where the relevant skills are not available, the prob-
ability of attracting Japanese investors, and the ensuing further development
of human skills, is less likely. This, of course, raises the difficult question of
how such minimum skills are to be identified and developed. Since percep-
tions of labor quality are only loosely related (and sometimes quite contrary)
to conventional educational measures, measures undertaken to encourage
firm-level training would have a higher pay-off than secondary school
enrolment. An implication could be to explicitly require foreign investors
to undertake significant training programs, as apparently was the case in
Singapore.

FDI policy The findings strongly support investor preferences for favorable
FDI policies. For the three groups of countries considered, perception of
favorable FDI policy leads to greater investment in the country. There is, of
course, a difficult question of causality here. Firms that invest a lot in a
particular country are likely to be more familiar with the workings of policy
and could view it as less intimidating than firms that have no (or limited
presence) and hence limited experience in the country. If this is indeed the
case, then the FDI policy would have more of an influence on entry than on
continued expansion in the country. The evidence presented suggests there is
in fact some basis for thinking so. The implication is that better information
and dissemination of information on FDI policy may have dividends, such as
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through using existing investors more actively to convey their experiences to
potential investors at carefully organized symposia.

Alternatively, specialized and proactive agencies that “hold the hands” of
potential investors could also be a useful instrument in attracting foreign
investment. These agencies do not have to be a part of the government—non-
governmental organizations and even private enterprises could play an
important role. The example of “shelter operations” in northern Mexico is
instructive. Despite the favorable maquiladora policies that allowed foreign
investors easy imports of equipment and materials, foreign firms still find
themselves hesitant to make the first investment. About two decades ago, a
largely private initiative led to the formation of shelters, which provide the
foreign firm with all local services (including dealing with the government,
hiring workers, and renting space). This has proved to be a lucrative business
and has fostered foreign investment in the region. The role of the government
was in financing some of the early industrial estates that became the homes
for some of the shelters; much industrial estate development since has also
been privately financed.

FDI policy covers a diverse range of initiatives and it is necessary to peel
open its components. Where it was possible to do so, we found that repatri-
ation of earnings was a very serious concern to investors, not just in terms of
their perceptions but also in terms of how it influenced their investment
decisions. That this should be the case is easily understandable. A clear impli-
cation is that greater freedom to transmit earned profits has to be a high
policy priority. Other dimensions of FDI policy, although perceived by inves-
tors as important, seemed to have less influence on actual investment
decisions. Ownership restrictions and export requirements for example were
perceived as serious disincentives but had no clear effect on investments
undertaken. One explanation we offered is that ownership restrictions are, in
practice, not very strong in most East Asian economies. Thus, while investors
would view them as disincentives if they were in place, their practical lack of
restrictiveness makes them not very relevant in explaining investment
decisions.

Export requirements and local content rules seem to go together. If export
requirements are present, it is important, as discussed above, that local con-
tent rules be relaxed—firms that need to export require international quality
inputs at international prices. Thus, a policy that imposes export targets
without allowing virtually free imports is going to be a serious deterrent to
investors. Alternatively, if local content rules are in place, foreign entre-
preneurs will have to be allowed to sell a substantial proportion of their
output in the domestic market.

Notes

1 According to a survey conducted by the Japan External Trade Organization
(Jetro), one-fifth of production by Japanese firms is located overseas and this share
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is expected to grow to a third. The shift abroad is often described as the “hollow-
ing” out of Japanese manufacturing. U.S. firms produce 25 percent of their output
abroad while German firms are the least international with less than 20 percent of
their output produced at foreign locations (Dawkins 1996).

2 To reduce the burden on survey respondents, we did not ask them to specify their
exact R&D ratio. Instead, we asked them to state the range of their R&D expend-
iture to total sales ratio: zero, less than 1 percent, 1–3 percent, 3–5 percent, and
greater than 5 percent.

3 For the United States, Horst (1972) also finds increased size to be a predictor of
the likelihood that a firm will invest abroad; however, he finds a much stronger
positive effect than we do here. As the descriptive statistics show, small Japanese
firms do undertake significant foreign investment.

4 For a recent survey of the literature relating Japanese foreign investment to
its “organizational prowess”, including factory-level practices and long-term
inter-firm networks, see Caves (1993).

5 Once again, as above, we control for bias due to non-reporting by some firms.
However, here a Tobit regression was not required since all reported shares of
investment in Asia were greater than zero.

6 This result is consistent with the Kogut and Chang (1991) finding that a Japanese
industrial sector is more likely to undertake investment in the United States the
higher the level of R&D in the industry. Thus, although high R&D firms are in
general not likely to undertake foreign investment, if they do so, the investment is
more likely to be in the more industrialized nations.

7 Once again, there is a similarity between Japanese and Swedish foreign investors.
Swedenborg (1979) reports that Swedish firms are found to invest in high wage
locations and interprets this to indicate a preference for high skill labor required
for the relatively sophisticated production operations undertaken by Swedish
multinationals.

8 A similar shift is evident in the aggregate as investments in Europe and the U.S.
have grown at a slower pace in recent years while Asia and Latin America have
become increasingly favored locations (Dawkins 1996).

9 In this set of regressions, there is no ‘correction’ term for missing observa-
tions since almost all firms reported their likelihood of investing in different
countries.

10 Such rivalry evidently extends beyond Japanese investors. A German investor
recently summarized well the phenomenon: ‘We simply cannot sit back and let the
Japanese take over another market unchallenged’ (Financial Times, March 28,
1993). It is very likely that Japanese and other investors feel similarly.

References

Cantwell, John (1989) Technical Innovations in Multinational Corporations. London:
Basil Blackwell.

Caves, Richard (1982) Multinational Enterprise and Economic Analysis. New York:
Cambridge University Press.

Caves, Richard (1993) “Japanese investment in the United States: Lessons for the
Economic analysis of foreign investment.” World Economy 16(3): 279–300.

Dawkins, William (1996) “Japan shifts foreign investment focus.” Financial Times
February 13: 8.

Heckman, James (1979) “Sample selection bias as a specification error.” Econometrica
47: 153–161.

Horst, Thomas (1972) “Firm and industry determinants of the decision to invest

Japanese multinationals in Asia 131



abroad: an empirical study.” Review of Economics and Statistics 54 (August):
258–266.

Kogut, Bruce and Sea Jin Chang (1991) “Technological capabilities and Japanese
foreign direct investment in the United States.” Review of Economics and Statistics
73(3): 401–413.

Lucas, Robert E. (1990) “Why capital doesn’t flow from rich to poor countries?”
American Economic Review 80(2): 92–96.

Maddala, G.S. (1983) Limited Dependent and Qualitative Variables in Econometrics.
New York: Cambridge University Press.

Mody, Ashoka and Krishna Srinivasan (1998) “U.S. and Japanese investors: do they
march to the same tune?” Canadian Journal of Economics 31(4): 778–799.

Swedenborg, Birgitta (1979) “The Multinational Operations of Swedish Firms: An
Analysis of Determinants and Effects.” Stockholm: The Industrial Institute for
Economic and Social Research.

Vernon, Raymond (1993) “Where are multinationals headed?” In Kenneth A. Froot
(ed.) Foreign Direct Investment. Chicago: The University of Chicago Press.

Wheeler, David and Ashoka Mody (1992)  “International investment location
decisions: the case of US firms.” Journal of International Economics 33: 57–76.

132 FDI determinants



Part II

FDI benefits
Growth, investment, and efficiency





7 Explaining industrial growth in
coastal China
Economic reforms . . . and
what else?

With Fang-Yi Wang

In the 1980s China experienced an explosion of pent-up entrepreneurship
facilitated by wide-ranging, although often unorthodox, economic reforms.
Walker’s (1993) apt metaphor rightly focuses the spotlight on China’s entre-
preneurs who include not just factory managers but also local government
officials, especially mayors of cities and counties. Growth in gross domestic
product (GDP) jumped from 6.4 percent a year between 1965 and 1980 to
10.1 percent between 1980 and 1989. From 1985 to 1989, the years on which
we focus, the pace of economic reforms was stepped up and performance was
especially outstanding: GDP grew at 11.5 percent a year, and industrial out-
put, the principal engine of growth, grew at a yearly rate of 14.4 percent.
Moreover, factor productivity—which made virtually no contribution to
growth in the three decades before 1980—grew at an annual rate of 2.4
percent for state-owned enterprises and 4.6 percent for collectively owned
enterprises and accounted for 27 percent of growth between 1980 and 1988
(Chow 1993; Jefferson, Rawski, and Zheng 1990). At the same time China’s
share of world markets jumped dramatically between 1985 and 1989, par-
ticularly (but not exclusively) in light manufactured goods, such as shoes,
clothing, toys, and small electrical appliances.

Gains in industrial output were especially marked in the coastal region,
where growth during 1985–89 was significantly higher than that in other
regions and was also substantially above its own growth rate in the previous
five years (see Table 7.1). Five coastal provinces (Fujian, Guangdong, Jiangsu,
Shandong, and Zhejiang) were at the center of the “miracle,” registering
growth rates of about 20 percent a year between 1985 and 1989. The per-
formance of the three coastal counties (Beijing, Shanghai, and Tianjin) was
less impressive. Throughout China, but especially in the coastal provinces,
enterprises in the nonstate sector were the star performers. In the Chinese
context, the nonstate sector includes collective enterprises, which are typically
owned by local governments—that is, by governments below the provincial or
county level—whose officials have been a key source of domestic entre-
preneurship (see Bateman and Mody 1991 and Oi 1992). Table 7.2 provides
the share of industry by ownership for the eight coastal provinces and
counties.



Table 7.1 Growth in industrial output by ownership in Coastal China, 1980–89 (aver-
age annual percent)

Total State-owned Collectively owned Othersa

Region 1980–85 1985–89 1980–85 1985–89 1980–85 1985–89 1980–85 1985–89

Coastal counties

Beijing 8.7 12.9 6.2 8.3 12.0 12.1 37.9 36.2
Tianjin 9.1 11.4 7.2 4.9 11.6 12.0 24.5 35.8
Shanghai 7.3 6.6 5.1 2.2 15.7 8.8 23.3 30.8

Coastal provinces

Jiangsu 15.1 17.3 8.6 9.9 19.3 18.4 27.5 26.6
Zhejiang 18.7 17.8 10.4 8.2 23.4 18.0 33.0 28.6
Fujian 13.5 20.5 9.2 11.4 13.8 16.6 33.7 37.5
Shandong 11.2 21.5 6.8 10.2 15.6 21.9 26.8 55.3
Guangdong 14.4 23.5 11.2 15.1 16.6 22.2 23.4 40.7

Total 12.0 16.5 7.4 8.0 17.6 18.0 27.7 34.6
China 11.3 14.4 7.9 8.7 17.9 19.0 — —

— Not available.
a. Includes mainly collectively owned enterprises below the township level, private enterprises,
partnerships, individuals, and joint ventures with foreigners.

Source: China, State Statistical Bureau (1990).

Table 7.2. The share of industry by ownership in Coastal China, 1980, 1985, and 1989
(percent)

State-owned Collectively owned Othersa

Region 1980 1985 1989 1980 1985 1989 1980 1985 1989

Coastal counties
Beijing 80.6 71.1 59.6 17.4 20.5 19.6 2.1 8.4 20.8
Tianjin 80.1 72.1 55.8 15.6 17.7 18.4 4.4 10.2 25.8
Shanghai 87.5 77.5 65.8 9.6 15.4 16.3 2.9 7.1 18.0

Coastal provinces
Jiangsu 57.2 40.5 30.6 33.4 40.6 42.4 9.4 18.9 27.1
Zhejiang 56.1 35.5 24.6 34.5 44.4 44.6 9.4 20.1 30.9
Fujian 71.2 56.8 40.1 21.1 21.8 18.7 7.7 21.4 41.2
Shandong 67.6 54.6 38.5 26.6 32.4 32.6 5.9 13.0 28.9
Guangdong 63.0 52.5 37.6 27.1 30.6 28.6 9.9 17.0 33.9

Total 71.4 55.7 40.8 22.5 29.9 31.4 6.1 14.3 27.8

a. Includes mainly collectively owned enterprises below the township level, private enterprises,
partnerships, individuals, and joint ventures with foreigners.

Source: China, State Statistical Bureau (1990).



To examine China’s exceptional growth experience, this article attempts to
explain the variation in the growth of 23 industrial sectors in each of seven
provinces and counties along the east coast of China during the period 1985
to 1989. The unit of analysis is the growth rate of an industrial sector in a
specific region in a specific year. Three sets of influences on the growth rate
are examined:

• Industry-specific features: the degree of specialization and competition.
• Regional growth factors: the availability of infrastructure, educational

levels, and direct foreign investment; also, the initial per capita income of
the province or county measures the extent of backwardness and hence
the catch-up potential.

• Regional spillover effects: the relationship between growth in a region and
growth in other regions.

Certain distinguishing features of this analysis, as well as its limitations, are
worth noting. First, by comparing growth rates within a relatively homo-
geneous region (the Chinese east coast), the study overcomes some concerns
in interpreting cross-country growth regressions, where it is difficult to con-
trol for widely different economic, social, and political regimes.1 Second,
studies of developing-country growth focus principally on a country’s GDP
(Mankiw 1995 surveys that literature); our focus on individual industrial
sectors is likely to yield more reliable estimates. In this respect, we follow
Glaeser et al. (1992) and Henderson, Kuncoro, and Turner (1995) who study
industrial growth within the United States. Third, we build on the analysis of
Glaeser et al. (1992) by including the possibility of regional spillovers along
with regional influences. Fourth, although covering only a short time span of
four years, we are able to exploit the panel features of the data to examine
factors influencing growth within and across the provinces and counties.
Finally, we also study whether heavy and light industries have been subject to
different growth impulses.

The main limitation of the study arises from the concern that the industrial
output data used may have built-in biases. We are reassured, however, by
the significant variation in growth rates across sectors, regions, and time,
suggesting that measured growth rates are not merely a reflection of some
bureaucratic data-recording process. Moreover, we conduct a number of
sensitivity analyses running regressions for different samples, checking for the
presence of influential observations, and testing the robustness of important
explanatory variables. However, we have attempted to interpret the results
conservatively, highlighting the most quantitatively and statistically significant
findings.

Section I decomposes output growth into time-dependent, regionwide, and
industry-specific components, as well as their interactions, to identify the
proximate sources of growth. Section II describes the approach to studying
the correlates of growth used and our explanatory variables. Section III
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presents and interprets our findings. Section IV summarizes our major
findings and also draws some lessons for other countries.

I. A decomposition of growth of output

Did growth occur across the board or only in certain regions or industries?
Within regions or industries, did growth vary substantially from year to year?
Variance analysis allows us to quantitatively decompose output growth into
time, region, and industry-specific effects and their interactions. Identifying
the main sources of variance in the data through decomposition analysis
helps in a preliminary quantitative assessment of the different sources of
growth. The finding of significant time and regional differences in growth rates
after controlling for sectoral growth patterns also provides some reassurance
that the industrial output data are not being generated in a bureaucratically
mechanical manner.

Growth in time period t, region r, and industry i, Gtri , is assumed to be the
additive result of main and interaction effects.

Gtri = m + αt + βr + τi + atr + bti + cri + εtri (1)

where m is a constant, αt, βr, and τi are the main time, region, and industry
effects, respectively, atr , bti , and cri  are the second-order interaction terms
between two main effects, and εtri is the interaction term for the three main
effects.

Following Schankerman (1991), the variance of output growth can
therefore be expressed as:

Var (Gtri ) = Var (αt) + Var (βr) + Var (τi) + Var (atr ) + Var (bti ) + Var (cri ) + Var (εtri). (2)

4.98 5.72 2.88 1.33 48.14 2.18 34.78

The numbers below the variables in equation 2 are the results derived by
equating the expected values of the variance components with their observed
values (see Appendix for the derivation). Because this is a decomposition, the
values add up to 100 percent. The small variance of αt—4.98 percent—
implies that during 1985 to 1989, time-varying factors had only a minor effect
on growth. Thus, although the overall pace of reforms accelerated, the effect
was not felt uniformly in all regions and industries.

Purely regional effects, βr, were also small—5.72 percent—implying that
across years and industrial sectors, there was no consistent ranking of
regional growth. Together with their interaction, time, and region effects, αt,
βr, and atr  explain 12 percent of the variation in growth. Thus reforms did not
manifest themselves primarily through general coastal expansion or through
growth in specific coastal provinces or counties.
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Industry-specific factors, τi, were small as well, accounting for 2.88 percent
of the variation in growth. Hence, no industrial group grew uniformly rapidly
or slowly throughout the period. For example, the electronics and telecom-
munications sector grew only 5.6 percent in 1985–86, whereas in 1987–88, it
rose a remarkable 19.3 percent.

The dominant source of variation in the data comes from the interaction
of time and industry (bti ), which explains 48.14 percent of the total variance
in growth. Thus output growth rates for specific sectors varied from year to
year, but within a year they were strongly correlated across regions. This
effect captures an industry-specific wave phenomenon evident from a visual
examination of the time pattern of sectoral growth rates for miscellaneous
light industries in Table 7.3. The term wave is used here not to suggest any
predictable sequence of industries experiencing successive surges in growth,
but only to indicate that specific industries achieved high rates of growth
across regions at the same time. Different industries led in different years;
some of the most labor-intensive sectors, such as garments, achieved their
biggest spurt only very late. The wave phenomenon was not restricted to light
industries. In 1985–86 rapid growth was evident in leather products, pharma-
ceutical products, chemical fibers, and metallic products in most of the
coastal region. In 1986–87 electronics and chemicals replaced leather and
metallic products. In 1987–88 paper products, transportation equipment,
electronics, and pharmaceutical products expanded rapidly, only to lose their
position to the apparel industry in 1988–89.

Such synchronization could be accounted for by shifts in buyers’ prefer-
ences for goods, industry-specific technological improvements rapidly trans-
mitted along the coast, or coordinated strategies among decision makers
to promote growth of specific industries at specific times. Also formal and
informal interactions among firms and labor turnover, particularly of highly
skilled managers and engineers, may have extended technology and skills
learned in the open areas to the rest of the coastal region (Ho and Huenemann
1984, p. 55). Another intriguing possibility is that decision makers (whether
in the communist party or industrial administration) maintained close ties
that led to the rapid diffusion of development strategies along the coast (see
Yusuf 1993 and the literature he cites). This network of decision makers
could provide a grid for information flows leading to replication of sectoral
targeting strategies, among other things. In a field study of major decision
makers, Oi (1995) found considerable support for this hypothesis.

But the synchronization could also reflect data limitations. If price defla-
tors for particular industrial groups are biased in different directions in dif-
ferent years, then high synchronization would be built into the data, making
it appear that certain sectors grew more rapidly than others in a given year
when, in fact, they did not. Such biases in industrial price deflators would
exaggerate the extent of synchronization. Here, in this variance decom-
position, the limited objective is to describe the variance in the data, whether
it arises from data artifacts or from interesting economic forces. In the
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regression results reported below, however, interpretation is more critical. A
conditioning term—growth of the same industry outside the region—could
be viewed as a control variable for this deficiency in the quality of data. But
in this case, we would have to downplay its interpretation as a measure of
regional spillovers. The continued plausibility of the regional spillover
hypothesis arises from the differences in degree of the cross-regional syn-
chronization for heavy and light industries and the findings of a field study
(Oi 1995). Such synchronization is also evident in the study by Glaeser et al.
(1992).

Table 7.3 Growth in output of light industries in Coastal China, 1985–89 (average
annual percent)

Years and
industries Guangdong Fujian Jiangsu Zhejiang Shandong Beijing Tianjin Shanghai

1985–86
Apparel 27.0 20.6 11.8 1.1 12.7 −5.6 6.7 −14.7
Leather products 31.2 28.8 22.7 15.0 26.3 5.7 9.8 8.3
Wood products 3.1 9.3 13.1 17.5 5.0 −0.7 −7.4 0.5
Furniture 4.4 −1.9 11.2 11.0 18.6 3.3 −4.3 2.1
Paper products 15.8 11.8 18.8 15.8 18.0 8.8 5.4 2.4
Art products 14.9 39.5 −7.6 11.8 25.6 −36.7 −3.0 −16.6
Plastic 17.3 17.5 8.4 11.3 19.7 3.6 6.7 5.1

1986–87
Apparel 36.1 19.1 14.5 17.6 13.8 4.3 −0.1 11.3
Leather products 54.5 13.5 24.1 13.0 18.7 −2.3 −2.8 3.9
Wood products 15.3 16.2 24.1 1.1 16.3 −3.0 −15.7 −0.7
Furniture 26.1 12.6 19.8 14.6 21.0 13.1 0.4 5.8
Paper products 28.1 16.8 27.8 20.2 20.8 10.2 6.2 15.5
Art products 20.8 12.1 21.1 20.4 41.1 14.4 8.6 2.1
Plastic 27.3 13.4 18.7 17.6 21.6 −8.7 6.5 4.0

1987–88
Apparel 15.4 21.0 12.7 17.4 20.1 13.2 −8.9 7.1
Leather products 17.2 17.0 9.1 9.1 9.7 −22.2 −3.4 −2.2
Wood products 25.1 20.0 −7.1 8.8 16.3 −7.6 −27.2 −16.0
Furniture 10.5 6.0 6.6 14.2 17.5 1.9 −2.7 0.5
Paper products 95.7 56.0 79.5 64.3 60.7 155.6 66.4 103.2
Art products 0.8 21.2 13.2 18.5 28.7 18.0 11.9 6.2
Plastic 14.8 18.4 6.8 16.7 26.5 −1.4 −3.2 −4.6

1988–89
Apparel 28.2 49.8 13.1 16.9 15.2 12.4 14.5 7.3
Leather products 26.6 5.0 −1.8 10.7 10.4 −3.0 −4.0 −3.5
Wood products 5.1 13.4 −5.5 5.0 23.6 −10.0 −12.0 −3.7
Furniture 6.9 1.7 −11.1 −7.0 10.3 3.8 −6.6 −1.3
Paper products 5.7 11.1 −0.4 4.7 10.4 2.5 −5.2 −2.3
Art products 10.7 8.7 11.5 20.8 27.0 −3.6 8.9 18.4
Plastic 15.5 14.2 2.6 4.0 17.5 0.8 −8.9 0.9

Note: The underlined values indicate an industry-specific wave phenomenon evident from a
visual examination of the time pattern of sectoral growth rates for miscellaneous light industries.
Although output growth rates for specific sectors varied from year to year, certain sectors
achieved high rates of growth across regions.

Source: China, State Statistical Bureau, China Statistical Yearbook (various years).
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The remaining 34.78 percent of the variance in output growth is attribut-
able to the third-order interaction between time, region, and industry (εtri).
We interpret this as a regional effect conditional on time-varying industry-
specific factors. Although the changing identity of high-growth sectors is a
major source of variation in growth, this third-order interaction indicates
that growth in an industrial sector during a particular year is not uniform
in every region. Regional differences in initial conditions, human capital
endowment, and infrastructure availability, among others, may cause indus-
tries in some regions to grow faster than those in others. Thus even though
the own effect of regional differences (βr), and its interactions with time (atr )
or industry (cri ), do not explain much of the variation in growth, after adjust-
ing for time-varying and industry-specific factors, significant regional effects
remain.

Unconditional time, industry, and regional factors do not carry significant
explanatory power for variation in growth. Instead, about half the variation
in growth during 1985–89 is associated with time-varying sectoral growth
differences (btr ). Regional effects, by contrast, emerge only after controlling
for the time and industry effects.

II. Investigating the correlates of growth

The annual growth rate of output in an industrial sector in a given region is
our dependent variable. Various industry-specific, regionwide, and cross-
regional factors are the independent variables whose correlation with growth
we seek to examine. The goal here is not to test any specific model of growth
but to describe its most robust partial correlates.

Following Glaeser et al. (1992), we focus on growth itself rather than on
increases in productivity. (Their dependent variable was employment growth;
we use output growth.) Although it may be more appropriate to use increases
in labor or total factor productivity as the dependent variable, this is not
possible in our case because consistent labor force data by industrial sector
are not consistently available. We find, however, that the data on growth of
industrial output are so rich that considerable insights can be obtained
even in the absence of information on labor and capital inputs. Indeed, if
we believe that enterprise-level decisions to acquire or invest in labor or
capital inputs are influenced by available knowledge, infrastructure, human
capital, and industrial organization, then not only productivity but also a
considerable amount of output growth can be attributed to these factors.

The basic framework of analysis is described in Figure 7.1 for two regions
(A and B) and three industrial sectors (1, 2, and 3). The most proximate
influences on an industry’s growth rate are industry-specific variables that
condition the extent of knowledge flows within an industry and the incentives
to invest in the development and appropriation of knowledge. The variables
we use—the degree of industry specialization and entrepreneurship—are the
same as those used by Glaeser et al. (1992). We add a set of regional variables
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to the regressions. The assumption is that having controlled for industry-
specific characteristics, the effect of region-specific variables (such as infra-
structure) will be similarly felt by all industries (for a similar assumption, see
Waldmann and De Long 1990, who analyze growth across industries in dif-
ferent countries, and Stockman 1988). Finally, if there are regional spillovers,
an industry in a particular region will be influenced by growth in other
regions.

Table 7.4 provides descriptive statistics for the seven provinces and counties
used in the regression analysis below for 1986–89. The regression analysis,
unlike the variance decomposition, is based on data only for seven regions
(the five coastal provinces and two counties—Shanghai and Tianjin); foreign
investment data for Beijing are not available.

Industry-specific variables

An important structural feature of an industry is its degree of regional spe-
cialization. Presumably greater specialization is good if the relevant knowl-
edge is best acquired within the industry, but deleterious when diverse skills
and information from other industries are important. Another important
industry characteristic is the degree of entrepreneurship and competition that
can spur investment, although too much competition can lead to diminished
investible surpluses. With the data at hand, the existence of entrepreneurship

Figure 7.1 A framework for industrial growth in Coastal China.
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or competition is inferred only indirectly from the size of firms in industry i in
region r relative to its average in all seven regions.

As in Glaeser et al. (1992), we calculate the following measures of special-
ization, Sirt , and entrepreneurship, Eirt :

Sirt  = [(output in industry i / total output) for region r] / [(output in
industry i / total output) for all regions]

Eirt  = [(number of firms / total output) for industry i in region r] /
[(number of firms / total output) for industry i in all regions].

The time subscript indicates that these measures are different for each year.
Sirt  is the ratio of the share of industry i in region r to its average share

Table 7.4 Descriptive statistics for the data on industry in Coastal China, 1986–89

Variable Mean
Standard
deviation

Minimum
value

Maximum
value

Industry specific
Specialization index,a S 1.028 0.466 0.000 4.347
Entrepreneurship index,b E 1.203 0.839 0.018 5.292

Region specific
Secondary school enrolment rate 0.444 0.125 0.300 0.731
Accumulated foreign direct

investment per person
(thousands of dollars) 0.015 0.019 0.000 0.067

Roadsc (kilometers) 0.434 0.174 0.262 0.882
Interaction between roads and

congestion (population per
square kilometer) 389.543 532.696 75.648 1,797.400

Telephones per 1,000 persons 13.462 9.473 4.712 36.194
GDP per capita (current yuans) 1,845.360 1,188.910 708.000 5,161.000

Regional spillover
Growth in industry in region, G

(percent) 0.112 0.151 −0.423 1.032
Growth in industry outside region

(percent)
0.104 0.119 −0.195 0.886

Note: Statistics are for beginning-of-period values, based on annual data for 1985–86 to 1988–89
for seven provinces and counties: Fujian, Guangdong, Jiangsu, Shandong, Shanghai, Tianjin,
and Zhejiang.
a. The specialization index for industry i in region r, at time t is Sirt  = (output in industry i / total

output) for region r / (output in industry i / total output) for all regions.
b. The entrepreneurship index for industry i, in region r, at time t is Eirt  = [(number of firms/total

output) for industry i in region r] / [(number of firms / total output) for industry i in all
regions].

c. Length of road routes (kilometers) is normalized by area (square kilometers).

Source: Authors’ calculations based on data from China, State Statistical Bureau (1990); China
Statistical Yearbook (various years); Hayase and Kawamata (1990); Statistical Yearbook of
Fujian (various years); Statistical Yearbook of Guangdong (various years).
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across the seven regions. S greater than 1 implies that the industry commands
a larger share of the region’s output than the average share that industry
enjoys in the seven regions. We interpret a rising Sirt  for a region-industry as
an indication of increasing specialization of that industry in that region. As S
increases, knowledge flows will be increasingly restricted to sources within
that industry. Learning from other industrial sectors is likely to be greater
when S is low. Jacobs (1969), who contends that exchanges of information
between different sectors are more productive than exchanges within a sector,
predicts that high-S industries will grow more slowly than low-S industries.
Porter (1990) makes the opposite prediction. Interpretations other than
knowledge flows can also be used to explain the link between S and growth.
For example, suitability of regional factor endowments to the sector may
contribute to a positive relationship between S and growth.

We interpret Eirt  as a possible measure of entrepreneurial strength, but it
could also measure the degree of competition. If small firms are synonymous
with more competition, and more firms imply the existence of entrepreneur-
ship, then the interpretations of the variable will be indistinguishable. A
high E for a region-industry implies more firms for a given output in that
region relative to the average number of firms divided by output in the
industry across all seven regions. A high E could, therefore, be interpreted as
more entrepreneurship or greater competition. In any case a high E indicates
smaller average firm size. In terms of effects on growth, an unresolved
debate centers around whether competition or monopoly is more effective
in encouraging innovation. Similarly, the effect of size on growth remains
controversial.

Region-specific variables

The region-specific variables are the beginning-of-year values for GDP per
capita, secondary school enrolment rate, foreign direct investment per person,
road network (the length of roads in the region divided by the region’s area),
telecommunications availability (telephone lines per capita), and congestion
(population density).

These regional growth-related factors not only are important in their own
right but also can have important spillover effects. Lucas (1988) notes that
human capital is twice blessed: first because it is inherently productive and
second because interactions among well-educated people further increase
efficiency. Shleifer (1990) suggests that good infrastructure provides the focal
point for the development of agglomerations, which in turn create the
environment for knowledge spillovers. Foreign investors bring knowledge on
international best practices in production technologies but also provide links
to international markets.
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Regional spillovers

A control variable, growth of the industry outside the province or county
(that is, growth of the industry in the other six counties and provinces), is also
included in the regressions. By construction, it is a time-varying region- and
industry-specific variable. However, as a practical matter, because it captures
across-the-board industrial growth, it is close to being a time-varying industry-
specific factor with little regional variation in a given time period. In view of
the discussion above that cross-regional correlation may be built into the data
on account of biases in price indexes, the interpretation of the coefficients on
this variable requires some care.

Before reporting our growth regression results, it is important to note the
difficulty of identifying causality in these regressions (Mankiw 1995 has an
extended discussion). Our goal, as a first step, is to identify the bundle of
influences that coexist through a growth process. However, certain techniques
are used that bear on the issue of endogeneity. The potential endogeneity of
the industry-specific variables, competition and specialization, is addressed by
using their lagged (beginning-of-period) values. The endogeneity of regional
variables poses a less serious problem. First, beginning-of-period values
are used in the regression, and second, our dependent variable is not growth
in a region, but rather growth of a specific industry within the region.
Infrastructure, education, and flows of foreign investment are likely to be
influenced by overall regional growth rather than by the expansion of a
particular industry.

III. Correlates of growth

The regressions are run for 23 industrial sectors: food processing, textiles,
apparel, leather products, wood products, furniture, paper products, art prod-
ucts, plastic products, electronics, petroleum, chemicals, pharmaceutical prod-
ucts, chemical fibers, electricity, rubber products, nonmetal products, ferrous
products, nonferrous products, metallic products, transportation equipment,
electrical machinery, and other machinery. The eight regions for which indus-
trial output data are available include the three coastal counties—Beijing,
Shanghai, and Tianjin—and five coastal provinces—Fujian, Guangdong,
Jiangsu, Shandong, and Zhejiang. However, Beijing, although considered
in our output decomposition analysis, cannot be included in the regression
analysis because of incomplete availability of explanatory variables.

Limited degrees of freedom prevent running separate regressions for each
industrial sector. This poses a problem because growth has not been uniform
across sectors, raising the possibility that independent variables have very
different influences on the different sectors. Because a significant feature of
China’s recent growth has been the rapidly growing share of light industrial
sectors, our intermediate solution to this problem is to group sectors into
light and heavy industries and to reestimate the basic regression. Although
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the coefficients show interesting differences in magnitudes, we find the
basic results unchanged and hence focus on the pooled results, noting the
differences that do arise when light and heavy industries are considered
separately.

Pooling time series and cross-sectional data

Because we are pooling time series and cross-sectional data, we first test for
serial correlation in growth rates. If observations in growth rates in four
adjoining years in a specific industry in a particular region are not independ-
ent of one another, the standard errors will be biased and the inferences
drawn will be stronger than warranted. Recall that we have three dimensions
in our data: industry, region, and year. Our interest is in the correlation over
time. We can, therefore, sort the data by region, then by industry, and finally
by year; alternatively, we can sort by industry, followed by region and year.
Both procedures ensure that the adjoining observations are for four succes-
sive years. In either case, the Durbin-Watson statistic for the base regression is
1.87, implying that the autocorrelation problem is not serious.

The base regression is estimated with time and industry dummies, but
without regional dummies. When dummy variables for regions are added to
the regression, we, in effect, remove from the data the variation due to differ-
ences in the levels of variables across regions. The coefficients thus obtained
are weighted averages of within-region relationships, which are sometimes
described as short-run effects. When region dummies are not included, we are
able to compare across regions. Because interregional differences occur over a
longer period of time than do variations within a region, dropping regional
dummies, as we do in our principal regressions, captures the long-run effects.
We also report the more interesting short-run estimates.

The time, region, and industry dummies are not reported in the tables that
present our regression results. But the main patterns of the results for the
time and regional dummy variables are worth noting. Table 7.5 presents the
results for the time dummies. The size of the coefficients for the time dummies
in the first column in Table 7.5 shows an upward trend through the period
under consideration, and the coefficients are significantly different from the
constant term for the base year. However, excluding the time dummies only
reduces the R2 marginally, indicating their limited explanatory power. The
statistical significance of the time dummies is sensitive to whether the obser-
vations are weighted by the population of the region; when observations
are not weighted by population, the influence of the two counties, Shanghai
and Tianjin, increases and the time dummies are not significantly different
from 0, suggesting that the time effects were felt primarily in the five coastal
provinces.

The inference we draw from the increasing coefficients on the time dum-
mies, consistent with the variance decomposition analysis, is that there were
independent, though limited, time effects during this period. In other words,
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the gradual move toward a more market-oriented economy appears to have
had some secular effects independent of the region and industrial sector. The
second column in Table 7.5 gives the results for the time dummies after
dropping the region-specific variables (secondary school enrolment, foreign
direct investment, roads, population density, telephones, and GDP per cap-
ita). Again, the estimated coefficients on the time dummies are statistically
different from the base year.

Table 7.6 presents the coefficients for the regional dummy variables, using
Shanghai as the base for comparison. The coefficients in the first column are
positive but not significantly different from 0 (even at the 10 percent level of
confidence). The second column gives the results when we drop the region-
specific variables from the regression. The pattern of regional dummies in the
second column mirrors more closely the statistics of regional growth pre-
sented in Table 7.1, with the regional coefficient higher for Guangdong
than for Fujian, followed by Jiangsu, Zhejiang, and Tianjin. The exception in
the regional order of growth is Shandong, whose coefficient indicates a
higher growth rate than Guangdong’s, although the F-test shows that the two
coefficients are not significantly different from each other. These results
give some confidence that the regional variables, such as foreign investment
(and accompanying know-how), domestic investment (especially in infra-
structure), human capital, and initial per capita income levels are good
explanatory variables for differences in regional growth. Industry dummies
show no interesting pattern, and including or excluding them makes little
difference to the results.

Table 7.5 Time dummy coefficients, 1986–88

Year Base regressiona Regression without regional
explanatory variablesb

1986 −0.08 0.02
(−3.2) (1.80)

1987 −0.05 0.05
(−1.89) (4.15)

1988 −0.04 0.03
(−1.97) (2.41)

Note: Results are relative to the base year 1989. The t-staristics are in parentheses.
a. Overall regression results for the base case are given in column 4 in Table 7.7.
b. Overall regression results are not reported for the regression without regional explanatory
variables.
It is the model reported in column 4 in Table 7.7 excluding the following variables: secondary
school enrolment, foreign direct investment, roads, population density, telephones, and GDP per
capita.

Source: Authors’ calculations.
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The principal results

Because results in this type of analysis are sensitive to the variables included
(Levine and Renelt 1992), Table 7.7 reports those results that appear robust
to various specifications based on sensitivity tests (described at the end of this
section).

Industry-specific variables After controlling for other variables, industrial
specialization has a largely negative effect on growth. This result suggests that
the flow of knowledge across industries is more conducive to growth than is
the flow within an industrial sector (Jacobs 1969). Less-specialized industrial
sectors gain from knowledge spillovers from other sectors. The short- and
long-run effects are not very different (Table 7.7). Recall that at S equal to 1,
the output share of industry i in region r equals the average output share of
industry i in the seven regions. A decline in S to 0.9 increases the growth rate
0.5 percentage points (for example, from 6 to 6.5 percent). However, the
relationship between industrial specialization and growth does not appear to
be linear. Beyond S equal to about 2, specialization enhances growth.2 The
evidence, therefore, is also consistent with Porter’s (1990) hypothesis on the
benefits of knowledge flows within the same industry, although the degree of
specialization must be large enough. We report below that specialization
promotes growth in the heavy industrial sectors.

Table 7.6 Regional dummy coefficients, 1986–89

Region Base regressiona Regression without regional
explanatory variablesb

Guangdong 1.8 0.11
(1.1) (6.4)

Fujian 1.8 0.08
(1.0) (3.8)

Jiangsu 1.6 0.07
(1.1) (3.7)

Zhejiang 2.0 0.05
(1.2) (2.2)

Shandong 1.7 0.12
(1.1) (7.4)

Tianjin 2.4 −0.02
(1.8) (−0.6)

Note: Results are relative to the base region Shanghai. The (t-statistics are in parentheses.
a. Overall regression results for the base case are given in column 1 in Table 7.7.
b. Overall regression results are not reported for the regression without regional explanatory

variables.
It is the model reported in column 1 in Table 7.7 excluding the following variables: secondary
school enrolment, foreign direct investment, roads, population density, telephones, and GDP per
capita.

Source: Authors’ calculations.
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Table 7.7 Determinants of industrial growth in Coastal China, 1986–89

Short run Long run

Variable 1 2 3 4 5 6

Industry specific
Specialization index, S −0.061 −0.060 −0.060 −0.061 −0.061 −0.057

(−2.477) (−2.462) (−2.416) (−2.470) (−2.501) (−2.326)

Specialization index squared, S2 0.014 0.014 0.014 0.014 0.015 0.013
(1.899) (1.864) (1.855) (1.902) (2.015) (1.788)

Entrepreneurship index, E 0.035 0.038 0.034 0.033 0.031 0.042
(1.683) (1.863) (1.638) (1.714) (1.646) (2.199)

Entrepreneurship index
squared, E2

−0.006
(−1.267)

−0.007
(−1.432)

−0.005
(−1.188)

−0.006
(−1.244)

−0.005
(−1.117)

−0.007
(−1.507)

Region specific

Secondary school enrolment
rate

−3.617
(−3.496)

−1.449
(−1.366)

0.779
(2.962)

1.373
(2.371)

1.121
(2.219)

Secondary school enrolment
rate squared

−0.663 −0.281

(−1.151) (−0.552)

Foreign direct investment 7.815 4.130 6.068 1.628 1.655 1.946
(4.360) (2.822) (3.502) (4.747) (4.816) (6.199)

Roads 6.647 5.089 −0.489 −0.587
(3.087) (2.393) (−2.657) (−2.896)

Roads squared −13.569 −10.532 0.688 0.832
(−3.335) (−2.625) (3.530) (3.593)

Interaction between roads and
congestion

0.006
(3.302)

0.005
(2.803)

Telephones −0.015 −0.017
(−1.513) (−4.248)

Telephones squared 0.0005 0.0003
(2.169) (3.078)

GDP per capita −0.0006 −0.0003 −0.0006 −0.0002 −0.0002 −0.0001
(−5.003) (−3.548) (−3.897) (−5.005) (−4.969) (−2.136)

Regional spillover

Growth in industry outside
region

0.785
(20.033)

0.782
(19.776)

0.783
(19.923)

0.777
(19.492)

0.778
(19.519)

0.780
(19.675)

Regional dummy variables
included?

Yes Yes Yes No No No

Adjusted R2 0.617 0.610 0.615 0.604 0.604 0.609

Number of observations 640 640 640 640 640 640

Note: The dependent variable is growth of industry i in region r at time t (Girt ). All regressions
include time and industry dummy variables and observations are weighted by regional popula-
tion. Short-run regressions report within-region relationships; long-run regressions drop
regional dummies and report interregional relationships. The t-statistics are in parentheses. See
Table 7.4 for more complete definitions of variables and descriptive statistics.

Source: Authors’ calculations.



The statistical significance of the coefficients for E and E2 is weak. The
general thrust of the results is similar across various specifications and hence
worth noting: increasing relative firm size has a deleterious effect on growth.
The values of the coefficients, however, also suggest that when the average
size of firms in an industrial sector in a particular region is smaller than a
third of the average firm size in all regions, growth in that region-industry
suffers (possibly through excessive competition and/or diminished investible
surpluses).

Foreign direct investment We begin the discussion of the regional influences
with the role of foreign investment. A key element of economic reform in
China has been the open door to foreign investment. Although triggered by
government policy, growth in foreign investment has taken on a life of its
own, reaching close to $20 billion in 1993. Many overseas Chinese have
invested large amounts of capital and know-how, despite what, by Western
standards, would be considered a great deal of uncertainty regarding property
rights and enforcement of contractual obligations (see Yusuf 1993).

Our results show that foreign direct investment has a strong impact on
growth, particularly in the short run (column 1 in Table 7.7). The short-run
elasticity of growth with respect to foreign direct investment, calculated at the
mean value of the foreign direct investment variable, is 0.10, indicating that a
10 percent increase in foreign investment can raise the growth rate 1 percent.
However, the apparent effect of foreign investment is influenced by trends in
secondary school enrolment rates, which, as noted below, fell during this
period of rapid growth. Hence human capital is seen to have a perverse effect
on growth in the short run (see column 1, Table 7.7). Because a change in
school enrolment rates is not a good measure of change in the stock of
human capital, the perverse effect is overstated, and to that extent, the posi-
tive effect of foreign investment is probably exaggerated in the short-run
estimates.

When the secondary school enrolment rate is dropped, the coefficient for
foreign investment falls by about half (see column 2, Table 7.7). If we assume
that there was little change in human capital within any region during the
period under consideration, then the new estimate for foreign investment is
closer to being right, and hence the elasticity of the growth rate with respect
to foreign investment is closer to 0.06. When the secondary enrolment rates
are dropped from the equation, the coefficient on foreign investment declines,
but other coefficients remain essentially unchanged (see column 2, Table 7.7).
The effect of foreign investment declines in the long run (and hence is a less
potent source of differences in growth between regions), but still remains
statistically significant and quantitatively important. The foreign investment
coefficient decreases from about 4 to about 2, and the growth elasticity falls
from 0.06 to 0.03.

One interpretation of these results is that in the short run, foreign investment
is the most mobile factor and hence is a dominant driver of growth. In the
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longer run, such variables as education and infrastructure respond to increased
demand for complementary assets, and the contribution of foreign investment
declines. There is also a complementary relationship between domestic human
capital formation and foreign investment flows, as discussed below.

Human capital: education and foreign knowledge Measurement of the stock
of knowledge available for productive use is a complex task even under
normal conditions and is especially difficult in a dynamic situation when
knowledge from many different sources is being utilized. Traditionally, sec-
ondary school enrolment rates have been used as proxies for the domestic
stock of knowledge, or domestic human capital, and serve well as long-run
approximations. Using data for the only year available—1987—we compare
enrolment rates with the more appropriate proxy, average years of schooling
in the labor force, and find a very high correlation coefficient (0.965, signifi-
cant at 99 percent) between the two indicators.3 If this finding applies to
the whole period between 1985 and 1989, then secondary school enrolment is
a good surrogate for at least the part of human capital endowment due to
years of formal education, and our long-run estimates can be considered
reasonably reliable.

However, short-run changes in human capital are more difficult to meas-
ure. The extensive reforms that began in 1984 were accompanied by an actual
fall in school enrolment rates in most of the coastal provinces and counties.
This is not altogether surprising during a period of rapid growth accom-
panied by increases in the demand for labor. Many of the new entrants to the
labor force were young women who probably dropped out of school to take
up newly available jobs. Over the short period under consideration, the stock
of domestic human capital is unlikely to have changed as a consequence of
such labor force responses, although unless the trend is reversed, human
capital will deplete over time.

The short-run, or within, estimate shows a negative coefficient for second-
ary education (first column in Table 7.7), reflecting the cyclical shift out of
education described above. The finding tells us little about the relationship
between domestic human capital and growth in the short run, because, as
noted, changes in secondary enrolment rates greatly overstate the depletion
of human capital. In the long run, that is, when the comparison is across
regions, education has the expected positive effect on growth. However,
returns to secondary education diminish beyond a point.4 Similar results have
been obtained for cross-country regressions; see Pritchett (1996) for a recent
review. The coefficients for the education variables in column 5 show that
when enrolment increases from 30 to 35 percent (that is, approximately from
the Fujian enrolment rate to the Guangdong enrolment rate), growth rises 5
percentage points. However, when enrolment increases from 55 to 60 percent,
the increase in growth is only 3 percentage points. Thus Tianjin gets a smaller
effect from raising its enrolment rate than does Fujian; Shanghai, with an
enrolment rate in the mid-60 percent range, gains even less.
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Education becomes even more effective when it is associated with foreign
knowledge. Column 1 in Table 7.8 shows that the interaction between
school enrolment rates and foreign investment is significantly positive, sug-
gesting mutual reinforcement between domestic human capital and foreign

Table 7.8 The interaction of foreign investment with infrastructure and education in
explaining growth in Coastal China, 1986–89

Variable 1 2 3

Industry specific
Specialization index, S −0.061 −0.061 −0.056

(−2.480) (−2.517) (−2.309)
Specialization index squared, S2 0.015 0.016 0.013

(1.976) (1.999) (1.764)
Entrepreneurship index, E 0.033 0.033 0.042

(1.757) (1.737) (2.162)
Entrepreneurship index squared, E2 −0.005 −0.005 −0.007

(−1.209) (−1.199) (−1.508)

Region specific
Secondary school enrolment rate 1.021 1.076 0.879

(3.546) (3.619) (4.229)
Interaction between secondary school enrolment

rate and foreign direct investment
8.631

(2.041)
Foreign direct investment −1.373 0.241 1.660

(−0.910) (0.328) (2.688)
Roads −0.152 −0.118

(−0.617) (−0.465)
Roads squared 0.325 0.249

(1.233) (0.878)
Interaction between roads and foreign direct

investment
4.608

(2.121)
Telephones −0.016

(−3.961)
Telephones squared 0.0003

(1.798)
Interaction between telephones and foreign direct

investment
0.023

(0.494)
GDP per capita −0.0002 −0.0002 −0.0001

(−5.374) (−5.448) (−2.413)

Regional spillover
Growth in industry outside region 0.779 0.779 0.779

(19.591) (19.594) (19.671)
Adjusted R2 0.606 0.606 0.609
Number of observations 640 640 640

Note: The dependent variable is growth of industry i in region r at time t (Girt ). All regressions
include time and industry dummy variables but no regional dummy variables and observations
are weighted by regional population. t-statistics are in parentheses. See Table 7.4 for more com-
plete definitions of variables and descriptive statistics.

Source: Authors’ calculations.
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knowledge that accompanies the investment. Also, the coefficient on foreign
investment becomes negative when the interaction term is introduced, imply-
ing that much of the power of foreign knowledge may come through the local
base of human capital. Perhaps exposure to foreign knowledge breaks the
isolation of the local economy and brings experience-based practices that
are rarely available in textbooks and are best communicated in a hands-on
manner in a production setting (Romer 1993).

Infrastructure Good infrastructure not only facilitates the flow of informa-
tion but also provides the focal point for the development of agglomerations
(Shleifer 1990). We consider two types of infrastructure: roads and telecom-
munications. Roads represent the traditional infrastructure, and their stock
has grown only slowly to date. Phone lines, in contrast, have grown rapidly to
meet the needs of the international trading community—much, possibly all,
of the new telecommunications investment uses modern digital technology.

The results show that a network of roads has a positive effect on growth
but is subject to diminishing returns in the short run (column 1, Table 7.7),
possibly reflecting indivisibilities in infrastructure investment (Weitzman
1970). Roads are more productive in high-density areas (as reflected in the
positive coefficient on the interaction term between roads and population
density). The long-run increasing returns are possibly related to network
effects: gains from an increase in the length of a route rise as the route inter-
connects new areas and multiplies the connections possible. The effectiveness
of foreign investment flows also appears to depend on the availability of
infrastructure, as is shown in the strong positive interaction between foreign
investment and the roads network (column 2, Table 7.8).

Telecommunications growth has an even stronger effect; telephones per
1,000 residents show increasing returns both in the short run and in the long
run (columns 3 and 6, Table 7.7). The short- and long-run elasticities are both
approximately 0.10.

Initial conditions The initial per capita income of a region turns out to be an
important variable in explaining subsequent growth. When initial per capita
income is not included in the regressions, the partial correlations between
growth and the other variables change significantly; as noted below in our
discussion of sensitivity tests, variables other than per capita income do not
have a similar influence when added or dropped from the analysis.

The strongly negative relationship between industrial growth rates in a
region and the initial per capita income of the region suggests that growth is
being influenced not just by steady-state factors but also by transitory influ-
ences. If steady-state growth had been achieved in the different industrial
sectors and regions, both neoclassical and endogenous growth models predict
that the initial levels of backwardness will have no influence on subsequent
growth (Mankiw, Romer, and Weil 1992). Only when an economy is moving
to a new steady state will initial levels of backwardness provide an additional
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impetus to growth. This seems particularly appropriate for coastal China,
which has indeed been shaken up and put on a new growth trajectory.

Figure 7.2 shows a strong inverse relationship between the rate of growth
of industrial output during 1985–89 and the log of per capita GDP in 1985.
In the terminology suggested by Mankiw, Romer, and Weil (1992) and by
Barro and Sala-i-Martin (1992), there is evidence of absolute convergence. In
other words, even without controlling for other variables that may affect
steady-state growth, the relatively backward provinces grew faster than the
more advanced regions. For example, initial backwardness partly explains
why Fujian grew so fast despite low educational attainment and limited
infrastructure.

Absolute convergence applies not only to industrial growth (as described in
Figure 7.2) but also to per capita GDP. Over the 1980s the per capita GDP of
the five, relatively poor, coastal provinces increased relative to that of the
three richer counties (the ratio of GDP per capita in the five provinces to that
in the three counties rose from 0.23 in 1980 to 0.38 in 1988, see China, State

Figure 7.2 Absolute convergence versus conditional convergence.

Note: Absolute convergence is plotted by fitting the observed values of the five provinces and
three counties Conditional convergence is plotted according to Table 7.6, equation 4. Its slope is
based on the coefficient of per capita GDP, Y/N. Its intercept is the sum of the products of the
mean values of the independent variables (except Y/N) and their respective coefficients.

Source: Authors’ calculations.
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Statistical Bureau, 1990). But while there was convergence within the coastal
region, there was divergence between the coast and the rest of China. The per
capita income was higher in the coastal region than in the rest of China when
the reforms were launched, and the gap has increased over time. The region’s
GDP per capita was 50 percent higher than the average in the rest of the
nation in 1980; it was 74 percent higher in 1988.

These observations point to an interesting international parallel. In cross-
country comparisons, absolute convergence is observed among advanced in
dustrial countries but not among poor economies. Poor economies converge
conditionally, that is, after controlling for education and investment rates.
Within the group of industrial nations, the rate of conditional convergence is
higher than the rate of absolute convergence, because the richer ones typically
also have higher education and investment rates (see Mankiw, Romer, and
Weil 1992).

We have not investigated the possibility of conditional convergence outside
the coastal region. However, not surprisingly, conditional convergence within
the coastal region, as within the industrial economies, is more rapid than abso-
lute convergence. The richer coastal regions also tend to have better educa-
tion and infrastructure, and thus it may be supposed that they have higher
steady-state growth rates. The fact that the poorer regions are growing faster
despite their lack of endowment indicates that they are benefiting from their
backwardness.

The common interpretation of this catching-up phenomenon is that
regions with low per capita income also have low capital per worker and so
have a higher marginal product of capital than regions that are well endowed
with capital. Thus the poorer regions potentially attract new capital (along
with new ideas). Our evidence certainly supports this view: the poorer regions
have attracted huge amounts of foreign capital and knowledge. But in add-
ition, as discussed above, the more advanced regions have been burdened by
an institutional setup that has been a drag on growth. But the Chinese are
also fortunate in this regard that the backward regions are in proximity to
Hong Kong and Taiwan (China), both major centers of knowledge and
capital.

Growth of the industry outside the region Results show that the growth of an
industrial sector in any region is powerfully influenced by the growth of the
same industry in other regions during the same year. On average, a 1 percent
increase in the growth rate of an industrial sector outside the region is associ-
ated with a 0.78 percent increase in the growth rate of that industry within the
region. Unlike other variables, this variable not only passes the test of signifi-
cance but also accounts for 49 percent of the total sum of squares. This is
another way of capturing the wave phenomenon noted in the variance
decomposition exercise. The high t-statistics for the coefficient for growth
outside the region are also obtained by Glaeser et al. (1992), who interpret
the result as a demand effect—exogenous growth in demand, in this view,
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conditions the growth of specific sectors irrespective of the region. As noted
above in the discussion on variance decomposition, synchronization across
regions can also occur as a result of technology diffusion or networking
among decision makers. A concern arises, however, because there may be
biases in the data-gathering process, which build in cross-regional correl-
ations. To that extent, this variable conditions for these correlations.5

We try two extensions of the basic regression to gain further insight into
the cross-regional influences at work. First, we interact growth outside the
region with the specialization variable. The results indicate that growth out-
side the region has a stronger effect in conditions lacking industrial special-
ization (Table 7.9, column 1). In other words, the more a sector is specialized
within a region, the less it is affected by growth of that same industry
outside the region. This is not surprising. With scale economies, certain
industries will be concentrated in particular regions. At the same time, they
will also develop certain technical specializations or market niches that limit
the usefulness of the experience of firms in the same industrial sector but
located in other regions. Also, intellectual property is likely to be more
protected in such specialized sectors. In general, light industrial sectors, with
lower capital intensity and less specialization than the heavier sectors, are
likely to be more able to absorb external influences rapidly, as discussed
below.

Second, in view of the policy attention accorded to Guangdong (and more
recently to Fujian), and also given their physical proximity to Hong Kong
and Taiwan (China), a question of interest is whether these regions are con-
duits of growth impulses. For the time span studied, no evidence to this effect
is found. When growth outside the region is interacted with region dummies,
the coefficients show that Guangdong benefited most from growth outside
the province and Fujian was third on the list, with Jiangsu in between (Table
7.9, column 2). This indicates that Guangdong, Jiangsu, and Fujian are most
responsive to macro influences, such as changes in buyer perceptions and
changes in government policies. We then replace growth outside the region
(which is growth in all outside regions) with growth in Guangdong as an
independent variable to isolate the effects that Guangdong may have had on
growth in other regions (Guangdong itself is not included in this regression).
Guangdong’s growth does have a statistically significant impact on other
regions, but the magnitude of the effect is much smaller than when growth in
all other regions is considered (Table 7.9, column 3). Similar conclusions
apply to Fujian.

It is, however, likely that spillovers from Guangdong and Fujian to the
other provinces will be significant in the long run. Within the coastal region,
these provinces have the greatest flexibility to respond to external stimuli. As
other regions become more receptive to change, Guangdong and Fujian can
be expected to have greater spillover effects. Field surveys in Guangdong and
Fujian show unambiguously that modern production techniques, including
sophisticated methods of quality control, are being rapidly adopted in these
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Table 7.9 Cross-regional influences on industrial growth in Coastal China, 1986–89

Variable 1 2 3

Industry specific
Specialization index, S −0.028 −0.069 −0.042

(−1.092) (−2.834) (−1.622)

Specialization index squared, S2 0.010 0.016 0.010
(1.328) (2.152) (1.303)

Entrepreneurship index, E 0.030 0.032 0.032
(1.634) (1.694) (1.571)

Entrepreneurship index squared, E2 −0.005 −0.005 −0.003
(−1.214) (−1.172) (−0.724)

Region specific
Secondary school enrolment rate 0.728 0.638 1.311

(2.785) (2.206) (3.464)

Foreign direct investment 1.616 0.994 4.053
(4.750) (2.478) (3.020)

Roads −0.475 −0.919 −0.132
(−2.605) (−4.121) (−0.546)

Roads squared 0.678 0.982 0.355
(3.510) (4.106) (1.493)

GDP per capita −0.0001 −0.0001 −0.0002
(−4.914) (−3.619) (−4.674)

Growth in Guangdong 0.458
(13.302)

Regional spillover
Growth in industry outside region 1.009

(12.136)

Interaction between growth in industry outside region and
specialization index

−0.211
(−3.179)

Interaction between growth in industry outside region and
regional dummy variable

Guangdong 0.969
(13.714)

Fujian 0.797
(8.751)

Zhejiang 0.700
(9.297)

Jiangsu 0.902
(13.271)

Shandong 0.607
(9.908)

Tianjin 0.750
(4.471)

Shanghai 0.714
(4.840)

Adjusted R2 0.610 0.613 0.550
Number of observations 640 640 548

Note: The dependent variable is growth of industry i in region r at time t (Girt ). All regressions
include time and industry dummy variables but no regional dummy variables, and observations
are weighted by regional population. The t-statistics are in parentheses. See Table 7.4 for more
complete definitions of variables and descriptive statistics.

Source: Authors’ calculations.



provinces. As such experience accumulates, increasing labor mobility will
complement existing administrative communication networks to diffuse the
knowledge gained to other parts of China.

Light and heavy industries

Thus far we have assumed that all industrial sectors respond to the explana-
tory variables in the same manner. Here we note some differences between
light and heavy industrial sectors (Table 7.10). Although the differences are
of interest, the exercise also gives us confidence in the results reported so
far—the signs of the coefficients are similar, and the key variables (barring
education) continue to be statistically significant for both light and heavy
industries.

The estimated equation does a better job of explaining growth in light
industries (R2 = 0.67) than in heavy industries (R2 = 0.49). Of special interest
is the finding that growth outside the region, which measures the degree of
synchronization or diffusion across regions, has a higher coefficient for light
industries. This is to be expected given the lower capital intensity and hence
higher mobility of light industrial sectors. Guangdong, Fujian, and Jiangsu
benefit especially from growth outside the region in both heavy and light
industries; this difference is measured by interacting growth outside the
region with regional dummies.6 In light industries, other regions also benefit
strongly from the diffusion process, whereas the effect for heavy industries
falls off in other regions and is not statistically different from 0 for Shanghai
and Tianjin. In both light and heavy industries, when growth in Guangdong
is used as an explanatory variable, the partial correlation is positive and
significant, but smaller in magnitude than the coefficient obtained for growth
outside the region, implying again that Guangdong is more an imitator than
a leader.

Foreign investment provides a bigger effect in light industries, although it
has a significant coefficient for heavy industries. Similarly, infrastructure does
more for light than for heavy industries. In contrast, education has a positive
effect on growth in light industries, but the effect is not statistically different
from 0. Thus, although formal education is important, its relationship with
growth is imprecise, and tacit knowledge based on experience (and channeled
through foreign sources) appears to be a somewhat firmer predictor of
growth. For heavy industries, we observe diminishing returns to education, as
was seen above for all industries; within the range of observed secondary
school enrolment rates, this implies a positive, though declining, effect of
education on growth of heavy industries.

The lack of specialization has a stronger association with growth among
light industries, which is not surprising; skills are likely to be more mobile in
such sectors. When all observations are pooled, we note that specialization
is an aid to growth only beyond S = 2. For light industries, the positive
effects of specialization are felt at even higher levels of specialization (beyond
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S = 2.5); in comparison, for heavy industries, specialization is conducive to
growth after S = 1.3. The implication is that specialized sectors, which have
also grown rapidly, are principally in the heavy industry group. Although an
exact correspondence cannot be easily made, our results bear some similarity

Table 7.10 Growth in light and heavy industries in Coastal China, 1986–89

All industries Light industriesa Heavy industriesb

Variable 1 2 3 4 5 6

Industry specific
Specialization index, S −0.061 −0.061 −0.109 −0.109 −0.112 −0.117

(−2.470) (−2.501) (−2.936) (−2.939) (−1.687) (−1.765)

Specialization index squared, S2 0.014 0.015 0.022 0.022 0.043 0.046
(1.902) (2.015) (2.267) (2.240) (1.497) (1.583)

Entrepreneurship index, E 0.033 0.031 0.142 0.143 0.017 0.015
(1.714) (1.646) (1.924) (1.933) (0.859) (0.761)

Entrepreneurship index
squared, E2

−0.006
(−1.244)

−0.005
(−1.117)

−0.034
(−1.483)

−0.035
(−1.496)

−0.002
(−0.514)

−0.002
(−0.343)

Region specific
Secondary school enrolment

rate
0.779

(2.962)
1.373

(2.371)
0.813

(1.800)
0.611

(0.622)
0.778

(2.454)
1.654

(2.368)

Secondary school enrolment
rate squared

−0.663
(−1.151)

0.223
(0.231)

−0.981
(−1.406)

Foreign direct investment 1.628 1.655 2.234 2.225 1.254 1.296
(4.747) (4.816) (3.843) (3.816) (3.004) (3.101)

Roads −0.489 −0.587 −1.084 −1.053 −0.097 −0.241
(−2.657) (−2.896) (−3.528) (−3.132) (−0.422) (−0.961)

Roads squared 0.688 0.832 1.269 1.223 0.295 0.507
(3.530) (3.593) (3.925) (3.195) (1.218) (1.779)

GDP per capita −0.0002 −0.0002 −0.0002 −0.0002 −0.0002 −0.0001
(−5.005) (−4.969) (−3.184) (−3.181) (−3.775) (−3.730)

Regional spillover

Growth in industry outside
region

0.777
(19.492)

0.778
(19.519)

0.827
(16.898)

0.827
(16.864)

0.583
(6.260)

0.590
(6.339)

Adjusted R2 0.604 0.604 0.671 0.670 0.493 0.491
Number of observations 640 640 280 280 360 360

Note: The dependent variable is growth of industry i in region r at time t (Girt ). All regressions
include time and industry dummy variables but no regional dummy variables, and observations
are weighted by regional population. The t-statistics are in parentheses. See Table 7.4 for more
complete definitions of variables and descriptive statistics.
a. The light industry group includes food processing, textiles, apparel, leather products, wood

products, furniture, paper products, art products, plastic products, and electronics.
b. The heavy industry group includes petroleum, chemicals, pharmaceutical products, chemical

fibers, electricity, rubber products, nonmetal products, ferrous products, nonferrous products,
metallic products, transportation equipment, electrical machinery, and other machinery.

Source: Authors’ calculations.
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to those of Henderson, Kuncoro, and Turner (1995). They find that for the
mature sectors, specialization promotes growth (in the Chinese case, heavy
industry has been the more traditional focus of state investment); in contrast,
they find that a diverse industrial environment fosters new industrial sectors
(while the light industries studied here are not new in the sense of being high-
technology, they have required many new skills to meet the exacting demands
of the international market).

Sensitivity and mis-specification

Our sensitivity analysis uses the methods of Belsley, Kuh, and Welsch
(1980). We first drop one observation at a time and find that no single
observation influences the coefficients significantly. This result could have
been expected, given the large sample of 640 observations. We then drop
specific sets of observations, excluding from regressions a province, a year,
an industry, a region-industry, a year-industry, and a year-region. The dis-
tributions of the coefficients show a very strong concentration around the
mean value. We can therefore rule out the possibility of outliers driving our
regression results.

In the regressions reported, we weight the observations by the population
of the region, which gives more weight to the provinces and less to the coun-
ties, reducing the influence of the counties in the regression results. To see
how much the results are influenced by this weighting procedure, we also run
our basic regression by treating every observation equally (column 7, Table
7.11). The results do not change qualitatively, except that diminishing returns
to education are now more evident: this is as expected because the more
educated counties that recorded relatively modest economic performance
now have greater weight in the regression.

Another type of sensitivity analysis is done by adding or dropping inde-
pendent variables (Table 7.11). Omitting secondary school enrolment rates
has little effect on the sign and magnitude of the remaining coefficients (col-
umn 4). Similarly, the regression results are not sensitive to specifications
that exclude an entire set of industry- or region-specific variables, as columns
5 and 6 demonstrate.

If there is no serious mis-specification problem, regional factors other than
initial per capita income predict that the counties (Shanghai and Tianjin)
should have done especially well because they had better than average access
to foreign investment, education, and infrastructure. But instead, growth in
these counties was slow, possibly because of the significant presence of state-
owned enterprises, which is not captured in the regressions. When we include
the share of state-owned enterprises as an independent variable, it does not
generate significant results because the share of these enterprises is correlated
with per capita income (and also with the variable E, which is the inverse of
average firm size). Thus the relatively slow growth in recent years of the two
richer regions reflects diminishing returns, which arise not merely from a
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technological source but also from the constraining effects of the institutional
structure within which past industrialization occurred.

IV. Conclusions

We have examined three sets of influences on industrial growth along the
eastern coast of China: factors specific to an industrial sector, regional
influences, and regional spillovers.

Overall, industry-specific influences explain only a small portion of vari-
ance in growth. A low level of specialization, perhaps allowing for absorption

Table 7.11 Sensitivity analysis of growth determinants for Coastal China, 1986–89

Variable 1 2 3 4 5 6 7

Industry specific
Specialization index, S −0.061 −0.052 −0.066 −0.062 −0.049 −0.079

(−2.501) (−2.093) (−2.688) (−2.530) (−1.860) (−3.540)

Specialization index
squared, S2

0.015
(2.015)

0.012
(1.559)

0.016
(2.096)

0.013
(1.750)

0.014
(1.723)

0.018
(2.981)

Entrepreneurship
index, E

0.031
(1.646)

0.017
(0.885)

0.030
(1.564)

0.020
(1.086)

0.059
(3.351)

0.022
(1.205)

Entrepreneurship index
squared, E2

−0.005
(−1.117)

−0.004
(−0.820)

−0.006
(−1.211)

−0.004
(−0.979)

−0.012
(−2.756)

−0.003
(−0.662)

Region specific
Secondary school

enrolment rate
1.373

(2.371)
0.301

(0.633)
0.821

(1.190)
1.301

(2.556)

Secondary school
enrolment rate squared

−0.663
(−1.151)

0.577
(1.213)

−0.407
(−0.570)

−0.888
(−2.081)

Foreign direct investment 1.655 1.486 0.837 1.115 1.432
(4.816) (5.222) (3.866) (2.729) (4.004)

Roads −0.587 −0.684 −0.741 −0.551 −0.620
(−2.896) (−4.145) (−4.521) (−2.130) (−3.435)

Roads squared 0.832 0.698 0.834 0.759 0.818
(3.593) (3.702) (4.395) (2.573) (4.995)

GDP per capita −0.0002 −0.0001 −0.0001 −0.0001 −0.0001 −0.0001
(−4.969) (−4.319) (−6.275) (−5.452) (−3.176) (−4.458)

Regional spillover

Growth in industry
outside region

0.778
(19.519)

0.771
(19.022)

0.775
(19.262)

0.774
(19.297)

0.754
(17.496)

0.818
(20.161)

Adjusted R2 0.604 0.590 0.596 0.599 0.351 0.535 0.616
Number of observations 640 640 640 640 640 640 640

Note: The dependent variable is growth of industry i in region r at time t (Girt ). All regressions
include time and industry dummy variables but no regional dummy variables and observations
are weighted by regional population. Observations are weighted by the population in the region
for the regressions reported in columns 1–6. No weights are used for the regression reported in
column 7. The t-statistics are in parentheses. See Table 7.4 for more complete definitions of
variables and descriptive statistics.

Source: Authors’ calculations.
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of influences from other industrial sectors, seems to promote more rapid
growth for light industries, whereas specialization seems to be conducive to
growth in heavy industries. Our findings on the role of competition are statis-
tically weak, possibly because of the very crude statistical proxy used for
competition.

A number of regional influences are important. Higher levels of education
differentiate good performers from poor performers over the long haul: gains
of even a few percentage points in secondary school enrolment rates have an
important effect on growth. When only light industries are considered, how-
ever, the relationship between growth and secondary school enrolment is
potentially influential but imprecise. For heavy industries, education has
diminishing returns, although the positive effects continue well into the range
observed in the sample (as well as the range spanned by most middle-income
countries).

The role of secondary school education, however, cannot be considered
separately from knowledge acquired through international links. Foreign
investment showed consistently as a spur to growth, especially in the short
run and in light industries. Moreover, we found that foreign investment and
education interact positively. It is worth noting that secondary school enrol-
ment rates in Fujian province at 31 percent are close to the average for low-
income countries (World Bank 1991). Our results suggest that China’s coastal
provinces were able to exploit their educational attainment better than other
low-income regions because the complementary effects of foreign knowledge
enhanced the educational level of the work force.

Infrastructure investment, particularly in telecommunications but also in
roads, yields increasing returns. There is some question whether infra-
structure is a true enabling factor; although it accelerates output growth, it
also responds to growth. Large infrastructure investments are occurring
along the coast in the wake of the huge growth of the past several years. Thus
although good infrastructure is valuable, conditions that enable externality-
generating infrastructure investments to be put in place as demand emerges
are equally important.

Almost half of the variation in industrial growth along the coast is attrib-
utable to the synchronization in growth of particular industries across pro-
vincial and county boundaries. The identity of the most rapidly growing
sectors changed from year to year across the entire region. Such synchroniza-
tion was more pronounced in light than in heavy industries. Although many
substantive possibilities exist to explain the synchronization—and a recent
field study documents that the perception of synchronization exists among
decision makers on the Chinese coast (Oi 1995)—we have noted that, on
account of data construction and reporting, the extent of regional spillovers
is likely to be less than the statistical analysis may suggest.

China has pursued a decentralized economic reform program. Particular
reforms have been tried in specific regions—sometimes with and sometimes
without the blessing of the central government. To complement reforms for
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increasing allocative efficiency, China has pursued a long-term strategy for
encouraging investments by specific new entrepreneurs. The open-door pol-
icies and special economic zones have successfully attracted investments from
overseas Chinese to the southeastern coast. At the same time, local govern-
ments have been given greater autonomy to invest in new business ventures
(for example, the so-called collectively owned enterprises) and in infra-
structure. Although many of the experiments are considered innovative,
the lack of coordination and wasteful regional competition have resulted in
damaging macroeconomic effects.

In any case, synchronization across regions has been quite strong. The
source of this synchronization cannot be discerned from the data at hand, but
it is clear that a network of communication channels exists across the
country. Such a network could reflect the links between the cadres of the
Communist Party or could even predate the party, reflecting much older
economic and social ties (Yusuf 1993 and Oi 1995). Success has, thus,
required a combination of centrally approved local experiments, local gov-
ernment entrepreneurship, and an effective network for diffusing success
across different regions.

An interesting aspect of the decentralization has been that regions with
relatively low per capita income and hence a large catch-up potential were
targeted early on. These regions were relatively unencumbered by state-
owned enterprises, planning bureaucracies, and other mechanisms that guided
output in the pre-reform era. Indeed, some of the counties in Guangdong
province that experienced the most spectacular growth rates, such as Shenzen
and the neighboring areas, were essentially agricultural communities (or even
wastelands) 15 or 20 years ago.

Although the successes of the strategy have been evident, questions have
been raised about policy reversals and setbacks and the consequent lack of
government credibility (see Sung 1991 and Chen, Jefferson, and Singh 1992).
Such credibility lapses are generally viewed as expensive, inasmuch as they
create investor uncertainty and reduce investment. Yet investors, especially
foreign investors, have rarely been deterred. Foreign investment has been
almost an exogenous force, dampened only occasionally by policy conditions.
At the same time, locally financed infrastructure and human capital invest-
ments plus job training within enterprises have proceeded with vigor, fueling
growth.

We suggest two related possibilities. First, the credibility of government
policies as a determinant of investment is overrated; it is likely that credibility
and certainty derive from overall economic performance rather than from
government actions per se. Second, investors may accept contradictions and
reversals as a reflection of the government’s response to evolving conditions.

If this analysis of China’s recent experience is in any respect correct, what
lessons does it hold for other countries? Decentralized experiments are
valuable, but they may well require local governments that are entrepreneur-
ial. Human capital and infrastructure aid the process of transformation
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but in more complex interactive modes than usually assumed. A steady flow
of foreign investment and skills provides a strong advantage. For wider
impact, the lessons from decentralized experiments must flow to other
regions. Mechanisms to ensure information transfers are essential, but dif-
ficult to establish. In a complex reform process, credible commitments may be
desirable, but governments also need to stay flexible.

Notes

1 Islam (1995) uses country dummies to control for country-specific features but
finds them correlated with the traditional explanatory variables.

2 The nonlinear specification includes the squared term. The relation is summarized
with the elasticity at the mean values of the variables (see Table 7.4).

3 The labor force includes population in the age group 15 to 54. The average length
of education is calculated as (16U + 12H + 9M + 6E + 0I) / T, where U, H, M, and
E are the number of persons with university, high school, middle high, and elem-
entary school education, respectively. I stands for illiterate. T is the total popula-
tion in the working age group. The relevant data were obtained from the 1987
population census. Data are available for seven provinces and counties in the
coastal region—Beijing, Fujian, Guangdong, Jiangsu, Shandong, Tianjin, and
Zhejiang.

4 The coefficient of the square of secondary enrolment rate in column 5 of Table 7.7
is negative but not statistically significant; however, we find that this result is
sensitive to the specification and, in certain cases, the squared term is statistically
significant. Thus we believe that the nonlinearity needs to be taken seriously.

5 Coe and Helpman (1995) find large international research and development
(R&D) spillovers. However, Jaffe and Trajtenberg (1996), examining patent data,
find limited cross-national citations, which they interpret as evidence of limited
geographical spillovers.

6 These results are not presented to conserve space but can be provided on request.

Appendix. Details of the decomposition of growth of output

The standard variance components method assumes as the first approxima-
tion a growth equation of additive main and interaction effects with zero
means and covariances. Let Gtri  denote growth in industry i in region r at time
t. Variance of Gtri  can be decomposed to the main effects of time (αt), region
(βr), industry (τi), and their respective interaction effects (atr , bti , cri , and etri ).
Formally:

Gtri = m + αt + βr + τi + atr + bti + cri + etri

where m is a constant, t = 1, . . ., nt , r = 1, . . ., nr , i = 1, . . ., nj.
With the assumption of zero covariance, VarG can be expressed as follows:

Var(G) = Var(α) + Var(β) + Var(τ) + Var(a) + Var(b) + Var(c) + Var(e)

or
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s2(G) = s2
α + s2

β + s2
τ + s2

a + s2
b + s2

c + s2
e.

Variance components are estimated by equating observed values of
variances to their expected values (Searle 1971). Let N = ni nr nt .
Define:

T0 = St Sr Si G2
tri

E(T0) = ni nr nt (m2 + s2
α + s2

β + s2
τ + s2

a + s2
b + s2

c + s2
e)

= N(m2 + s2
α + s2

β + s2
τ + s2

a + s2
b + s2

c + s2
e)

T1 = G2 / ni nr nt = (St Sr Si G)2 / ni nr nt

= (ni nr nt m + St ni nr α + Sr ni nt β + Si nt nr τ + St Sr a + St Si b + Sr Si c
+ St Sr Si e)2 / nt nr nt

E(T1) = Nm2 + nt nr s2
α + ni nt s

2
β + nt nr s2

τ + nr s2
a + nr s2

b + nt s
2

c + s2
e

T2 = St Gt
2 / ni nr = St (Sr Si G)2 / ni nr

= St (ni nr m + ni nr α + Sr ni β + Si nr τ + ni Sr a + nr Si b + Sr Si c
+ Sr Si e)2 / ni nr

E(T2) = Nm2 + Ns2
α + ni nt s

2
β + nt nr s2

τ + nt ni s
2

a + nt nr s2
b + nt s

2
c + nt s

2
e.

Similarly, let:

T3 = Sr Gr
2 / nt ni = Sr (St Si G)2 / nt ni

E(T3) = Nm2 + nr ni s
2

α + Ns2
β + nt nr s2

τ + nr ni s
2

a + nr s2
b + nt nr s2

c + nr s2
e

T4 = Si Gi
2 / nt nr = Si (St Sr G)2 / nt nr

E(T4) = Nm2 + nr ni s
2

α + nt ni s
2

β + Ns2
τ + nr s2

a + nr ni s
2

b + nt ni s
2

c + ni s
2

e

T5 = Sr Si Gti
2 / nr = St Si (Sr G)2 / nr

E(T5) = Nm2 + Ns2
α + nt ni s

2
β + Ns2

τ + nt ni s
2

a + Ns2
b + nt ni s

2
c + nt ni s

2
e

T6 = St Sr Gtr
2 / ni = St Sr (Si G)2 / ni

E(T6) = Nm2 + Ns2
α + Ns2

β + nt nr s2
τ + Ns2

a + nt nr s2
b + nt nr s2

c + nt nr s2
e

T7 = Sr St Gri
2 / nt = Sr Si (St G)2 / nt

E(T7) = Nm2 + nr ni s
2

α + Ns2
β + Ns2

τ + nr ni s
2

a + nr ni s
2

b + Ns2
c + nr ni s

2
e.

The system therefore contains eight equations with eight unknowns. The
eight equations refer to the expressions of E(T0), . . ., E(T7) and the eight
unknowns are m2, s2

α, s2
β, s2

τ, s2
a, s2

b, s2
c, and s2

e. We can solve the system by
equating sample values of T0, . . ., T7 to their expected values, E(T0), . . .,
E(T7). The solutions are the following:
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s2
a = {ni [(T1 − T2) − (T3 − T6)] − [(T0 − T5) + (T4 − T7)]} /

[nt (ni − 1) (nt − 1)(nr − 1)]

s2
b = {nr [(T1 − T4) − (T2 − T5)] − [(T0 − T7) + (T3 − T6)]} /

[nr (nr − 1) (nt − 1)(nt − 1)]

s2
c = {nt [(T1 − T3) − (T4 − T7)] − [(T0 − T6) + (T2 − T5)]} /

[nt (nt − 1) (nr − 1)(ni − 1)]

s2
e = (T0 − T1 + T2 + T3 + T4 − T5 − T6 − T7) / [(nt − 1) (nr − 1) (nt − 1)

s2
α = [(T3 − T6) − (nr ni − N)s2

a − (nr − nt nr )s2
b − (nr − nt nr )s2

e] / (nr nt − N)

s2
β = [(T4 − T7) − (ni − nr nt )s

2
a − (nt ni − N)s2

c − (ni − nr ni )s
2

e] / (nt ni − N)

s2
τ = [(T2 − T5) − (nt nr − N)s2

b − (nt − nt ni )s
2

c − (nt − nt ni )s
2

e] / (nt nr − N).
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8 Growing up with capital flows

With Antu Panini Murshid

1. Introduction

In the 1990s, foreign capital flows were stepped up to developing countries as
they relaxed their capital account restrictions (Figure 8.1). Since developing
countries are thought to be short of capital, the new wave of inflows held the
potential for raising investment significantly. But was that potential realized?

Figure 8.1 Financial integration, policies and long-term capital inflows, 1977–1999.

Note: The financial integration index was constructed using four variables proxying for restric-
tions on the capital and current accounts. The policy index is the World Bank’s Country Policy
Institutional Assesment Index and long-term flows are aggregate long-term flows to developing
countries reported in the Global Development Finance. See text and Appendix Table A2 for
details.



This apparently simple question has received surprisingly little empirical
attention.

An important study by Bosworth and Collins (1999) concluded that, on
average, for the period 1978–1995, a dollar of external flows raised domestic
investment by more than 50 cents; moreover, the foreign direct investment
(FDI) component of external flows had an even stronger influence on host
country investment. Here we build on their research by extending the time
period of analysis to 1999 and examining how the capital flows–investment
relationship has evolved over time. In particular, we consider whether that
evolution can be explained by the degree of openness to international capital
and by the quality of domestic policies.

We find that even as countries liberalized to attract new flows, the impact
of foreign capital on domestic investment declined. This result seems surpris-
ing. If shortage of capital is a key defining characteristic of developing econ-
omies, why, then, did investment not increase? Our results suggest that either
the availability of capital was not the binding developmental problem, as in
many countries of East Asia, or the ability to absorb external capital into new
investments was limited. Thus, much of the new wave of capital was diverted
by governments into international reserves holdings or was offset by capital
outflows as domestic investors diversified their portfolios.

Foreign investors were also apparently motivated by diversification object-
ives rather than by significant unmet demand for investment financing.
Portfolio flows, which increasingly became a more significant form of
external financing for developing countries, have typically had a weak impact
on domestic investment. At the same time, as FDI took on some of the
characteristics of portfolio capital, its impact on investment also declined.
Thus, in recent years traditional “greenfield” investments have given way to
“mergers and acquisitions” as multinationals have focused on acquiring exist-
ing assets rather than making new investments.

While additional reserves, capital outflows, and shifts in the composition
of long-run flows increasingly marginalized the importance of capital inflows
as a source of investment-finance, our results also suggest that stronger policy
environments tended to strengthen the capital flows–investment relationship.
Clearly, the 1990s was a decade of transition—of growing up. Having opened
their doors wider to international flows, developing countries faced the
challenge of learning to handle and harness these flows.

The remainder of this chapter is organized as follows. Section 2 provides a
brief theoretical overview of the foreign capital-domestic investment rela-
tionship. In section 3, we describe our empirical methodology and discuss the
data. In section 4, we present our results, beginning with “base” regressions
characterizing the relationship between the various components of long-term
capital flows (FDI, bank lending, and portfolio flows) and domestic invest-
ment. We then briefly report the variations over time. Finally, we consider an
“augmented” model that examines the extent to which the inter-temporal
variation in the capital flows–investment relationship can be attributed to
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capital account openness and the quality of the policy environment. Section 5
concludes.

2. Theoretical overview and hypotheses

Governments often place capital controls in order to regulate capital inflows.
These regulations are designed to direct capital into specific investment pro-
jects. For example, in many countries FDI is channeled into extractive indus-
tries and sovereign loans are intended to alleviate infrastructure bottlenecks.
At the same time, capital controls are also designed to keep domestic savings
within a country. This is not to say that residents do not find ways to take
their savings abroad. However, since capital controls raise transactions costs,
the scope for “capital flight” is limited. Thus capital controls may accentuate
the relationship between capital inflows and domestic investment, either by
funneling foreign-borrowing directly into specific investment projects or by
deterring capital outflows. Moreover, in the presence of capital controls, cen-
tral banks may feel less threatened by the possibility of sudden shifts in
market sentiment and choose to maintain fewer reserves, so freeing up capital
inflows for investment.

When an economy opens up to private capital flows, the impact on invest-
ment depends on the domestic investment environment and on the objectives
of investors. Consider two different situations. First, if the marginal returns
to capital are high in relation to the world rate of interest, substantial capital
will enter the country and supplement domestic savings, leading to a strong
relationship between foreign capital flows and domestic investment; such a
relationship will persist during a transitional period while the risk-adjusted
returns are relatively high. For instance, Blanchard and Giavazzi (2002) con-
sider the opening of Greece and Portugal, in the context of their joining the
European Monetary Union, and document significant capital inflows that
financed increased investment and consumption.

A second case arises when an economy is open to capital inflows but
domestic returns are low, or no higher than the world rate of interest. Foreign
capital may still enter the country to achieve diversification (Kraay and
Ventura 1999). But in this case, there can be no presumption that foreign
capital inflows will boost domestic investment. Developing economies may
fall in this category because the lack of complementary infrastructure lowers
returns, as also advanced economies that have been open to capital flows and
where risk-adjusted returns have been equalized.

It is important to distinguish across various types of foreign capital. Based
on their specialized technical knowledge and market experience, FDI inves-
tors have an informational advantage over foreign portfolio investors as well
as over other domestic investors. In Mody, Razin and Sadka (2003), the
informational advantage (“intangible capital”) allows FDI investors to “out-
bid” other investor-types for the most productive opportunities, leading to
more domestic investment relative to that undertaken by domestic investors
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or foreign portfolio investors in the same context. This effect is stronger when
domestic productivity is higher, since FDI investors are now able to further
leverage their specialized knowledge. However, the net effect of FDI on
domestic investment will depend on the consequent decisions of domestic
investors. If residual domestic investment opportunities offer low returns,
domestic savings may be channeled out of the country in search of higher
returns or lower risk.

But foreign investment may also “crowd in” domestic investment where it
generates spillovers to the domestic economy. In Borenzstein, De Gregorio
and Lee (1998), such spillovers occur because foreign investments lower the
costs of adopting new technologies, which in turn enhances the rate of
growth. Other mechanisms may also operate, as when foreign investments
generate demand for specialized inputs, thus increasing the marginal product-
ivity of investments in those inputs. Spillovers are most likely to occur when
knowledge can be rapidly transferred within the economy and domestic
entrepreneurs are able to absorb that knowledge. While Borenzstein et al.
(1998) view human capital as the main conduit for achieving spillovers,
we consider the possibility that the quality of country policies is the more
general stimulus for spillovers.

3. Methodology and data

We are interested in the influence of gross long-term capital inflows (meas-
ured as a fraction of GDP), Kit, on domestic investment, Iit (also measured as
a fraction of GDP). Our focus is on the within-country relationships and we
employ the following specification:

Iit = αKit + β′xit + γIit−1 + εit (1)

where i refers to each of the 60 countries in our sample (Table A1 lists the
countries) and t refers to the time period from 1979 to 1999 (our data begins
in 1977 (see Table 8.1) but we lose two years due to the use of lags in our
estimation procedures, as discussed below). In the estimations, Kit represents
either total capital flows or its components—FDI, loans and portfolio flows.

The controls, xit, are as follows: the growth rate of real GDP, the real
interest rate, the cyclical variation in the ratio of M2 to GDP, a measure of
GDP uncertainty, and the change in terms of trade (see Table A2 for a
description of these variables). The growth rate of real GDP captures the
important accelerator effect. The cost and availability of capital are proxied,
respectively, by the real interest rate and the ratio of broad money to GDP
separated from its three-year trend. Our measure of uncertainty is based on
one-step ahead forecast errors for an AR(2) process in real GDP growth rates
(as in Servén 1998).1 Finally the lagged value of investment, Iit−1, is included
as an additional control to allow for persistence in the dependent variable.

Two econometric issues arise in estimating such a model. First, causality
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may run from domestic investment to international capital inflows rather
than the other way around. To deal with this concern, we need appropriate
instruments to isolate the exogenous component of capital flows. Second, the
presence of the lagged dependent variable on the right-hand side of our
regressions may bias the coefficient estimates. To deal with these problems, we
employ a number of different estimation strategies.

First, using annual data, we estimate a static investment equation with no
lags of the dependent variable. First-differencing removes the influence of
unchanging country characteristics. This is a useful benchmark, allowing com-
parison with the Bosworth and Collins (1999) estimates. While instrumental
variable estimation reduces the reverse causality concern, the coefficients
could be biased due to the presence of serial correlation in the data.

We experiment with a number of instruments, which proxy for shifts in the
supply of capital flowing to developing countries. For instance, U.S. interest
rates and the phase of the U.S. business cycle can be viewed as largely
exogenous and at the same time important determinants of capital flows
(Calvo et al. 1993). Our preferred instrument however is a measure of the
global pool of capital (of the particular type or in the aggregate) available to
developing countries. This variable, suggested by Bosworth and Collins
(1999), provides a more direct measure of the supply of global financial
capital and reflects a broader set of external supply-side factors.2 We also
consider an alternative instrument suggested by Tytell and Wei (2003): the
weighted average of capital flows/GDP ratios to other countries in the same
region; the weights are inversely related to the great circle distances between
the largest two cities in any two countries.3 This regional variable is strongly
correlated with capital flows into a given country, but, as with the measure of

Table 8.1 Composition and uses of private long-term flows: 1977–1999 (billions of
US$)

1977–79 1980–84 1985–89 1990–94 1995–99

Composition
of flows

Private long-term flows 39.4 47.0 31.6 109.3 256.9
FDI 6.6 8.7 15.3 52.7 154.6
Loans 25.0 29.2 5.4 7.3 27.0
Portfolio 2.4 1.8 3.6 41.8 74.8
Other (debt flows) 5.3 7.3 7.2 7.5 0.5

Use of funds Total resource flows 81.9 93.8 83.5 195.0 330.9
Current account deficit 26.9 49.1 40.2 81.5 93.5
Change in reserves 26.7 −6.0 6.0 48.6 69.3
Capital outflows and
E&O

28.4 50.7 37.2 64.9 168.1

Note: Data on the composition of flows start in 1977, while data on the use of funds start in
1978.

Source: World Bank. Global Development Finance, 2001.
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global capital flows to developing countries, is likely to be weakly correlated
with the error terms. As additional instruments we include lagged values of
all the endogenous variables including capital flows.

Second, we estimate a similar model, but using data averaged over three-
year windows. Since the persistence in the three-year sample is weaker, issues
arising on account of serial correlation are expected to be less important.
Again, we remove country fixed-effects by first-differencing the data and
correct for possible endogeneity using the instruments described above.

Third, we employ the dynamic panel estimator proposed by Arellano and
Bond (1991) to estimate equation (1) using annual data.4 The Arellano–Bond
estimator accounts for potential biases by employing a set of internal instru-
ments for all endogenous and predetermined variables. These are simply an
increasing sequence of lagged values of the endogenous and predetermined
variables. In addition we employ the set of external instruments described
above to capture the exogenous component of capital flows.

Our focus on data at higher (annual and three-year) frequencies than typ-
ically observed in the growth literature allows us to construct better instru-
ments for two reasons. First, at higher frequencies the lagged capital flows
variable should be a better predictor of current inflows. Second, if the full
effect of a shock to investment occurs over an extended period of time,
moving to higher frequencies should reduce feedback from investment to
capital flows, thus mitigating the problem of reverse causality.

The capital flows data—all long-term capital flows and the components of
long-term flows: foreign direct investment, commercial bank loans, portfolio
flows—are reported in the World Bank’s Global Development Finance (GDF)
on a gross basis, though net of amortizations on account of principal repay-
ment. The International Monetary Fund’s International Financial Statistics
(IFS) provides an alternative data source on aggregate international resource
flows that distinguishes between foreign investment, loans, and portfolio
investments. The data source does not seem to impact the key results: the
relationships reported in Bosworth and Collins (1999), based on IFS-data are
also evident in the GDF-data.5

In addition to the control variables described above, in our “augmented
specification,” we include interaction terms between capital flows and a
financial openness variable and capital flows and a policy variable. Our meas-
ure of financial openness is based on four proxies for government restrictions
that impact capital mobility. These four measures, reported in the IMF’s
Exchange Arrangements and Agreements, characterize: (a) the openness of the
capital account, (b) the openness of the current account, (c) the stringency of
requirements for the repatriation and/or surrender of export proceeds, and
(d) the existence of multiple exchange rates for capital account transactions.
For each variable, a 1 indicates a relatively open regime and a 0 otherwise.6

We construct an index of financial integration as the sum of these four
measures of government restrictions. Thus our index takes values between
0 and 4, where a 0 indicates that a country has closed capital and current
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accounts, places restrictions on its export receipts and further operates a
system of multiple exchange rates, and a value of 4 indicates an open regime.7

This index, which was first introduced in a systematic dataset by Grilli and
Milesi-Ferretti (1995), is a graded measure of a country’s financial integra-
tion with the rest of the world, consolidating the capital account restrictions
dummy with other measures relating to the ability of investors to bypass
controls on the capital account.8

Our measure of policy is the World Bank’s Country Policy Institutional
Assessment (CPIA) Index. This index provides an assessment of how con-
ducive a country’s current policy and institutional framework are to fostering
poverty reduction and sustained growth. The overall rating is based on
20 indicators that fall into one of five categories: economic management,
structural reform, social inclusion and public sector management and institu-
tions. Each indicator receives a 5% weight in the overall rating.9 The resulting
index varies from 0–5: countries with poor polices are rated at the lower end
and those with better policies take on higher values.

4. The capital flows–investment relationship

We begin by presenting the static specification of the investment equation,
with the data observed annually and the instruments for endogeneity as dis-
cussed above. As with all of our regressions, unchanging country-specific
heterogeneity is removed by first differencing the data. The results reported in
column (1) of Table 8.2 indicate that, on average, each dollar of long-run flows
raised domestic investment by 66 cents in our sample of countries. This result
is similar to that obtained by Bosworth and Collins (1999), who found that an
additional dollar of total inflows to developing countries raised investment by
52 cents.10 By contrast a similar analysis conducted for a sample of industrial-
ized countries showed no relationship between foreign capital flows and
domestic investment. This is consistent with the earlier discussion that the
domestic investment and financing decisions become increasingly dissociated
as economic and financial integration with the rest of the world increases.11

In column (2) we re-estimate our investment equation using three-year
averages. The results are largely unchanged. Long-run capital inflows continue
to reveal a statistically significant and sizeable impact on domestic invest-
ment. These three-year data have the advantage that they are less persistent
than the annual series, which is clear from the test of second order serial
correlation.12 The disadvantage is that feedback from domestic investment to
capital inflows is likely to be more pronounced.

In column (3) we consider a dynamic investment equation, which is esti-
mated using annual data. This is a more direct approach of addressing the
issue serial correlation without introducing the risk of picking up stronger
feedback effects. We estimate this specification using the first-difference
one-step GMM-estimator developed by Arellano and Bond (1991). In col-
umn (4), we include the additional controls: GDP growth, the real interest
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rate, the deviation in M2 from trend, GDP uncertainty, and the change in
terms of trade. Each variable except for the shock to terms of trade is treated
as endogenous; hence two-period lagged-levels for each of these variables are
used as instruments along with global long-run flows to developing countries.

The dynamic specification results suggest that the short-run impact of a
dollar of long-term flows is to raise investment by between 32 and 44 cents. The
strong persistence in investment implies that the long-run impact on invest-
ment is considerably higher, ranging from between 118 (=0.32/[1−0.729])
and 150 (=0.44/[1−0.707]) cents. Following an improvement in terms of
trade, investment appears to fall. The real interest is negatively associated
with investment; however this result is weak. A stronger relationship is
found between the trend-deviation in M2, suggesting that this variable is

Table 8.2 Capital flows–investment relationship: 1979–1999

Annual data
static
specification

3-Year data
static
specification

Annual data
dynamic
specification

Annual data
dynamic
specification

1 2 3 4
Coefficient

Independent variable (p-value)

Long-term flows 0.6647 0.7726 0.4388 0.3161
(0.00) (0.00) (0.00) (0.07)

Growth 0.1051 0.2269 0.5777 0.5955
(0.14) (0.58) (0.00) (0.00)

Change in terms of
trade

−0.02
(0.00)

Real interest rate −0.0009
(0.31)

M2 0.1575
(0.39)

Uncertainty −1.2563
(0.11)

Investment, lagged
once

0.7069
(0.00)

0.7286
(0.00)

Test for 1st order
serial correlation

(0.00) (0.00) (0.00) (0.00)

Test for 2nd order
serial correlation

(0.16) (0.89) (0.90) (0.45)

Sargan J (0.05) (0.12) (0.00) (0.00)

Note: For each column p-values are reported in brackets. Regressions 1 and 2 were estimated
using an instrumentals variables estimator. Columns 3 and 4 were estimated using the Arellano–
Bond (1991) one-step first-difference GMM estimator, using DPD98 for Gauss. The coefficients
and p-values are robust to heteroscedasticity.
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perhaps better able to capture changes in the user cost of capital. Our measure
of uncertainty is found to negatively impact on investment; the result is
borderline significant and consistent with the results in Servén (1998).

Arellano and Bond (1991) suggest two tests to assess the validity of
dynamic specifications. Crucially, second-order serial correlation should be
absent and the results meet that test. They also suggest a Sargan test for over-
identifying restrictions. In columns (3) and (4), the null of the validity of
over-identifying restrictions is rejected. However, it is well-known that in
finite samples the Sargan test statistics obtained from the one-step Arellano–
Bond estimator often over-reject the null in the presence of heteroskedasticity
(see Arellano and Bond 1991). While standard errors robust to heteroscedas-
ticity can be obtained, the distribution of the Sargan test is unknown in this
case. Thus the Sargan test statistic reported for the one-step estimator should
be treated with caution. For this reason, researchers sometimes rely on the
Sargan test statistics from the two-step estimator, which in this case does not
lead to a rejection of the null hypothesis that the over-identifying restrictions
are in fact valid.

Next, in Table 8.3, we repeat the same analysis as in Table 8.2, for FDI,
loans, and portfolio capital. The results from the annual and three-year aver-
age static models presented in columns (1) and (2) suggest that FDI had the
strongest impact on domestic investment; each dollar of new inflows raised
investment by an amount between 72 and 86 cents. Bank loans have had a
somewhat lower, but nevertheless sizeable impact, with each additional dollar
of foreign loans raising domestic investment by a little over half the amount
of the loan received. Portfolio flows also seem to have had an impact on
domestic investment; however, this result is significant at only the 10 percent
level. The test statistics reported for columns (1) and (2) are encouraging. The
Sargan test for the validity of the over-identifying restrictions cannot be
rejected in either case. While tests for second-order serial correlation reveal
persistence in the annual data, it is clearly lower in the three-year data.

Column (3) reports the results using a dynamic specification. The co-
efficients are broadly consistent with those reported in columns (1) and (2).
FDI continues to show a strong and statistically significant impact on
domestic investment. In the short-run an additional dollar of foreign invest-
ment appears to raise domestic investment by 51 cents. The persistence in
investment implies that this impact is significantly amplified over the long-
run. However, the influence of loans falls sharply in the dynamic specification
and that of portfolio flows turns negative, though this result is only border-
line statistically significant. The contrast in the results with respect to port-
folio flows between static and dynamic specifications suggests that prior years
of higher investment are associated with new inflows of portfolio capital. The
implication is not that portfolio capital is “sucked-in” to finance new invest-
ment opportunities; rather new inflows enter only to acquire a stake in a
larger stock of existing assets. The goal of such investments, which take place
at arm’s length, is presumably for the purpose of international diversification.
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Prior to the debt crisis of the early 1980s, loans were the largest component
of long-run flows to developing countries. Starting in the mid-1980s, FDI
became the dominant form of foreign capital but by the 1990s portfolio
investors had also become major players in emerging markets. The 1990s were
also a period of policy change for many developing countries. Restrictions on
financial systems were reduced and product and capital markets were opened
up to foreign competition. At the same time, greater emphasis was placed on
curbing domestic budgetary and monetary profligacy and on building
stronger institutional foundations for growth.

Table 8.3 Capital flows–investment relationship, by type and changes over time:
1979–1999

Annual data
static
specification

3-Year data
static
specification

Annual data dynamic specification

Full sample 1980s 1990s
1 2 3 4 5
Coefficient

Independent variable (p-value)

Foreign direct investment 0.7204 0.8626 0.5138 0.9363 0.2342
(0.00) (0.00) (0.05) (0.07) (0.24)

Loans 0.6114 0.5276 0.2180 0.4888 −0.0213
(0.00) (0.04) (0.49) (0.01) (0.96)

Portfolio flows 0.4644 0.4148 −0.7035 −0.6071 0.2064
(0.09) (0.10) (0.10) (0.61) (0.41)

Growth 0.0521 0.1089 1.0529 0.2723 0.2075
(0.05) (0.04) (0.00) (0.17) (0.20)

Change in terms of trade −0.0104 −0.0246 −0.0259 −0.0206 −0.0117
(0.20) (0.21) (0.02) (0.03) (0.32)

Real interest rate 0.0005 −0.0004 −0.0009 −0.0010 0.0000
(0.16) (0.22) (0.61) (0.38) (0.97)

M2 0.0850 0.0006 0.3768 0.0066 0.0023
(0.05) (0.70) (0.01) (0.45) (0.51)

Uncertainty 0.2297 −0.1509 −1.6069 −0.7214 −0.3658
(0.60) (0.63) (0.18) (0.09) (0.47)

Investment, lagged once 0.8422 0.7284 0.2608
(0.00) (0.00) (0.15)

Test for 1st order serial
correlation

(0.00) (0.00) (0.00) (0.00) (0.03)

Test for 2nd order serial
correlation

(0.04) (0.69) (0.25) (0.79) (0.57)

Sargan J (0.16) (0.43) (0.13) (0.23) (0.01)

Note: For each column p-values are reported in brackets. Columns 1 and 2 were estimated using
an instrumental variables estimator. Columns 3–5 were estimated using a one-step first-difference
GMM estimator attributable to Arellano and Bond (1991), using DPD98 for Gauss. The
coefficients and p-values are robust to heteroscedasticity.
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In order to explore the impact of these changes, we re-estimate equation (4)
of Table 8.2 using a 10-year window of data rolled forward through time. The
long-run impact of aggregate inflows, calculated by normalizing the co-
efficient on total flows by the coefficient on lagged investment, is plotted in
Figure 8.2. It is evident that the long-run relationship between foreign capital
flows and domestic investment declined sharply over time.

The changes over time in the coefficient estimates for the components of
capital inflows are reported in columns (4) and (5) of Table 8.3. The results
suggest striking differences in the impact of each type of financial capital
across the two periods. In the 1980s, it would appear that both FDI and loans
had a large impact on domestic investment. Over this period, developing
countries received large quantities of both types of flows. By contrast there is
no evidence of a link between portfolio capital and domestic investment.
However, since the amount of portfolio capital flowing to developing coun-
tries was negligible, it would appear, overall, that external flows played an
important role in financing domestic investment.

In the 1990s, the link between portfolio flows and domestic investment
strengthened somewhat, while the impact of FDI and loans fell. These results
are not altogether surprising. The declining impact of foreign direct invest-
ment may reflect a shift in the composition of FDI, away from the traditional

Figure 8.2 Long-run impact of private capital flows*.

Note: * The estimated relationships between long-run flows and investment are based on annual
data over 10-year windows that are rolled forward through time. The specification is identical
to that used in Table 10.2 column 4. The long-run impact of flows is calculated by normalizing
the coefficient on long-run flows by the coefficient on lagged investment. Estimation is based on
the Arellano–Bond one-step GMM estimator.

Growing up with capital flows 179



“greenfield” variety toward more mergers and acquisitions. Arguably foreign
acquisitions could lead to capital formation indirectly since newly acquired
firms often go through significant restructuring and also because the original
shareholders may reinvest in other sectors. It does not appear, however, that
either of these effects was important. It is somewhat less clear why the impact
of loans declined so drastically in the 1990s. It could be the consequence of a
shift from public- to private-sector borrowing. Prior to the debt crisis, the
public sector was responsible for the bulk of new borrowing financed by
banks. Often these loans were funneled into large scale investment projects. In
the aftermath of the crisis, loans fell in importance. Lending which continued
went largely to the private sector, which possibly used foreign loans as a
substitute for more expensive domestic borrowing.

Thus, our results suggest that in the 1990s, as many countries experienced
increased capital inflows, the marginal impact of inflows on domestic invest-
ment declined. This is consistent with the observation reported in Table 8.1
that capital inflows were also accompanied by increases in reserves and out-
flows following greater financial openness. However at the same time,
improvements in the policy environment created new opportunities for
domestic investment and reduced uncertainties regarding the macroeconomic
environment. This generated additional incentives for developing country
capital to stay at home, which may have offset, in part, the effects of increased
financial openness.

In Table 8.4, we explicitly consider the importance of financial integration
and domestic policies by allowing the coefficient on capital flows to be a
function of these variables. Columns (1) and (4) of Table 8.4 report the
importance of such interactions when foreign capital takes the form of FDI.
Column (1) presents the results from a dynamic specification using annual
data, while the regression in column (4) utilizes a static specification with the
three-year averages. The results suggest that greater financial integration
weakens the impact of FDI on investment. This is consistent with our earlier
finding, which showed that the link between FDI and domestic investment
declined in the 1990s. It is also consistent with other evidence that FDI has a
strong (essentially one-to-one relationship) with investment in Sub-Saharan
Africa, where most countries still have relatively closed capital accounts, but a
weaker impact in Latin America and East Asia, where countries are generally
more integrated (see Agosin and Mayer 2000). The interactions between port-
folio flows and openness are similar, although the results are not statistically
significant (columns (3) and (6)). The positive interaction between loans and
financial integration in the dynamic specification (column (2)) is at variance
with the results with the three-year averages, which show a negative relation-
ship as with the other flows (column (5)).

Interactions with our policy variable suggest that the link between capital
flows and investment strengthens following improvements in the policy
environment. In countries with a CPIA-rating exceeding 3.5 (the top 20th per-
centile in our sample), additional flows have a stronger impact on investment.
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Table 8.4 Nonlinearities in the capital flows–investment relationship: 1979–1999

Annual data dynamic specification 3-Year data static specification

Interactions
with FDI

Interactions
with loans

Interactions
with
portfolio
flows

Interactions
with FDI

Interactions
with loans

Interactions
with
portfolio
flows

1 2 5 4 5 6
Coefficient

Independent
variable

(p-value)

Foreign direct
investment

1.3640 0.5641 0.2956 0.8377 0.8452 0.7705

(0.03) (0.00) (0.19) (0.05) (0.03) (0.02)

Loans 0.7130 −0.3535 0.9949 0.7039 0.9212 0.6110
(0.09) (0.52) (0.01) (0.00) (0.02) (0.00)

Portfolio flows 0.0876 −0.2793 1.3546 0.4826 0.6635 1.1058
(0.89) (0.59) (0.47) (0.12) (0.02) (0.10)

Growth 0.3740 0.5192 0.3194 0.2534 0.1763 0.2308
(0.32) (0.02) (0.37) (0.34) (0.49) (0.35)

Change in terms
of trade

−0.0164
(0.13)

−0.0185
(0.05)

−0.0168
(0.05)

−0.0235
(0.44)

−0.0240
(0.43)

−0.0246
(0.41)

Real interest rate −0.0010 −0.0007 −0.0006 −0.0002 0.0004 0.0002
(0.47) (0.58) (0.70) (0.80) (0.42) (0.68)

M2 0.2438 0.0633 0.1513 −0.0001 0.0011 0.0014
(0.10) (0.68) (0.42) (0.92) (0.28) (0.16)

Uncertainty −0.7096 −0.3272 −0.5010 −1.0740 −0.9980 −0.8502
(0.17) (0.18) (0.17) (0.05) (0.10) (0.11)

Financial
integration

0.0189
(0.01)

−0.0022
(0.46)

0.0023
(0.64)

0.0109
(0.27)

−0.0015
(0.76)

0.0001
(0.98)

Policy −0.0080 −0.0098 −0.0131 −0.0666 −0.0571 −0.0545
(0.30) (0.20) (0.05) (0.00) (0.01) (0.00)

Flows: financial
integration

−0.9041
(0.00)

0.5592
(0.08)

−0.9751
(0.29)

−0.5194
(0.06)

−0.2555
(0.18)

−0.4125
(0.14)

Flows: high policy 1.5152 0.4936 3.4498 1.5147 0.8289 1.6018
(0.03) (0.55) (0.10) (0.00) (0.07) (0.06)

Investment, lagged
once

0.5934
(0.00)

0.5862
(0.00)

0.4838
(0.00)

Test for 1st order
serial correlation

(0.00) (0.00) (0.00) (0.00) (0.02) (0.01)

Test for 2nd order
serial correlation

(0.20) (0.80) (0.88) (0.53) (0.18) (0.23)

Sargan J (0.06) (0.00) (0.01) (0.79) (0.97) (0.96)

Note: For each column p-values are reported in brackets. High policy regimes are those with a
CPIA-rating in excess of 3.5 (upper 20th percentile). Regressions 1–3 were estimated using the
Arellano–Bond one-step first-difference GMM estimator, using DPD98 for Gauss. The coef-
ficients and p-values are robust to heteroscedasticity. Regressions 4–6 were estimated using an
instrumental variable estimator.



This is especially true of FDI, but also in the case of portfolio flows. For
portfolio flows, the absolute size of the coefficient on the interaction term is
approximately four times higher than the coefficient on the interaction with
financial openness (for both annual and three-year estimates); and thus liber-
alization and policy-quality, though offsetting each other, may, in sum, have
favored an increased impact of portfolio flows on domestic investment.

Sensitivity analysis (not shown here) suggested qualitatively similar find-
ings when using different measures of financial integration and policy. The
stock of external assets and liabilities of foreign direct and portfolio invest-
ment divided by GDP was used as an alternative measure of financial open-
ness,13 while the ICRG economic risk rating replaced the CPIA variable.

5. Conclusions

A potentially important benefit of foreign capital inflows into developing
economies is the augmentation of investment resources to add to capital
stock with high marginal returns. However, as the paper’s theoretical discus-
sion shows, financial integration allows agents to optimize their investment
portfolios, and this may not involve increasing domestic investment. The
results of this paper suggest that the surge in capital flows during the 1990s
was driven largely by this diversification motive.

Countries with better policies did have greater success in absorbing foreign
inflows. At least in part, this could be because improved policies raised the
marginal product of new investments, while at the same time they created an
environment conducive for the diffusion of new technologies and ideas
intrinsic to foreign capital. Improved policies probably also reduced the risk
of holding domestic assets, which in turn, by discouraging capital outflows,
would have further enhanced the relationship between capital flows and
investment.

Notes

1 This is done separately for each country and recursively so that at any time, t, only
the information in the sample up to time t is utilized in our regressions.

2 One disadvantage of this variable is that it implicitly assumes that while shocks to
the supply of capital are positively correlated across countries, shocks to the
demand for capital are largely uncorrelated. This is a reasonable assumption,
except perhaps during crisis-periods, when demand shocks are more likely to be
correlated across borders. In particular a global crisis may trigger sharp declines in
investment in a large sample of countries resulting in a decline in flows to develop-
ing countries as a whole.

3 The distances were obtained from Boisso and Ferrantino (1997). Gaps in the data
were filled using the authors’ calculations.

4 The standard least-squares estimator is biased in dynamic panels and more gener-
ally when the explanatory variables are predetermined. Anderson and Hsiao (1982)
suggest using lagged observations of the regressors as instruments. Specifically, the
dependent variable lagged twice is a valid instrument for the first difference of the
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lagged dependent variable, while a lagged value of the regressors can serve as an
instrument for the first difference of the regressors, when they are predetermined.
Arellano and Bond (1991) propose a more efficient estimator which instruments
for endogenous and predetermined variables using an increasing sequence of
lagged values, thus making use of more information in the sample.

5 The IFS data includes short-term flows, whereas the GDF allows a distinction
between short-term and long-term flows (the GDF definition of short-term debt is
the debt with an original maturity of less than one year). The GDF data reports
only those transactions denominated in foreign currencies.

6 This is the opposite of the convention of treating a 1 as a restriction and a 0 as the
lack of restrictions.

7 An important change occurred in the measurement of the intensity of controls on
the capital account starting in 1996, when the IMF’s Exchange Arrangements and
Restrictions stopped reporting the summary measure and started reporting details
on several aspects of the capital account, which permitted the construction of a
graded index of capital account restrictions rather than a dichotomous variable, as
in the past. Thus the financial integration index from 1996 onward is not entirely
comparable to earlier years. It is, moreover, the case that in 1996 the average value
of the financial integration index shows a marked decline (Figure 8.1). However
closer scrutiny reveals that this drop in financial integration is driven not by the
capital accounts measure but almost entirely by a sharp decrease in the current
account transactions measure, which had earlier risen sharply in 1995. Moreover,
sensitivity analysis using a sample truncated in 1995 did not qualitatively change
our results.

8 Quinn (1997) has also constructed a continuous measure of capital controls based
on the details provided in the IMF publication. However, this index is available
only for a few years. Moreover, Chinn (2002) regresses the Quinn index on the four
measures used to construct our index and finds that they explain 71 percent of the
variation in that index.

9 See Country Policy and Institutional Assessment 2001 Questionnaire for a
detailed discussion (http://www.worldbank.org/ida/cpiaq2001.pdf).

10 Bosworth and Collins (1999) use two lags of growth rates in their specification.
However, our approach is to treat each variable as endogenous and estimate the
resulting model using an appropriate set of instruments. Consequently none of the
variables enter with lags. Nevertheless, if we employ a specification identical to
that in Bosworth and Collins (1999), our results remain largely unaltered.

11 Our sample of developed countries consists of the original OECD member
nations, with the exception of Turkey, which enters in our sample of developing
countries. In addition, our sample includes the following countries: Australia,
Finland, Japan and New Zealand, which are also presently members of the
OECD, and Norway, which is not a member. Data were obtained primarily from
International Financial Statistics and the World Development Indicators.

12 First-order serial correlation is to be expected as this simply an artifact of first-
differencing.

13 This measure was originally proposed by Lane and Milesi-Ferretti (2002).
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Appendix

Appendix Table A1 Country list

East Asia and the Pacific South Asia

Fiji Bangladesh
Indonesia India
Korea, Rep. Nepal
Malaysia Pakistan
Papua New Guinea
The Philippines
Thailand

Sri Lanka

Sub-Saharan Africa
Benin

Latin America and the Caribbean Burkina Faso
Argentina Burundi
Belize Central African Republic
Bolivia Chad
Brazil Cote d’Ivoire
Chile Gambia
Colombia Ghana
Costa Rica Kenya
Dominican Republic Malawi
Ecuador Mali
Grenada Mauritania
Guatemala Mauritius
Guyana Niger
Jamaica Nigeria
Mexico Rwanda
Peru Senegal
St. Vincent and the Grenadines Seychelles
Trinidad and Tobago Sierra Leone
Uruguay South Africa

Middle East and North Africa

Algeria
Egypt, Arab Rep.

Uganda
Zambia
Zimbabwe

Jordan
Morocco
Syrian Arab Republic
Tunisia
Turkey



Appendix Table A2 Descriptions of variables and data sources

Variable Description

Investment Gross domestic fixed capital divided by GDP. Missing values were
extrapolated based on gross domestic investment. Source: World
Development Indicators, NE.GDI.FTOT.ZS.

Growth rate Annual growth of real GDP at market prices. Source: World
Development Indicators, NY.GDP.MKTP.KD.ZG.
Change in terms of trade: log difference in net barter terms of trade.
Missing values were interpolated. Source: World Development
Indicators, NE.TRM.TRAD.XU.

Real interest
rate

Short-term nominal interest rate minus inflation rate. Short-term
interest rates refer to lending rates, otherwise money market rates or
discount rates. Source: International Financial Statistics CD ROM
series 60, 60B, and 60M.

Broad money Deviation in M2/GDP from three-year trend. Source: World
Development Indicators, FM.LBL.MQMY.GD.ZS.

Policy Country Policy Institutional Assessment Index. Source: World
Bank. See text.

Financial
integration

Constructed with data from Exchange Arrangements and
Agreements. See text.

Long-term
flows

Gross private flows net of amortizations on account of principal
repayment. Data were normalized by GDP. Source: Global
Development Finance (2001), DT.NFA.PRVT.CD

Foreign direct
investment

Foreign direct investment divided by GDP. Source: Global
Development Finance (2001), BX.KLT.DINV.CD.

Loans Sum of PPG and PNG loans from private banks and other private
financial institutions divided by GDP. Source: Global Development
Finance (2001), DT.NFL.PCBK.CD and DT.NFL.PNGC.CD.
Missing values filled using IFS data, when these data were
unavailable, missing values were interpolated.

Portfolio
flows

Sum of bond and equity investments, divided by GDP. Source:
Global Development Finance (2001), BX.PEF.TOTL.CD.DT and
DT.NFL.BOND.CD. Missing values filled using IFS, when these
data were unavailable, missing values were interpolated.

Global capital
flows

Sum of gross long-run flows to our sample of countries divided by
the GDP aggregated across our sample. A similar variable was
calculated for FDI, bank loans and portfolio flows.

Regional
capital flows

Weighted average of capital flows relative to GDP in other countries
in the same region. See text. A similar variable was calculated for
FDI, bank loans and portfolio flows.
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9 How foreign participation and
market concentration impact
bank spreads
Evidence from Latin America

With Maria Soledad Martinez Peria

1. Introduction

The market structure of the banking industry in many developing countries
has recently undergone significant changes. In particular, the ongoing and,
often, extensive entry of foreign banks has been the source of a far-reaching
transformation. Between 1994 and 1999, the share of assets held by foreign
banks (i.e., those banks that are at least 50 percent foreign) increased from
7.8 percent to 52.3 percent among countries in Eastern Europe (IMF 2000).
For countries in Latin America, the increase in foreign bank participation
over the same period was from 13.1 percent to 44.8 percent. At the same time,
the rise in foreign bank participation often occurred in the context of already
high and, in some countries, rising levels of bank concentration. Among a
sample of 33 developing countries, the level of bank assets held by the three
largest banks averaged 64 percent during 1995–99.1

Growing foreign bank presence and high levels of bank concentration in
developing countries have been the consequence of a number of factors,
some of them interrelated. A facet of the larger process of financial liberal-
ization and international integration, foreign entry was encouraged by local
banking authorities following financial crises as they sought to minimize the
costs of recapitalizing domestic financial systems. The high levels of concen-
tration have also, in part been the consequence of crises, as banks closed,
merged or were acquired. In some cases, foreign bank entry contributed to
bank concentration where foreign banks mainly acquired existing domestic
banks. Foreign competition, moreover, induced domestic bank consolidation
and concentration.

A question that of interest to policy makers and academics alike is the
impact of foreign bank entry and bank concentration on bank spreads—the
difference between the rate charged to borrowers and the rate paid by deposi-
tors.2 Spreads are commonly interpreted as a measure of the cost of finan-
cial intermediation (see Saunders and Schumacher (2000) and Brock and
Rojas-Suarez (2000)). High spreads can hinder the growth of savings and
investment and imply that the cost of using the financial system may become
prohibitive for certain borrowers. Furthermore, the impact of high spreads is



likely to be more severe for developing countries where, given that capital
markets are generally small and underdeveloped, a larger percentage of firms
and individuals tend to depend on banks to meet their financial needs.

A number of recent articles investigate the impact of foreign entry on bank
spreads and other variables (see for example Claessens, Demirgüç-Kunt, and
Huizinga (2000), Barajas, Steiner, and Salazar (2000), and Denizer (2000)).
Demirgüç-Kunt, Laeven, and Levine (2004), in turn, examine the implica-
tions of concentration and bank regulation on spreads.3 Yet, few studies have
examined the parallel trends towards more foreign entry and consolidation in
the sector. None has examined how different types of foreign bank entry
affect spreads.

This chapter investigates the impact of foreign bank participation and
concentration on bank spreads in a sample of Latin American countries
during the late 1990s. Using bank level data for Argentina, Chile, Colombia,
Mexico, and Peru over the late 1990s, we examine a number of hypotheses.
First, we investigate whether foreign banks are able to operate with
lower spreads, directly benefiting borrowers. We refer to this effect as the
“own-effect” of foreign bank presence.

Second, we examine whether the type of foreign bank entry influences how
big the “own effect” might be. In other words, among the foreign banks we
distinguish between those that entered or increased their presence in the sys-
tem by acquiring domestic banks and those that established de novo oper-
ations. Dell’Ariccia and Marquez (2004) suggest that even if all banks are
equally cost efficient, they may charge different spreads, based on their spe-
cialization in different market segments. Alternatively, newly established for-
eign banks may be more aggressive in their pricing strategies to gain market
share. Though we are not be able to formally test whether variations in mar-
ket segments or in pricing strategies account for differences in spreads across
banks, to our knowledge, our study is the first to examine whether all forms
of foreign entry have the same impact on spreads.

Third, we analyze whether there is a “spillover effect” as a result of foreign
bank participation. That is, once we control for the origin (domestic or for-
eign) of individual banks, we test whether the overall level of foreign bank
participation in the banking system raises or lowers spreads across the board,
and, in particular, among domestic banks. A priori the spillover effect of
foreign bank participation is indeterminate. Spreads would be lowered if
foreign banks competed directly with domestic banks, forcing them to reduce
their spreads.4 Alternatively, faced with foreign bank competition, domestic
banks may redirect their lending to segments that are more opaque, where
they have an informational advantage and greater market power, allowing
them to charge higher spreads (Dell’Ariccia and Marquez, 2004).

Finally, we study the impact of bank concentration on bank spreads by
including several measures of system-wide bank concentration in our estima-
tions. At the same time, we control for banks’ market share and for cases of
bank consolidation.
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We believe this chapter contributes to the existing literature not only by
testing some hypotheses that have been overlooked before, but also by focus-
ing on a region that has been at the forefront of the recent changes in bank
market structure in developing countries and that has traditionally been
characterized by high spreads. Latin America makes for an interesting case
study for a number of reasons. First, perhaps after Eastern Europe, Latin
America has been the region to witness the sharpest increase in foreign bank
participation (IMF 2000). Second, despite embarking on a process of finan-
cial market liberalization during the late 1980s and early 1990s—which
included the elimination of interest rates and direct credit controls—spreads
in the region remained high even in the mid-1990s.5 Third, concentration rose
or remains high (depending on the country) in part because many foreign
banks increased their participation by acquiring domestic banks. Also, in
many of these countries, there has been a trend towards consolidation among
domestic banks.

Our empirical analysis yields a number of interesting results. We find that
foreign banks are able to charge lower spreads and have lower costs than
domestic banks. Moreover, those foreign banks that acquired domestic
institutions have higher spreads than those that established de novo oper-
ations, suggesting either some market segmentation or differences in pricing
strategies to gain market share. However, we do not find consistent evidence
of a direct spillover effect on spreads. Instead, the degree of system wide
foreign bank participation (as measured by the share of total loans) appears
to influence spreads through its effects on costs. Greater participation of
foreign banks lowers costs all around. On the other hand, a higher degree
of concentration in the banking system has a positive and economically
significant impact on both spreads and costs.

The remainder of the chapter is organized as follows. Section 2 describes
the structure of the banking sector and the behavior of bank spreads in
Argentina, Chile, Colombia, Mexico, and Peru over the late 1990s. Section 3
discusses the empirical methodology and data used to study the determinants
of bank spreads in Latin America. Section 4 presents the empirical results
and section 5 concludes.

2. Foreign bank participation, concentration, and spreads in
Latin America

As in many developing economies, countries in Latin America experienced
a significant increase in foreign bank participation during the late 1990s
(see Table 9.1). In Argentina, foreign bank participation increased from
18.9 percent in 1995 to 49.4 percent of outstanding loans in 2000. In Chile,
Mexico, and Peru the share of bank loans held by foreign banks rose from
below 15 percent in 1995 to exceed 40 percent by the end of the decade.6

Colombia is the only country in our sample where foreign banks consistently
accounted for one-fourth of the loans during the period under consideration.
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Table 9.1 Bank market structure and spreads in Latin America, 1995–2000

Country Variables 1995 1996 1997 1998 1999 2000

Argentina Total number of banks 141 122 115 106 96 90
Number of foreign banks 32 32 35 38 38 40
Foreign bank share (percent) 18.9 24.2 30.4 40.9 47.4 49.4
Top 3 banks share (percent) 30.0 29.9 29.5 30.8 32.1 33.9
Top 5 banks share (percent) 40.9 41.7 40.9 43.8 46.7 49.4
Herfindahl index 483.3 489.6 482.6 545.3 605.5 656.7
Average annualized spreads—
all banks

15.2 11.4 10.6 11.9 12.7 12.3

Average annualized spreads—
domestic banks

16.7 12.8 12 13.5 15.2 14.2

Average annualized spreads—
foreign banks

11.3 8.2 7.6 9.4 9.4 10.2

Chile Total number of banks 31 31 29 29 29 28
Number of foreign banks 17 17 17 17 18 18
Foreign bank share (percent) 13.7 16.7 20.3 21.5 37.7 45.0
Top 3 banks share (percent) 36.6 35.7 42.5 42.1 41.5 41.1
Top 5 banks share (percent) 51.9 52.6 62.5 62.1 61.9 61.5
Herfindahl index 788.8 796.3 982.8 973.1 961.2 949.8
Average annualized spreads—
all banks

4.8 4.5 4.6 4.6 4.5 5.1

Average annualized spreads—
domestic banks

4.8 4.5 4.5 4.3 4.5 6

Average annualized spreads—
foreign banks

4.7 4.4 4.6 4.9 4.5 4.6

Colombia Total number of banks 33 33 28 27
Number of foreign banks 13 14 12 10
Foreign bank share (percent) 27.6 27.6 26.0 24.9
Top 3 banks share (percent) 29.5 31.5 32.3 29.9
Top 5 banks share (percent) 44.1 47.4 50.2 47.3
Herfindahl index 584.7 644.4 714.4 691.6
Average annualized spreads—
all banks

17 15.9 13.3 11.3

Average annualized spreads—
domestic banks

18.7 17.4 14.7 13

Average annualized spreads—
foreign banks

14.2 13.6 11.6 9.1

Mexico Total number of banks 39 39 40
Number of foreign banks 18 18 20
Foreign share (percent) 13.2 14.0 25.8
Top 3 banks share (percent) 50.0 49.2 47.5
Top 5 banks share (percent) 63.8 62.7 60.8
Herfindahl index 1,108.0 1,055.5 1,078.2
Average annualized spreads—
all banks

4.3 8.8 7

Average annualized spreads—
domestic banks

4.2 8.0 7.3

Average annualized spreads—
foreign banks

4.4 9.8 6.7

Peru Total number of banks 29 27 27 27 24 20
Number of foreign banks 15 14 14 14 13 11
Foreign bank share (percent) 14.1 16.4 19.1 21.9 31.1 39.2
Top 3 banks share (percent) 60.6 61.2 58.2 54.2 53.3 55.7



Despite the dramatic increase in foreign bank participation, the total num-
ber of banks in the region dropped in four of the five countries and concen-
tration levels increased or remained high (see Table 9.1). In Argentina and
Peru, the number of banks declined by more than 30 percent between 1995
and 2000. The total number of banks in Argentina fell from about 141 in
1995 to 90 in 2000. While Peru had 29 banks in 1995, this number dropped
to 20 by 2000. For Colombia and Chile, the number of banks fell by 18 and
11 percent, respectively, during this period. The one exception is Mexico,
where the number of banks increased from 39 to 40 between 1997 and 2000.

In all five countries, the share of loans held by the top three (five) banks
exceeded 30 (40) percent for most of this period and the Herfindahl index was
above 650. Concentration levels rose significantly for Argentina and Chile
between 1995 and 2000. In Argentina, the share of loans held by the top five
largest banks increased from 40.9 percent in 1995 to 49.4 percent in 2000.
Similarly, this share increased from 51.9 percent to 61.5 percent for the case
of Chile between 1995 and 2000.

The drop in the number of banks and the high or rising concentration
levels can be ascribed to several reasons. First, there were many bank closures
during this period. Such closures typically followed periods of financial dis-
tress in the countries, like the Tequila crisis in Argentina in 1995, when
32 banks closed, and the 1998–99 period of financial turmoil in Colombia,
when 4 institutions were liquidated.

Second, much of the increase in foreign bank participation resulted from
purchases of domestic banks. Thus, foreign entry did not typically add to the
number of banks. In Argentina, sixteen foreign banks acquired domestic
financial institutions during the period 1995–2000. The Spanish banks BBVA
and Santander, the British bank HSBC, and the Canadian Scotiabank were
among the most significant entrants in Argentina. During the same period,
foreign banks acquired five domestic banks in Chile, two in Colombia, and
three in Mexico. As in Argentina, Santander, BBVA, and Scotia were import-
ant players in these countries. Though there were also some truly de novo
entries, i.e., cases of foreign banks that started their own operations without
any affiliation with domestic banks, these were not the norm.7 Six foreign
banks set up de novo operations in Argentina, while two banks settled in Peru
over this period. This explains why the total number of foreign banks in these
countries did not increase at the same pace as the increase in foreign bank
participation in the system.

Top 5 banks share (percent) 74.4 74.8 70.7 67.0 68.2 72.5
Herfindahl index 1468.9 1517.3 1356.5 1203.9 1226.8 1316.4
Average annualized spreads—
all banks

15.7 17.7 15.6 12.8 10.5 9.5

Average annualized spreads—
domestic banks

17 16.6 14.5 12.2 10.9 10.5

Average annualized spreads—
foreign banks

13.3 19.4 17 13.6 9.9 8.4
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At the same time, many domestic banks also consolidated with other
domestic banks due to financial distress or as a strategy to compete with
foreign banks, bringing down the total number of institutions. Thirty-seven
such transactions took place in Argentina, four in Chile, three in Colombia,
and three in Peru during the late 1990s.

What has been the impact of foreign bank participation and concentra-
tion on bank spreads? While a detailed econometric analysis is required to
answer this question, it is interesting to note some trends in these variables.
In Argentina, Colombia, and Peru, spreads have dropped during most of
the late 1990s (see Table 9.1). A cursory look at the data for these countries
suggests that spreads tended to decline in periods when foreign participation
increased, but concentration levels remained constant. In Chile and Mexico,
the increase in foreign participation appears to have had little effect on
spreads perhaps because both countries had high levels of concentration at
the start of the period and throughout. Note, however, that by the mid-1990s
spreads in Chile and Mexico were already quite low by regional standards.

Foreign and domestic bank spreads appear to move very much in tandem
across countries in the region. This behavior could signal the influence of
macroeconomic factors and/or similar cost structures that affect all banks in
the system, as well as the possibility that in general or at least in certain
markets foreign and domestic banks compete with each other for customers.
However, in Argentina, Colombia, and Peru, throughout most of the sample,
and in all countries by the end of the period, foreign banks seemed to be able
to operate with lower spreads.

3. Empirical methodology and data

In this section, we turn to an econometric analysis of the impact of concen-
tration and foreign bank presence on bank spreads. In particular, we study
the effect of market structure changes on bank spreads, while controlling for
a host of bank characteristics and macroeconomic variables, by estimating
regressions of the following form:

Spreadi,j,t = α0 + α1Liquidityi,j,t + α2Administrative Costi,j,t + α3NPlsi,j,t +

α4Equityi,j,t + α5Bank Market Sharei,j,t + α6Foreign Banki,j,t

α7Foreign_M&Ai,j,t + α8Foreign_M&A × Agei,j,t +

α9Other_M&Ai,j,t + α10Other_M&A × Agei,j,t

α11Foreign_De novoi,j,t + α12Foreign_De novo × Agei,j,t +

α13Foreign Bank Participationj,t + α14Bank Concentrationj,t +

α15 * Real Output Growthj,t + α16 * Inflationj,t + α17 * Short-
Term Real Interest Ratej,t +

α18 * Argentinai,j,t + α19 * Chilei,j,t + α20 * Colombiai,j,t + α21

* Mexicoi,j,t  + εi,j,t (1)
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where i is the bank id, j identifies the country, and t refers to the time period
considered.

Equation (1) is motivated by the dealership model of bank spreads
developed by Ho and Saunders (1981), extended by Allen (1988), Angbazo
(1997) and others, and the firm-theoretical framework developed by Zarruck
(1989) and Wong (1997).8 Both models predict that operating costs, regula-
tory costs, credit risks, and the market structure of the banking sector can
affect spreads.9

In equation (1), the variable Spread is the difference between the implicit
average interest charged on loans and the implicit average interest paid on
deposits. In other words, the spread is calculated by taking the total interest
received by banks on loans during one quarter divided by the average loans
for that period and subtracting from it the total interest paid on deposits
throughout the quarter divided by average deposits. Liquidity is measured as
the ratio of liquid to total assets. Liquid assets refer to cash and deposit
balances in other banks (including reserve requirements at the central bank).
High liquidity ratios, either self-imposed for prudential reasons or as a result
of regulation (e.g., reserve or liquidity requirements), inflict a cost on banks
since they have to give up holding higher yielding assets. To the extent that
banks are able to transfer this opportunity cost to borrowers, spreads will rise
with liquidity ratios.

Administrative Cost refers to the ratio of administrative expenses (includ-
ing payroll and overhead) to average assets. If banks incur high administra-
tive costs in the process of providing their services as intermediaries, they are
likely to increase the spread they charge their customers. NPls is the ratio of
non-performing loans to total loans. This variable is intended to capture
credit risk. Faced with higher credit risk, banks are likely to charge higher
rates on their loans, as equity holders demand risk-adjusted returns. Equity
refers to the share of bank equity to total assets. Holding large equity ratios
either on a voluntary basis or as a result of regulation can be costly for banks.
We would expect bank spreads to rise with this variable. Market Share is
the ratio of each banks’ loans to total system loans. To the extent that
market shares get translated into market power, banks with higher shares
of the market may be able to charge higher rates on loans. On the other
hand, larger banks may be able to reap economies of scale and may
pass on some of these benefits to their customers in the form of lower
spreads.

Foreign Bank is a dummy that takes the value of 1 if a bank is foreign at
each point in time. By introducing this variable, we can test whether the
average spread for foreign banks is significantly different from the average
spread for domestic institutions. That is, this variable allows us to test for the
“own effect” of foreign bank presence. Foreign M&A is a dummy variable
that identifies those transactions where foreign banks increased their size or
began operations within our sample by acquiring domestic banks. Foreign_De
novo, on the other hand, is a zero/one variable that captures those foreign
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banks that set up de novo operations in a given country. The purpose of
including the latter two variables is to determine how the spreads for these
banks compare with those that have been foreign since the start of the sample
and how different modes of foreign bank entry and/or strategies to increase
participation in local markets affect bank spreads.

We also control for other types of mergers and acquisitions, namely those
involving domestic banks or foreign banks, by including the variable
Other_M&A, which takes the value of 1 for those domestic or foreign
banks that acquired an institution of the same type. Both M&A variables (i.e,
Foreign and Other) plus the dummy identifying foreign de novo entry are
interacted with Age, the time since entry (measured in years), to allow for the
possibility that there is an adjustment period until banks can attain their
desired level of spreads after they enter a new market or purchase/merge with
a bank.

Foreign Bank Participation is the share of loans in the hand of foreign
banks. This variable captures the dynamic impact of changes in the relative
importance of foreign banks on the overall level of spreads. In other words,
this variable is included to test whether there is a “spillover effect” arising
from the presence of foreign banks in the system. Bank Concentration meas-
ures the extent to which loans are concentrated on the hands of few banks
within a system. In most of the estimations, we include three different meas-
ures of concentration, namely, the Herfindahl index—defined as the sum of
squared loan market shares—plus the share of loans held by the top three
and top five largest banks, respectively. We expect concentration measures to
have a positive impact on bank spreads, once we control for differences in
cost ratios across banks. Furthermore, contrary to the literature on bank
concentration and profitability, where a positive association between these
variables can signal different things, we interpret a positive sign on bank
concentration as an indication of greater market power and less competition
in the banking sector.10

Given that the level of bank spreads can be affected by the macroeconomic
environment in which banks operate, we control for the Inflation rate, the
Real Output Growth, and a measure of the money market Short-Term Real
Interest Rate. Following Smith (2001), we include the inflation rate for two
reasons. First, given that bank spreads are the difference between two nom-
inal rates, if inflation shocks are not passed through to both rates equally fast,
then spreads should reflect this. Second, Cottarelli and Kourelis (1994) have
found that inflation can affect the flexibility of loan rates and therefore of
bank spreads. The real growth of output variable could help pick up business
cycle effects as those discussed by Bernanke and Gertler (1989) and Kiyotaki
and Moore (1997). These studies suggest that changes in output can affect
lending rates, and consequently spreads, because borrowers’ creditworthiness
is countercyclical. As output growth slows down, creditworthiness deterior-
ates and, other things equal, this is likely to be reflected in higher bank loan
rates and, consequently, spreads. Finally, we include a measure of the short-
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term money market real interest rate to control for the marginal cost of funds
faced by banks.

We obtained bank-level balance sheet and income statement data from
the Superintendency of Banks in each of the countries in our sample. For
Argentina, Chile, and Peru the data covers the period 1995–2000. For
Colombia, we obtained data for 1997–2000. For Mexico, where a change in
accounting standards does not allow us to use data before 1997, the sample
studied is 1998–2001. The data frequency is quarterly in all cases. The corres-
ponding bank authorities also provided detailed accounts on the foreign
banks operating in each country at each point in time along with information
on their mode of entry (e.g., via acquisitions or by de novo entry). They also
supplied us with the list of mergers and acquisitions among domestic banks
and between existing foreign banks.

Data on inflation, output growth, and the real short-term interest rate
came from the IMF International Financial Statistics database. Table 9.2
contains a detailed description of the variables used in this paper together
with means and standard deviations for each of them.11

4. Empirical Results

Table 9.3 presents the estimation results for equation (1), analyzing the
determinants of loan-deposit spreads for private banks in Latin America.12 In
particular, results are reported for all private banks and, separately, for
domestic and foreign banks, respectively. Throughout, the t-statistics shown
were calculated allowing standard errors to be correlated for observations
corresponding to the same bank within a country (i.e., using clustered
standard errors as described by Rogers, 1993).

The estimates reported in Table 9.3 were obtained pooling all countries in
our sample (Argentina, Chile, Colombia, Mexico, and Peru). However, they
are not intended to explain variations across countries. Instead, because they
include country fixed-effects, they explain changes in spreads over time within
a country. The purpose of pooling observations in this context is to increase
the power of our estimations.13 At the same time, pooling assumes that the
relation between bank spreads and its determinants can be characterized by
the same coefficients for all countries. Thus, as part of our sensitivity analysis,
we report and discuss below results in which we do not include all countries in
the estimation.

The determinants of spreads may be categorized into three groups. First,
bank-specific variables that include operational characteristics (such as
liquidity, non-performing loans, and administrative costs), the bank’s market
share, whether it is foreign or domestic, whether the formation of the bank
was the result of a merger or acquisition (M&A) or whether the bank was
a new (de novo) entrant, and the interaction of bank’s age with the foreign
and M&A dummies.14 Second, system-wide measures of market structure,
including the degree of foreign bank participation and concentration.15
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Table 9.2 Definition of variables used and data descriptive statistics

Variable Definitions Source of original
data

Mean Standard
deviation

Spread Interest income
received on loans (over
total loans) minus
interest expenses paid
on deposits (over total
deposits)

Bank
superintendencies

0.025 0.016

Liquid assets
(over total assets)

Cash and deposits with
other banks (including
the central bank)

Bank
superintendencies

0.108 0.077

Non-performing
loans (over total
loans)

Loans considered to be
non-performing by the
banking authorities (in
most cases 90 days
overdue)

Bank
superintendencies

0.109 0.151

Administrative
costs (over total
assets)

Includes payroll and
other operating
expenses

Bank
superintendencies

0.016 0.0128

Foreign bank Dummy equal to 1
when bank is at least
50% foreign owned

Bank
superintendencies

0.412 0.492

Equity (over total
assets)

Bank capital plus
reserves

Bank
superintendencies

0.145 0.116

Bank market
share

Share of loans held by
each bank to total loans

Bank
superintendencies

0.024 0.043

Foreign M&A Dummy equal to 1 for
cases when a foreign
bank acquired a
domestic bank

Bank
superintendencies

0.062 0.289

Foreign
M&A×Age

Interaction of foreign
M&A with time (in
fraction of years) since
acquisition of a
domestic bank by a
foreign bank

Bank
superintendencies

0.048 0.263

Foreign de novo Dummy equal to 1 for
foreign banks that
entered the country by
setting up de novo
operations

Bank
superintendencies

0.002 0.044

Foreign de
novo×Age

Interaction of foreign
de novo with time (in
fraction of years) since
entry

Bank
superintendencies

0.002 0.044



Table 9.2 (continued )

Variable Definitions Source of original
data

Mean Standard
deviation

Other M&A Dummy equal to 1 for
domestic banks that
acquired other domestic
banks, or for foreign
banks that acquired
other foreign banks

Bank
superintendencies

0.113 0.439

Other
M&A×Age

Interaction of other
M&A with time (in
fraction of years since
entry)

Bank
superintendencies

0.091 0.432

Foreign bank
participation

Share of loans held by
foreign banks (those
that are at least 50%
foreign owned)

Bank
superintendencies

0.273 0.119

Top 3 bank share Share of loans held by
the top 3 banks in the
system

Bank
superintendencies

0.385 0.105

Top 5 bank share Share of loans held by
the top 5 banks in the
system

Bank
superintendencies

0.526 0.114

Herfindahl index Sum of squared bank
market shares

Bank
superintendencies

794.405 325.403

Inflation Rate of growth of the
consumer price index

IMF
International
Financial
Statistics

0.011 0.015

Real output
growth

Rate of growth of
industrial/manufactur-
ing production

IMF
International
Financial
Statistics

−0.011 0.054

Real interest rate Money market rate—
inflation

IMF
International
Financial
Statistics

13.189 8.222

Note: The spreads reported here are quarterly spreads as opposed to those shown in Table 9.1,
which are annualized spreads.
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And, finally, variables that control for the macroeconomic environment are
inflation, real growth of production, and the real market interest rate.

For the sample including all banks, among the bank-specific variables,
bank liquidity and administrative costs have a positive and significant impact
on bank spreads in all three specifications, corresponding to the different
measures of concentration. Banks that either decide or are required by regu-
lation to hold a high proportion of their assets in the form of liquid assets
seem to charge higher spreads. This can be interpreted as the banks’ response
to the fact that in holding higher liquidity ratios, banks forego a return on
such assets. However, the impact of higher liquidity on bank spreads seems to
be quantitatively small: a one standard deviation increase in liquidity raises
spreads by 0.14 standard deviation. On the other hand, administrative costs
have a larger impact on bank spreads: a one standard deviation change in
administrative costs results in an almost 0.6 standard deviation change in
spreads. As discussed below, administrative costs are influenced by macro
country characteristics (inflation, growth, and domestic interest rates) and
subsume their effects in these regressions, as a consequence of which the
macro variables do not appear to have a direct influence on spreads.

Foreign banks, on average, charge lower spreads (0.5 percent lower per
quarter) than their domestic counterparts. For foreign banks that enter
through an M&A process, the full effect on spreads is the sum of the Foreign
Bank dummy (which has a negative sign) and the Foreign M&A dummy
(which has a positive sign). This sum is negative and statistically different
from zero, as noted in the F-test reported at the bottom of Table 9.3. The
estimated coefficients indicate that spreads for foreign banks that entered the
system through acquisitions of domestic banks are 0.26 percent per quarter
lower than those for domestic banks. Since the Foreign_De novo dummy is
also negative, its sum with the Foreign Bank dummy is a large negative, imply-
ing that while both types of foreign banks charge lower spreads than
domestic banks, the de novo foreign banks charge much lower spreads
(around 2.7 percent per quarter lower than those for domestic banks). The
interactions between the mode of entry by foreign banks and the time since
entry (Age) are never significant.16

Two factors could explain why the spreads charged by foreign banks that
entered the market by acquiring domestic banks might differ from those of de
novo entrants. First, de novo banks, interested in gaining market share, may be
more willing to charge lower rates to reach their desired size. Second, the
two types of foreign banks may be targeting different market segments.
Dell’Ariccia and Marquez (2004) suggest that differences in the information
available to banks influence who they lend to and the spreads they are able to
charge. By virtue of being newcomers to the sector, de novo banks are likely to
possess the least information about domestic borrowers and, hence, would
have an incentive to focus on the more transparent segments of the market
(i.e., where information about borrowers is most accessible). At the same
time, since transparent market segments are likely to be more competitive,
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de novo banks would be required to charge lower spreads relative to those
possible in other market segments. In contrast, foreign banks acquiring or
merging with domestic banks would inherit proprietary customer informa-
tion, allowing them to serve somewhat less transparent firms, in less contest-
able markets, where they might have some market power and the ability to
charge higher spreads. Since both types of foreign banks charge lower
spreads than their domestic competitors, it is possible that domestic banks
are forced to increase their lending to the least transparent borrowers from
whom they are able to obtain the highest spreads.17

Beyond their incentive and ability to charge lower spreads, do foreign
banks have a “spillover effect” on the overall level of spreads? We test this
possibility by investigating if the foreign bank participation variable (i.e., the
share of loans held by banks that are at least 50 percent foreign owned)
influences spreads. In our basic estimations on Table 9.3, the coefficient on
this variable is statistically insignificant. This result could imply either that no
spillover effect exists (lower spreads charged by foreign banks do not create
sufficient pressure on other banks to lower their spreads, perhaps, because of
market segmentation) or that the spillover effect operates mainly in an
indirect manner, for example, through the impact of foreign competition on
administrative costs, as we examine below. It is possible, of course, that
because foreign bank participation is rising over time, the variable picks up
mainly a time trend and does not speak to the issue of “spillovers.” We also
explore this possibility below.

Finally, for the sample including all banks, higher bank concentration
raises spreads significantly. Regardless of the measure of concentration
included, spreads rise as a response to increases in bank concentration. A one
standard deviation increase in concentration results in a 0.13 to 0.25 standard
deviation change in bank spreads.18

In the rest of Table 9.3, we present estimations for the determinants of
spreads among domestic banks only (columns 4–6) and foreign banks only
(columns 7–9). We continue to find that liquidity and administrative costs
have a positive impact on bank spreads, with administrative costs exercising
the stronger influence, especially among foreign banks. Within the sample of
domestic banks, we also find that those with higher market shares are able to
charge lower spreads. This may point to the presence of economies of scale
among large domestic banks. Within the group of foreign banks, the evidence
for lower spreads charged by the new entrants is reaffirmed. Once again,
changes in foreign bank participation do not seem to directly affect the over-
all level of spreads for domestic or foreign banks. Finally, as before, a rise in
bank concentration leads to higher spreads, with the effect being particularly
high and significant for domestic banks.

The spread estimations reported in Table 9.3 make three assumptions.
First, by pooling observations across countries we are forcing the coefficients
in the spread equations (except for the constant) to be the same for all
countries. Second, we are also assuming that there are no structural shifts
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(over time) in the relation between bank spreads and their determinants.
Finally, we are ignoring possible common shocks or time trends.

Because of the short-time series at our disposal, we are unable to run
separate regressions for each country and formally test the pooling assump-
tion.19 However, we conduct alternative estimations to analyze the sensitivity
of our results to this assumption. In particular, we obtain results excluding
Mexico and Colombia, the countries with the shortest time series and with
the lowest levels of foreign bank participation (see Table 9.4).20 Reassuringly,
the results are virtually the same for this smaller sample. Also, to mitigate the
concern that our findings are driven by Argentina, the country with the long-
est time series, Table 9.4 also reports estimations excluding this country.
Again, results remained largely unchanged.

Table 9.4 Panel estimations for bank spreads excluding some countries

Variables Excluding Mexico and Colombia Excluding Argentina

All banks Domestic
banks

Foreign
banks

All banks Domestic
banks

Foreign
banks

Liquid assets 0.031 0.0603 0.0056 0.021 0.042 0.018
(2.73)*** (4.89)*** (0.38) (2.67)*** (2.66)** (2.03)**

Non-performing
loans

−0.0002
(0.04)

0.0012
(0.28)

0.0013
(0.10)

−0.011
(0.59)

0.005
(0.31)

−0.037
(1.75)*

Administrative costs 0.611 0.5251 0.713 0.815 0.922 0.854
(5.71)*** (7.28)*** (3.67)*** (5.81)*** (4.10)*** (5.53)***

Foreign bank −0.0047 −0.004
(3.26)*** (2.68)***

Bank market share −0.027 −0.034 0.0209 −0.005 −0.014 0.065
(2.65)*** (2.81)*** (0.85) (0.45) (1.10) (2.22)**

Equity 0.009 0.0245 0.0012 0.007 0.004 0.007
(1.35) (1.58) (0.21) (0.91) (0.21) (0.97)

Foreign M&A 0.0023 0.0004 0.002 −0.002
(2.60)*** (0.32) (1.99)** (1.15)

Foreign M&A×Age 0.0001 0.0012 −0.00042 0.001
(0.09) (1.02) (0.55) (0.67)

Foreign de novo −0.0223 −0.0184
(2.15)** (2.28)**

Foreign de novo×Age 0.0073 0.0069
(1.05) (1.24)

Other M&A 0.0006 0.001 −0.003 −0.001
(0.76) (1.46) (2.65)*** (0.85)

Other M&A×Age −0.0001 −0.0004 0.001 0.001
(0.19) (0.65) (0.58) (0.59)

Foreign share 0.0046 0.0087 −0.0034 −0.006 −0.007 −0.005
(1.33) (1.71)* (0.88) (1.52) (1.15) (1.23)

Top 3 bank share 0.0565 0.0648 0.0497 0.027 0.031 0.015
(4.16)*** (3.83)*** (2.39)** (2.25)** (2.26)** (0.82)

(continued overleaf )
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To test for structural shifts in the relation between spreads and their
determinants over time, we try two possibilities (see Table 9.5). First, we
interact administrative costs (the most consistently significant variable across
all spread specifications) with a dummy that equals one for the period 1999
and beyond. Second, to assess whether the impact of administrative costs on
bank spreads changed with the increase in foreign bank presence, we interact
administrative costs with the foreign bank share. All interaction terms are
always insignificant and our main results do not change.

To control for possible time trends, we repeat our spread estimations
including quarterly time dummies (see Table 9.6). Most of our results
remain unchanged, except that among domestic banks, the foreign bank
share has a positive impact on spreads. One possible explanation for this
result is that competition from foreign banks causes domestic banks to
redirect their lending to more opaque borrowers to whom they can charge
higher spreads. However, this finding does not imply that the net effect of
foreign bank participation on domestic banks is to increase their spreads,

Table 9.4 (continued )

Variables Excluding Mexico and Colombia Excluding Argentina

All banks Domestic
banks

Foreign
banks

All banks Domestic
banks

Foreign
banks

Inflation 0.1036 0.0572 0.1425 −0.02 −0.03 −0.003
(3.52)*** (1.45) (3.72)*** (0.52) (0.71) (0.04)

Real growth of
production

0.000469
(0.18)

0.000805
(0.21)

−0.00125
(0.43)

0.002
(0.65)

0.003
(0.82)

−0.00009
(0.02)

Real market interest
rate

0.0001
(1.93)*

0.0002
(2.23)**

0.0001
(1.12)

−0.00011
(1.45)

−0.0001
(1.57)

−0.0001
(0.79)

Argentina 0.0152 0.0206 0.0113
(3.12)*** (3.93)*** (1.73)*

Chile 0.0039 0.0075 0.0038 −0.002 0.002 −0.003
(1.30) (2.15)** (0.81) (0.49) (0.60) (0.53)

Colombia 0.02 0.027 0.012
(4.42)*** (5.37)*** (1.74)*

Mexico −0.014 −0.009 −0.018
(4.87)*** (3.65)*** (3.28)***

Constant −0.0211 −0.0332 −0.0173 0.003 −0.006 0.006
(2.54)** (3.23)*** (1.42) (0.42) (0.71) (0.48)

Observations 2188 1303 885 1342 695 647
R-squared 0.57 0.55 0.58 0.56 0.64 0.53

Notes: The estimations excluding Colombia and Mexico include: Argentina, Chile, and Peru.
Those excluding Argentina, include: Chile, Colombia, Mexico, and Peru. Robust t-statistics
(calculated allowing for clustered standard errors by bank) are in parentheses. * significant at
10%; ** significant at 5%; *** significant at 1%.
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Table 9.5 Panel estimations for bank spreads allowing for structural shifts

Variables Interacting administrative costs with
a dummy post 1999

Interacting administrative costs with
foreign bank share

All banks Domestic
banks

Foreign
banks

All banks Domestic
banks

Foreign
banks

Liquid assets 0.0281 0.0522 0.0187 0.028 0.0514 0.0198
(3.74)*** (4.70)*** (2.32)** (3.79)*** (4.62)*** (2.55)**

Non-performing
loans

−0.0009
(0.23)

0.0005
(0.12)

−0.0002
(0.02)

−0.001
(0.25)

0.0004
(0.11)

0.0007
(0.06)

Administrative
costs

0.6418
(6.24)***

0.5485
(7.35)***

0.7748
(3.98)***

0.6502
(4.60)***

0.4609
(3.98)***

0.8745
(3.56)***

Administrative
costs x Dummy
1999–2000

0.0319
(0.39)

0.1051
(1.66)*

−0.0783
(0.46)

Administrative
costs x Foreign
bank share

0.0099
(0.03)

0.4513
(1.37)

−0.5312
(0.87)

Foreign bank −0.0052 −0.0051
(3.91)*** (3.95)***

Bank market share −0.0141 −0.0235 0.0469 −0.014 −0.0234 0.0451
(1.39) (1.99)** (1.79)* (1.38) (1.98)** (1.69)*

Equity 0.0095 0.019 0.0043 0.0095 0.0194 0.0037
(1.59) (1.36) (0.76) (1.58) (1.38) (0.65)

Foreign M&A 0.0025 −0.0003 0.0024 −0.0003
(2.52)** (0.22) (2.50)** (0.20)

Foreign M&A×
Age

0.0001
(0.11)

0.0018
(1.50)

0.0002
(0.22)

0.0018
(1.52)

Foreign de novo −0.0215 −0.0195 −0.0217 −0.0193
(2.07)** (2.06)** (2.08)** (2.17)**

Foreign de novo×
Age

0.0073
(1.05)

0.0083
(1.26)

0.0075
(1.07)

0.0078
(1.23)

Other M&A 0.0002 0.0007 0.0002 0.0006
(0.28) (0.90) (0.25) (0.86)

Other M&A×Age −0.000007 −0.00029 0.000015 −0.00029
(0.01) (0.42) (0.03) (0.42)

Foreign share 0.0009 −0.000027 −0.001 −0.0128 −0.009 −0.0159
(0.18) (0.00) (0.15) (4.45)*** (3.35)*** (2.97)***

Top 3 bank share 0.0391 0.0516 0.018 0.0382 0.0513 0.0175
(3.06)*** (3.37)*** (0.87) (3.01)*** (3.36)*** (0.90)

Inflation −0.0012 −0.0213 0.0053 −0.0024 −0.0267 0.0046
(0.03) (0.52) (0.09) (0.07) (0.66) (0.08)

Real growth of
production

0.0017
(0.52)

0.0019
(0.46)

0.0002
−0.04

0.0023
(0.77)

0.0028
(0.72)

−0.0006
(0.16)

Real market
interest rate

0.000013
(0.22)

0.000064
(1.13)

−0.00003
−0.24

0.000014
(0.23)

0.000068
(1.19)

−0.000029
(0.22)

(continued overleaf )



since as discussed above, the presence of foreign banks can affect spreads
indirectly through its impact on administrative costs. We turn to this
issue next.

Table 9.7 presents the determinants of administrative costs (expressed
as a ratio of total assets) for all banks and separately for domestic and
foreign banks.21 The macro variables are now seen to be significant among
domestic banks, unlike in the spreads equations. Inflation is negatively
signed, suggesting that bank costs do not respond immediately to general
inflation. Higher interest rates, which are a proxy for the marginal cost of
capital, raise administrative costs.

In general, foreign banks appear to operate with lower costs relative to
domestic banks. However, in the estimations including all banks, different
types of foreign bank entry (via M&As or through de novo entry) do not seem
to have differential effects on costs. On the other hand, in the specification
for foreign banks, we find that those that entered through merger and
acquisitions with domestic banks have higher costs than other foreign banks.

Regardless of their origin, the overall level of foreign bank presence seems
to exert a downward pressure on the administrative costs of all banks. Thus,
despite evidence consistent with the hypothesis of market segmentation in
our spreads results, foreign bank presence apparently generates sufficient
competitive pressure to induce an all round lowering of costs.

However, if foreign bank entry is also associated with increased

Table 9.5 (continued )

Variables Interacting administrative costs with
a dummy post 1999

Interacting administrative costs with
foreign bank share

All banks Domestic
banks

Foreign
banks

All banks Domestic
banks

Foreign
banks

Argentina 0.0078 0.0151 0.0009 0.0021 −0.003 0.0032
(1.70)* (3.26)*** (0.11) (0.39) (0.44) (0.42)

Chile 0.0002 0.0038 −0.0012 0.0074 0.0143 0.0013
(0.06) (1.21) (0.24) (1.75)* (3.15)*** (0.19)

Colombia 0.0207 0.0292 0.0118 0.0000 0.0035 −0.0011
(4.60)*** (5.91)*** (1.61) 0.00 (1.12) (0.23)

Mexico −0.013 −0.0095 −0.0151 0.0204 0.0287 0.012
(4.75)*** (3.48)*** (2.96)*** (4.65)*** (5.92)*** (1.70)*

Constant −0.0067 −0.0195 0.0011 −0.0065 −0.0183 0.0002
(0.87) (2.20)** (0.09) (0.85) (2.10)** (0.02)

Observations 2618 1539 1079 2618 1539 1079
R-squared 0.52 0.53 0.48 0.52 0.53 0.49

Notes: These estimations include all countries: Argentina, Chile, Colombia, Mexico, and Peru.
Robust t-statistics (calculated allowing for clustered standard errors by bank) are in parentheses.
* significant at 10%; ** significant at 5%; *** significant at 1%.
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concentration, there may be an offsetting effect. Our results indicate that
costs, indeed, go up with concentration. Note that unlike for spreads, where
the influence of concentration was especially large for domestic banks, more
concentration seems to raise costs all around in similar measure. This result is
consistent with the notion that in more concentrated systems there is less
pressure for banks to lower their administrative costs in order to offer more
competitive spreads. Since bank concentration was also seen to raise spreads,
it has a particularly powerful effect on the costs of intermediation.

As with the spreads estimations, we repeated the regressions dropping
Argentina, Mexico and Colombia and adding time dummies. The results
remain the same. To save space we do not report these results here, but they
are available upon request.

5. Conclusions

Our results show that foreign participation and concentration influence the
spreads charged to borrowers—and hence the process of financial inter-
mediation—in a complex manner. The overall effect depends on three differ-
ent channels of influence: the spreads charged by foreign banks relative to
domestic banks, the “spillover” effects from the presence of foreign banks
on both spreads charged and on operating costs, and the concentration
in the banking sector that has accompanied foreign entry. Consider each
in turn.

First, foreign banks charge lower interest margins and potentially foster
financial intermediation. New establishments (i.e., de novo banks) appear to
operate with particularly low spreads. Whether such entry generates welfare
gains is unclear since that will depend on whether the lower spreads charged
are the consequence of a more aggressive pricing strategy or because de novo
banks choose to lend only to the most transparent segments with high market
contestability.

Second, greater foreign presence does not imply a general decline in
spreads, but appears to influence the intermediation through lowering costs
of operation. More widespread foreign bank presence is associated with cost
reduction throughout the banking system. Possibly, a combination of dem-
onstration effects and potential competition, with banks threatening to
encroach on each others’ customer base, generates the pressures for cost
reduction that ultimately benefit bank clients. Thus, long-term benefits of
foreign entry are likely to come from lower cost structures in the banking
system.

Third, greater concentration raises spreads in an economically important
manner. This is so especially for domestic banks. At the same time, concentra-
tion is also associated with higher administrative costs all around. The impli-
cation is that some part of the benefits from foreign entry may be offset where
concentration levels also increase. As noted in the introduction, the consoli-
dation that did occur in the banking sectors of the countries concerned was
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not necessarily related to foreign entry, although the fact that much of the
entry was in the form of takeovers, rather than new establishments, did not
help create more competition. For policy makers, this creates a challenge since
more competition is desirable for lowering spreads, but could generate vul-
nerability where the “franchise” value of domestic banks is seriously eroded.

Finally, while we believe this chapter adds to our understanding of the
impact of foreign participation and concentration on the costs of financial
intermediation in developing countries, more work in this area is clearly
needed. Given the limited number of countries and short sample period we
study, there is a need to extend the analysis in both of these directions. Also,
further research linking bank-level data with the banks’ customer profiles
would help to explain the apparent differences in the spreads charged by
foreign and domestic banks, something which this chapter speculates on but
cannot answer definitively.

Notes

1 Figures obtained from Demirgüç-Kunt, Laeven, and Levine (2004).
2 For a review of the potential consequences of foreign bank participation see

Levine (1996). For a discussion of the impact of bank concentration on profit-
ability see Berger (1995). For a test of whether bank consolidation and concentra-
tion has worsened competition in developing countries see Gelos and Roldós
(2002).

3 For a broader discussion of the implications of consolidation, see Gelos and
Roldós (2002) for developing countries and Berger (1995) for a review of the U.S.
evidence.

4 Domestic banks may lower spreads either because they are driven to become more
efficient following bank entry (by, for example, imitating some of the practices
introduced by foreign banks) or because they are forced to give up some of the
margins they were able to charge before. In other words, lower spreads could be the
result of lower costs or lower revenues.

5 Brock and Rojas-Suarez (2000) study spreads in Latin America during 1990–1996
and conclude that they have not gone down significantly (perhaps with the excep-
tion of Mexico) and in many cases are still three times higher than those observed
for industrial countries (though less so for Chile). In general, the study finds that
high operating or administrative costs are particularly significant in explaining the
behavior of bank spreads in the region.

6 In the case of Mexico, the foreign bank share exceeded 40 percent by 2001.
7 Following the lifting of restrictions on foreign entry, fifteen foreign banks initiated

operations in Mexico during 1995 and 1996. These entrants were small relative to
the existing domestic banks, and the main increase in foreign bank participation
occurred through the acquisition of domestic banks after 1998.

8 According to the dealership approach, banks are risk-averse dealers trying to
balance loan and deposit markets, where loan requests and deposit flows are not
necessarily synchronized. In this set up, bank spreads are interpreted as fees
charged by banks for the provision of liquidity under transactions uncertainty.
The firm theoretical model of banks assumes these operate in a static framework
where the demand and supply for loans and deposits clears both markets.

9 A common limitation of the empirical applications of these frameworks is that
market structure differences across countries have been modeled by including
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country dummies (see Saunders and Schumacher (2000)), that is they have been
implicitly assumed to be constant over time.

10 An extensive literature exists studying the impact of concentration on bank profit-
ability (see Berger 1995 for a review). While the literature unanimously predicts a
positive association between concentration and profitability, different theories
exist explaining what is behind this result. The structure–conduct–performance
theory argues that bank concentration signals market power and that a positive
association between profits and concentration is unambiguously bad for the
economy. A related theory is the relative market power hypothesis, which claims
that only firms with large market share and differentiated products can obtain
market power and are able to earn profits above normal. On the other hand the
efficiency–structure hypothesis contends that larger concentration levels and mar-
ket shares could reflect greater efficiency by the largest banks, which in turn are
able to lower costs and obtain higher profits. While a problem of observational
equivalence exists in interpreting the relation between bank concentration and
profits, this issue should not arise in analyzing bank spreads. Relatively more
efficient banks should be able to charge lower spreads, as a result of having lower
costs. Consequently a positive association between bank spreads and concentra-
tion should signal greater market power and less competition in the banking
sector.

11 Note that while Table 9.1 reports annualized spreads, Table 9.2 presents quarterly
spreads, since the regressions are conducted with quarterly observations.

12 Because the spreads charged by public banks may be subject to constraints due to
direct subsidies and other political considerations, we do not include these banks
in our sample. Also, since implicit bank spreads calculated from quarterly income
and balance sheet data can be quite volatile, we exclude those observations in the
top and bottom 5 percentile of the distribution of the change in bank spreads. The
purpose of doing so is to avoid the possibility that outliers drive our results.
However, eliminating these observations does not change the results described
below.

13 For example, we are interested in analyzing if and how the mode of foreign
bank entry, by merger and acquisition or by de novo entry, affects bank spreads.
However, there are few such transactions in each country to study this question on
a country by country basis.

14 To address the concern of possible reverse causality from spreads to bank’s oper-
ational characteristics (such as liquid assets, non-performing loans, and market
share), we also estimated similar regressions using one-quarter lags of these vari-
ables as regressors with virtually identical findings. To save space, this results are
available upon request.

15 Because bank origin might be correlated with the degree of foreign bank participa-
tion (i.e., the larger the number of foreign banks, the more likely it is that foreign
bank participation will be high) and bank market share might be positively associ-
ated with the level of system wide concentration, we reestimated the equations
after excluding these bank level variables to confirm the robustness of our findings.
Our main findings remain unchanged. These results are available upon request.

16 Excluding these interaction terms does not change our results.
17 To test these speculations would require specific data on the portfolio of the differ-

ent banks, which are not available at the present time in the detail that is necessary.
As a second best alternative, we tried controlling for the share of loans to assets
and the ratio of non-interest expenses to assets to take into account that some de
novo banks might be investing in bonds and/or securities rather than lending.
However, these variables never proved to be significant and in some cases reduced
our sample size. Thus, these results are not reported here, but are available upon
request.
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18 In particular, a one standard deviation change in the share of loans held by the top
three banks (top five banks) results in a 0.25 (0.13) standard deviation change in
bank spreads. At the same time, a one standard deviation change in the Herfindahl
index leads to a 0.20 standard deviation rise in bank spreads.

19 Argentina is the exception, given its large number of banks. Results for Argentina
yield the same results and conclusions as those for the panel. These results are
available upon request.

20 To save space in Tables 4 and 5 we only report estimations including the loan share
of the three largest banks as a measure of concentration. However, regressions
using the top 5 bank share and the Herfindahl index produce virtually the same
results. These are available upon request.

21 Again, recognizing the possibility of reverse causation from costs to market share,
we reestimated the regressions with lagged values of the market share, with results
that are the same as those described here. However, these estimations are available
upon request.
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10 The role of cross-border mergers
and acquisitions in Asian
restructuring

With Shoko Negishi

1. Introduction

This chapter is motivated by four principal objectives:

• To describe recent trends in cross-border mergers and acquisition (M&A)
activity in developing countries (section 2).

• To review the literature on the role that M&A can play in enhancing
economic efficiency (section 3).

• To provide an empirical assessment of the role played thus far by
cross-border M&A in the restructuring of corporate sector in East Asia
following the recent crisis (sections 4 and 5).

• And, finally, to draw policy lessons on mechanisms that facilitate M&A
and hence permit their efficient execution while also recognizing the
need for complementary measures to enhance competition and improve
corporate governance (section 6).

Cross-border M&A activity has been on the rise worldwide, driving the
upsurge in foreign direct investment (FDI) over the past decade, and especially
over the past few years. While industrialized countries account for a dominat-
ing 90 percent share of the value of world cross-border M&As, Latin America
and East Asia developing countries have, is significant and the value of cross-
border M&As in these countries is on the rise. The benefits of such M&A
activity remain controversial. By enhancing the competition for corporate
control, mergers can improve efficiency. Some studies show that acquisitions
can be especially useful in restructuring underperforming firms.

Before-and-after comparisons of cash flow returns of acquired firms con-
clude that acquisitions bring higher wealth gains for insolvent firms than
those under independent work-out, and that those gains are higher in cross-
border transactions than domestic M&As. At the same time, mergers can also
destroy value where the projected synergies do not materialize and/or the
corporate cultures clash (see Ghemawat and Ghadar 2000, Economist 2000)

In this context, cross-border mergers in the East Asian crisis countries are of



special interest.1 Though financial reengineering of debt owed by troubled
firms, including under government-sponsored voluntary work-out schemes,
has made progress, severely distressed firms, particularly in the non-tradable
sectors, have been compelled to seek buyers for their assets. The Korean and
Thai governments, in particular, have introduced a series of policy reforms to
create a better environment for foreign investment as well as domestic and
cross-border mergers and acquisitions to enhance asset reallocation.

This chapter empirically examines the sectoral patterns of cross-border
merger and acquisition activity and their relationship to recovery in East
Asia. The main findings are:

• Cross-border M&A activity has occurred primarily in the most distressed
sectors, such as non-tradable sectors. On the other hand, the sectors that
are performing relatively well have less M&A activity.

• There is insufficient evidence to suggest so-called “fire-sales” of distressed
assets.

• But, equally, we found little sign of immediate contributions of cross-
border M&As to the restructuring of the troubled economies. Our
evidence is, however, tentative since we use industry averages rather than
firm-level data. However, the lack of an impact is not implausible. Given
the gravity of problems, especially in the non tradable sectors, it is not
surprising that the restructuring effects of cross-border M&As have
not yet materialized. The most significant role for cross-border M&As,
therefore, lies ahead in the longer-term processes such as operational
restructuring and reallocation of assets.

• Government policies to enhance domestic mergers and acquisitions,
greater competition, and improved corporate governance will reinforce
the beneficial effects of foreign mergers and acquisitions.

2. Cross-border M&A: trends, motives, and impacts

This section reports on cross-border M&A trends and, in particular, compares
them with trends in FDI. In doing so, however, one important caveat needs to
be noted. M&A is a form of FDI. However, the balance of payments data
does not distinguish between M&A and “greenfield” FDI (new projects).
Hence the comparison has to be made on reported values of cross-border
M&As; these reported values, unfortunately, include amounts that are not
components of the balance of payments reporting of FDI data. As such, the
two series cannot be directly compared. The amount recorded as FDI refers
to funds channeled through the capital account of a country in relation to
both M&As and new projects; these transferred amounts can either be equity,
reinvested earnings, or intercompany debt (i.e., debt issued by the parent to
the subsidiary company). In contrast, cross-border M&A data refer to trans-
action values. If, for example, the foreign acquiring company raises debt
within the domestic market to purchase the target company, that amount is
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also included in the reported values. In practice, such amounts are not likely to
be large. Additionally, and perhaps more importantly, the acquiring company
may borrow internationally to finance the purchase of the target company.
Unlike domestic debt, such international debt financing does represent a
transfer of resources to the recipient country. However, the comparison with
FDI flows breaks down since, as noted, those flows include only inter-
company debt. In practice, it is difficult to judge how important even this
difference is. For FDI also it is possible that the international firm may
borrow internationally and then on-lend on its own account to its foreign
subsidiary.

Cross-border M&As have increased significantly in industrialized as well as
developing countries over the past decade. Although developing countries’
share of cross-border M&As is still small relative to industrialized countries,
transactions in Latin America (primarily through privatization) and East
Asia (post-crisis asset sales) have led an upsurge among developing countries.
In East Asia, Korea and Thailand in particular have attracted large volumes
of M&A activity since 1997. In analyzing these flows, it is helpful to distinguish
between two different motives for the M&A activity: creating opportunities
for the future (strategic partnering) and resolving past problems (corporate
restructuring). Most M&A activity occurring in developed countries is in the
industries under competitive pressure as a result of deregulation, technological
renovation, or large R&D expenditures, and is thus intended for strategic
repositioning. In developing countries, cross-border M&As can immediately
provide liquidity and prevent asset losses, and enhance resource allocation. In
the long-term, M&As potentially introduce new management and operation
systems, thereby improving efficiency and competitiveness.

Trends and principal sectoral characteristics

According to data assembled by the United Nations Conference on Trade
and Development (UNCTAD), global cross-border acquisitions (in which a
foreign purchaser acquired more than a 10 percent stake) reached $720 billion
in 1999, up by 35 percent from $532 billion in 1998, whereas the majority
cross-border M&A value was $411 billion.2 Despite the rise in dollar values,
developing country M&As declined from $81 billion (15 percent of total
M&As) in 1998 to $63 billion (9 percent) in 1999. Cross-border M&As in
developing countries grew at an annual average rate of 81 percent during the
period of 1991–1999, compared with 26 percent annual average growth of
FDI flows in developing countries. These decade averages, however, mask the
sharp jump in recent years, such as 132 percent from 1996 to 1997.

Within developing countries, Latin America has been the largest target
region of cross-border M&As, most of which have been through privatization
programs (Figure 10.1). Though smaller in M&A size, East Asia has been the
fastest growing target region, growing at an annual average rate of 106 percent
(Table 10.1), again with the big absolute jump occurring after the 1997 crisis.
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Unlike in Latin America, cross-border M&A activity in East Asia has been
largely through sales of private firms.

The recent cross-border M&As in industrialized countries and, to a lesser
extent, in developing countries are characterized by large-scale transactions
(Ghemawat and Ghadar 2000, Economist 2000). The mega deals in indus-
trialized economies in 1999 include acquisitions of AirTouch Communica-

Figure 10.1 World cross-border mergers and acquisitions, 1991–1999*.
Note: *Involves acquisitions of a more than 10 percent equity.

Source: World Bank GDF 2000 and UNCTAD.

Table 10.1 Cross-border mergers and acquisitions in developing countries (billions
of US$)

1991 1992 1993 1994 1995 1996 1997 1998

East Asia and the Pacific FDI 14.3 22.0 39.1 45.1 52.0 59.9 64.1 64.2
M&A 0.2 0.3 1.2 2.1 1.3 2.0 6.7 10.1

Europe and Central Asia FDI 3.4 4.6 6.3 7.0 16.9 15.8 22.8 24.4
M&A 1.1 3.9 2.4 2.4 4.3 2.1 7.8 1.9

Latin America and the
Caribbean

FDI
M&A

12.8
1.0

15.0
6.1

13.7
3.8

28.4
3.1

29.8
6.0

43.6
11.2

64.7
25.6

69.3
31.2

Middle East and North
Africa

FDI
M&A

2.8
0.0

3.6
0.3

3.8
0.2

3.4
0.4

−0.2
0.03

3.3
0.2

5.9
1.1

5.1
1.2

South Asia FDI 0.4 0.8 1.1 1.6 3.0 3.5 4.9 3.7
M&A 0.05 0.01 0.1 0.4 0.2 0.2 0.3 0.8

Sub-Saharan Africa FDI 1.6 1.6 1.9 3.4 4.2 4.7 7.7 4.4
M&A 0.08 0.07 0.5 0.1 0.3 3.0 1.6 1.5

Developing Countries
Total

FDI
M&A

35.3
2.4

47.5
10.8

66.0
8.2

88.9
8.5

105.6
12.1

130.8
18.6

170.3
43.2

170.9
46.8

Note: * Involves acquisitions of a more than 50 percent equity.

Source: World Bank (1999a) and UNCTAD (1999).
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tions of the United States by Vodafone Group PLC in the United Kingdom
for $65.9 billion and Atlantic Richfield Co. of the U.S. by BP Amoco PLC in
the UK for $33.7 billion. Mega transactions in developing countries, notably
in Latin America, have been closely related to privatization projects, such as
the sale of Brazil’s Telebras for $19 billion in 1998 and Argentina’s petroleum
company YPF SA for $19 billion in 1999.

What drives M&As?

M&A activity creates competition for corporate control, motivated by both
private and regulatory incentives. Private incentives include imperfections
and asymmetries in domestic product and capital markets (Kindleberger
1969, Caves 1971, Hymer 1976, Froot and Stein 1991), competitive environ-
ment of the market, differences in tax systems (Scholes and Wolfson 1990).
The imperfections and costs motivate firms to pursue mergers and acquisi-
tions to capitalize on monopoly rents or internalize operations. Regulatory
incentives include variations in corporate governance (Jensen 1986), and pol-
icy frameworks towards foreign investment.3 Management that acts in its own
interest may cause financial losses to shareholders, which provides a potential
for other firms to intervene. Liberalization of foreign entry and ownership
will open up more opportunities for cross-border M&A activity.

Though the distinction is not always clear-cut, M&A activity can be
broadly classified into two categories (Table 10.2). The first type of M&As is
mainly motivated by past problems and attempts to create value through
restructuring. The second type is forward looking, seeking to create value
through creative partnerships. Negative features of M&As arise if the first
type is driven by “fire-sales” of distressed firms, and the second type of
M&As is triggered by firms seeking for market monopoly. In both cases,
mismanagement may destroy shareholder value.

The upsurge of M&As in the United States in the 1980s reflected the need
to revitalize domestic firms to a new reality of increased global competition.
Acquisitions by foreign firms were significant. During the 1985–1989 period,
foreign acquisitions of U.S. firms amounted for over $170 billion, 17 percent
of total U.S. takeover activity (Harris and Ravenscraft 1991). Japan was one
of the major investors, with a $13 billion outlay in 1988 for acquisitions of
132 U.S. firms (Kang 1993). Motivated largely by the value of restructuring

Table 10.2 Why M&As occur?

PAST FUTURE

POSITIVE Overcome capital market
imperfections

Build value through strategic
partnering

NEGATIVE Fire-sale/monopoly Monopoly
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the acquired firms, these early U.S. M&As were similar to the M&As in
post-crisis East Asia. In the U.S. M&As of the 1980s, the firms were under
competitive pressure to rationalize and raise profitability, whereas East Asian
firms have been struggling to recover from severe financial distress and also
improve their long-term competitiveness.

In contrast, the recent mega mergers have been largely driven by incentives
for strategic partnerships to share costs of the innovation process and extend
product variety. Strategic partnering through M&As can lead to new forms
of oligopolistic competition based on knowledge networks. Strategic M&A
activity can increase the operational flexibility of firms to meet new demands
that are constantly generated under the continuous process of innovation
(UNCTAD 1999). The sectoral examples of M&As demonstrate the pressures
for consolidation and rationalization of assets. The telecommunication and
banking industries, having gone through a series of deregulatory measures, are
dealing with a complex mix of greater competition arising from technological
change and the need to supply a worldwide market. The oil and chemical
industries are similarly facing the challenge of technological renovation. Firms
in the pharmaceutical industry, a major target of M&As in industrialized
countries, rely heavily on R&D, which makes strategic mergers advantageous.
As these examples show, globalization heightens competition, which forces
firms to rationalize internal resources and increase access to wider markets
as well as to achieve economies of scale through M&As. Meanwhile, inter-
nationalization of operation, management and financial assets can make
firms more resistant to external shocks and volatility as a result of rapid
globalization in developing countries.

In developing countries also, deregulation and liberalization of trade and
services has opened up more opportunities for foreign investors. However,
this first stage of M&A is being driven either by privatizations of state-owned
enterprises, which need significant upgrading, or by M&As of troubled private
firms.

The increased M&A activity in the crisis-afflicted economies has been
driven by exchange rate depreciations and lower domestic asset prices, which
provided foreign investors with greater scope for acquiring assets. Mean-
while policy frameworks towards foreign entry have been liberalized in those
economies. On the other hand, domestic firms are faced with large debt
repayments in rising interest rates and thereby forced into restructuring.
This has particularly been the case for those firms in the non-tradable sec-
tors that could barely benefit from the export growth as a result of currency
depreciation. For some financially troubled firms the only alternative to
bankruptcy has been to sell their assets. This has let to a concern in East
Asia that the current wave of cross-border M&As represents “fire-sales” of
domestic assets, which will result in substantial transfer of domestic wealth
to foreigners, thereby involving little prospect of restructuring the troubled
sectors.
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Benefits of M&A

We focus here on two questions. First, are cross-border M&As different from
domestic M&As? Second, do M&As play a special role in restructuring?

Cross-border M&As Whether cross-border M&As bring benefits to host
countries has not yet been empirically clarified. Consolidation and rational-
ization of resources as a result of M&As—domestic or cross-border—can
resolve over-capacity and improve efficiency. Nevertheless the immediate
impact of M&A activity may be negative as consolidation and rationalization
result in reduced employment and, possibly, reduced competition.

Cross-border M&A activity can be beneficial to a host country when it
prevents potentially profitable assets from being wiped out, which is speci-
fically applicable to M&As involving either privatization of state-owned
enterprises in transition economies or sales of financially distressed firms in
developing countries. Highly indebted, loss-making companies—state-owned
or private—often have no option but to go insolvent unless they can be
sufficiently financed by external resources, most probably coming from
foreign investors given domestic financial constraints. Various examples
from the transition economies in Central and Eastern Europe suggest that
privatization-related cross-border M&As have played a key role in restructur-
ing domestic firms. A study of the Czech Republic, Poland, and Hungary
during the 1992–1995 period indicates that foreign investment enterprises had
a higher propensity to invest, were more export-oriented, and also were faster
in restructuring, than domestic firms (Hunya 1997).

Other evidence suggests that in Hungary’s banking sector, where the major
privatization program has been completed, foreign investors have provided
technical expertise as well as financial support, and have demonstrated greater
independence from domestic political influence than domestic firms. More-
over the new entry of foreign investors into the retail market of the banking
sector has increased competition, thereby promoting the development of
innovative services as well as improving personnel training and marketing
(World Bank 1999a).

Empirical analyses of M&As and corporate restructuring are, however,
limited because of the lack of availability of financial information of
acquired firms. Financial information of firms whose majority stake is
acquired by other operating firms will be replaced by the consolidated infor-
mation of the acquirers shortly after the transactions are completed. There-
fore very few studies examine the long-term impact of M&A activity on
restructuring. Some analyses of U.S. firms suggest that cross-border M&As
bring larger wealth gains than domestic transactions, by comparing short-
term stock returns (a few days before and after the announcement of mer-
gers) of acquired firms. A comparative study of 1273 U.S. firms acquired
during the period 1970–1987 by foreign and domestic firms shows that wealth
gains for target firms observed 1–4 days after the announcement of mergers
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(approximated by cumulative abnormal stock returns) are significantly
higher in cross-border transactions than in domestic acquisitions by around
10 percentage points (Harris and Ravenscraft 1991). Similarly, a study of
Japanese M&A activity in the United States during the 1975–1988 period
concluded that the sale of a majority stake to Japanese firms leads to signifi-
cantly higher target returns than the sale of a majority interest to U.S. firms
(Kang 1993).

Role in restructuring Some evidence suggests that M&As can facilitate effi-
cient redeployment of assets of insolvent firms in the longer-term. Hotchkiss
and Mooradian (1998) focused on 55 post-merger performance of insolvent
firms that were acquired by other operating firms, in comparison to matching
non-bankrupt transactions. The study found that post-merger cash flow
returns of acquired insolvent firms improved in the first and second years
by around 6 percent each, whereas post-merger cash flow returns of non-
bankrupt firms showed no statistically significant improvements. They also
suggested that potential sources of operating gains for the acquisitions of
insolvent firms were reductions in operating expenses.4

In the long-term, however, not only can M&As induce new investment,
domestic or foreign, by the acquirers and their suppliers, but they can also
introduce new managerial, production and marketing resources to target
firms, thereby improving efficiency and productivity (UNCTAD 1999).
Eventual integration with the corporate networks of the acquirers can fur-
ther expand opportunities. Moreover, cross-border M&As bring foreign
exchange and help the developing host countries fill the gaps in their current
accounts.

3. East Asian financial distress and recovery

More than two years since the onset of the East Asian crisis a strong
cyclical recovery is ongoing but large parts of the corporate and finan-
cial sectors in the crisis economies remain in distress. In late 1999, non-
performing loans (NPLs) in their banking systems, though lower in some
countries than their historical peaks, were still at considerably high levels.
In Indonesia, the Republic of Korea, Malaysia and Thailand respectively,
NPLs were 25 percent, 18 percent, 45 percent, 41 percent of gross domestic
product (GDP), and an estimated 50 percent, 15 percent, 21 percent and
39 percent of total loans.5 Recovery has been strongest in Korea, which
along with Malaysia, has benefited especially from the strong international
demand for electronics products. And while such a recovery is likely to
continue, the after-effects of the financial shock will persist, and continued
restructuring is essential both to reinforce that recovery and to reduce
future vulnerabilities.
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Summary of events

The East Asian crisis has exposed financially weak firms in the corporate sec-
tor that have operated on thin margins, and their subsequent inability to pay
interest has aggravated their debt burden. Since their ability and incentives to
invest are limited—and since such firms constitute a significant portion of the
crisis economies—they will continue to act as a drag on investment and growth
until the financial claims are resolved, and either their operations return to
adequate profitability or their assets are redeployed. Meanwhile the distressed
banking sector itself requires further recapitalization or consolidation to
avoid continued systemic risks and growing fiscal liabilities for governments.

The East Asian crisis has driven many marginal firms into illiquidity, and
resulted in a high level of accumulated debt and associated interest payments.
Consequently, many firms that have recently emerged from the worst effects
of the crisis are still in a precarious situation and are vulnerable to further
shocks. Furthermore, non-performing loans by banks and non-bank financial
companies have remained exceptionally high.

• Investment rates have fallen sharply since the onset of the crisis (Figure
10.2). Relative to the average of 1992–1997, the investment rates in the
second quarter of 1999 were down by about 57 percent in Indonesia,
40 percent in Thailand, and by 30 percent in Korea.

• The government has borne the brunt of bank restructuring. Bank
recapitalization costs are significantly large in relation to existing public
debt; estimated at 48 percent, 4 percent, 8 percent, and 8 percent of GDP
in Indonesia, Korea, Malaysia, and Thailand respectively (World Bank

Figure 10.2 Total investment in East Asia (percent).

Source: IFS, IMF.
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1999b). Without the ability to collect on non-performing loans, debt
levels will show a higher than reported increase.

• In corporate restructuring in contrast, the proper role for governments is
to facilitate resolution of financial claims and foster the reallocation and
mobility of assets.

In the absence of effective bankruptcy regimes, governments in all the
crisis countries have instituted out-of-court mechanisms to speed up financial
settlements. At the same time, bankruptcy procedures, where needed, have
been reformed, which may also help resolution of financial claims in the short
run and may provide a sounder basis for improved corporate governance
in the long run. Once financial property rights have been clarified, the
market system and the private sector should be in a position to undertake
the required reallocations of productive assets, but governments can play
an important role in permitting greater asset mobility. Reforms following
the crisis also included short-term tax regime changes to facilitate asset trans-
actions and, more importantly from a long term perspective, better account-
ing standards, which should contribute to improved corporate governance
through better evaluation of financial assets and liabilities (Table 10.3).

Sectoral distress and recovery

The crisis had a disproportionate impact on firms with pre-existing structural
weaknesses, and this has also consequently resulted in uneven recovery. Signs
of distress and recovery become apparent through the examination of various
indicators. Industrial production in manufacturing has shown significant
recovery in Korea and, to a lesser extent, also in Malaysia (Figure 10.3). This
faster recovery reflects in part their greater strengths in sectors such as elec-
tronics, computers, and telecommunication equipment. Korean firms have
also shown resilience in the transport equipment sector (Figure 10.4a). Simi-
larly Thai firms in the transport equipment sector have made a strong bounce
back after a sharp decline in output, whereas Malaysian firms are still on the
way to returning to the pre-crisis level (Figure 10.4b, 10c). In Korea, Malaysia
and Thailand traditional manufacturing sectors such as chemical products,
cement products, metals, and machinery have only shown a limited recovery,
but in some cases a decline significantly predated the crisis.

More importantly, the most distressed sectors appear to be non-tradable/
services sectors where production remains below pre-crisis levels (Figure 10.5).
In particular gross domestic product in the wholesale and retail trade as well
as the finance and real estate sectors show signs of severe distress, with a
sharp decline and/or slow recovery (Figure 10.6a–c). Currency depreciations,
which favor traded goods, have reduced the incentive to invest in the non-
tradable sectors. The share of insolvent firms is significantly higher in the
non-tradable sectors than in the tradable sectors, for instance, in Malaysia
about three-quarters of the non-performing loans are to enterprises in the
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non-tradable sectors. The high level of distress reflects prevalent problems in
the non-tradable sectors, which, even prior to the crisis, had been characterized
by overcapacity and low productivity (Crafts 1999), reflecting local mono-
polies in sectors such as retail trade and distribution. Low productivity in the
real estate sector also reflects excess capacity. The Japanese experience shows
that deregulation of domestic trade is an important spur to competition and
to increasing productivity (Alexander 1999).

The share of firms unable to pay their debts is significantly higher in the
non-tradable sectors than in the tradable sectors. The estimates show that, in
the second quarter of 1999, distress was especially high in the non-tradable
sectors of services and real estate, as could be expected from the trends
in non-tradable production (Table 10.4). For Malaysia, where the sectoral
distribution of non-performing loans is available, the data shows that the
problems have worsened especially for the non-tradable sectors (Table 10.5).
Non-performing loans as a share of GDP by sector rose more rapidly in the
non-tradable sectors than for manufacturing overall during the period of
March 1998 and September 1999.

4. Cross-border M&As in East Asian restructuring

As noted, cross-border mergers and acquisitions (M&As) can be a useful—
and, unlike most other initiatives, a private-sector driven—restructuring tool
for host economies when distressed firms have limited alternatives for their
survival. However, a concern with respect to the possibility of “fire-sales” has

Figure 10.3 Industrial production before and after the crisis (index = 100 at the start
of the crisis).

Note: *3 month moving averages.

Source: Datastream.
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Figure 10.4 Production index before and after the crisis by industry (index = 100 at
the start of the crisis).

Note: *3 quarter moving averages.

Source: a and b, Datastream; c, Bank of Thailand.



Figure 10.5 Non-tradable production before and after the crisis (index = 100 at the
start of crisis).

Note: 3 quarter moving averages.

Source: Datastream.

Table 10.4 Financial distress, 1999, 2nd quarter (percentage of firms unable to meet
current debt repayment)

Country 1999 (Q2)

All Manufacturing Services Real estate

Indonesia 63.8 41.8 66.8 86.9
Korea 26.7 19.6 28.1 43.9
Malaysia* 26.3 39.3 33.3 52.8
Thailand 28.3 21.8 29.4 46.9

Note: * For Malaysia, firms in agriculture and utilities bring down the average for all firms in
1999.

Source: Claessens, Djankov, and Klingebiel (1999a).

Table 10.5 Non-performing loans as share of GDP in Malaysia by sector (percent)

Mar-98 Dec-98 Sep-99 Change,
3/98–9/99

Agriculture, forestry and fishing 6.4 11.7 15.0 58.3
Mining 1.9 9.0 6.6 32.5
Manufacturing 24.3 59.1 56.8 32.7
Utility 7.3 13.1 21.2 63.2
Wholesale and retail trade 21.8 46.0 57.2 58.1
Construction 131.8 328.1 342.2 47.1
Transportation and
communications

23.4 63.3 52.5 23.5

Financial services 50.5 136.7 210.5 124.2

Source: Bank Negara.



Figure 10.6 Non-tradable production before and after the crisis by industry (index =
100 at the start of crisis).

Note: *3 quarter moving averages.

Source: a, Bank of Korea; b, Datastream; c, Bank of Thailand.



been prominent in the policy discussions. “Fire-sales” of domestic assets can
result in substantial transfer of domestic wealth to foreigners. Nevertheless
whether they do so depends on how “fire-sales” are defined (Krugman 1998).
If pre-crisis asset values had been inflated by implicit guarantees that ultim-
ately fail, and the crisis returns the values to their appropriate level, purchases
by foreigners may reflect their greater liquidity or their superior management
skills, but properties are sold at equilibrium prices and there is no transfer of
wealth. Alternatively, if an excessive exchange rate depreciation, perhaps the
result of contagion in international markets, forces domestic firms to liquid-
ate to pay off short-term debt, foreign firms that are not liquidity-constrained
can purchase these domestic firms or projects, which will generate a stream of
profit above the liquidation value once the exchange rate recovers. The
domestic economy will lose because of the wealth transfer, more so if for-
eigners are less efficient at running domestic investment projects than local
firms (see Krugman 1998). Though the evidence is not clear-cut, we do not
find “fire-sales” to be a significant phenomenon. However, neither do we find
obvious evidence for the positive effects of restructuring.

FDI and cross-border M&As

Majority-owned cross-border M&A sales in the crisis countries reached
$7.3 billion in 1998, compared with $3.6 billion in 1997, largely due to signifi-
cant increases in M&A activity in Korea and Thailand. In 1999, the cross-
border M&A value (including both majority and minority acquisitions) in
East Asia’s crisis four countries were $20 billion, up from $17 billion in 1998,
with $12 billion in Korea and $3 billion in Thailand (compared to $9 billion
and $5 billion in 1998 respectively) (Figure 10.7). Malaysia received a high
level of cross-border M&A deals prior to the crisis, but levels did not rise
after the crisis. M&As in Indonesia, traditionally at the miniscule level,
doubled in 1999 to $2.7 billion from 1998.

Figure 10.8 shows the sectoral distribution of cross-border M&As in the
crisis countries during the period of 1997–1999. Indonesia had half the
number of transactions in light manufacturing (mainly food products), and
petro-chemicals (mainly oil refining). In Korea and Malaysia, the wholesale
and retail trade sector had the largest number of transactions, 24 percent and
30 percent of their respective totals. Korea also had a large share of sales in
the petro-chemicals industry. Other sectors that sold a large number of assets
in Malaysia are the finance and real estate and the light manufacturing
sectors (comprising the paper and pulp, textiles, and cement industries). In
Thailand, the transactions have taken place mostly in the finance and real
estate and the wholesale and retail trade sectors, accounting for more than
50 percent of total sales.
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Cross-border M&As and financial distress

Though it is early to judge the impact of M&As in East Asia, certain conclu-
sions can be drawn. The existing literature on U.S. firms, as noted earlier,
compares pre-merger cash flow performance of target firms with post-merger
performance of acquirer firms. In cross-border M&A transactions in East
Asian countries, on the other hand, the size of the acquired firms is not
significant relative to foreign firms to affect the performance of acquirer firms
after the mergers, which means that the post-merger performance of acquired

Figure 10.7 Cross-border mergers and acquisitions in crisis countries, 1997–1999*.

Note: *Includes both majority and minority ownership.

Source: Thomson Financial Securities Data.

Figure 10.8 Cross-border mergers and acquisitions in crisis countries by sector
1997–1999 (number).

Source: Thomson Financial Securities Data.
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firms will not be measured by the performance of surviving entities, unlike
the studies of the U.S. cases. We focus, therefore, on industry aggregates,
recognizing that this reduces the confidence in the findings since those
aggregates may mask individual firm performance.

Some descriptive pictures are presented in Figure 10.9, comparing the
average recovery rate in production since the crisis with the number of cross-
border M&A sales by sector. Cross-border M&A sales tend to take place in
larger numbers in the sectors showing deeper distress and slow recovery. In
Thailand, 30 percent of mergers and acquisitions occurred in finance and real
estate, where GDP has declined most sharply with the slowest recovery, fol-
lowed by the wholesale and retail trade sector. The petrochemicals industry
has also stagnated, as seen in Figure 10.4c, whereas foreign investors have
shown considerable interest in acquiring assets among the manufacturing
sectors. On the other hand, the transport equipment sector required less asset
sell-offs due to its strong upturn (Figure 10.4c). In Malaysia, foreign investors
have bought majority stakes largely in the wholesale and retail trade and the
finance and real estate sectors, those that have suffered most from fallen
production and sluggish recovery. The average rate of growth in production
in the finance and real estate sector still remains negative. There has been a
relatively small number of cross-border M&A sales in the utility (electricity,
gas, and water) sector which has shown the fastest recovery among the non-
tradables. The ratio of the average post-crisis growth rate of production
(where there has been a positive growth) to the pre-crisis rate is 0.09 for the
wholesale and retail trade sector, whereas for the utility, food, and basic metal
sectors, the ratios are 1.53, 2.21 and 2.31, respectively.

In comparison, Korea’s picture is somewhat ambiguous partly because
production has not only declined by a smaller magnitude, but also it has
recovered more rapidly than the other crisis economies. Nevertheless, the
wholesale and retail trade sector, with the severest fall in production in the
economy, has had by far the largest number of asset sales. As also observed
for Thailand, in the transport equipment sector, which shows resilience and
recovery, there has been a relatively small number of asset sales. In Korea’s
petro-chemicals industry, 10 out of 17 cases have taken place with major
chemical and allied products companies in Europe, which appears to be
part of increased global oligopolistic competition in the industry since
1998. Meanwhile, overall demand growth prospects for petroleum products
in the region augment the high volume of asset acquisitions by foreign
investors.

Inferences on production efficiency can also be tentatively drawn from
inventory trends in Korea, where such data is available (Figure 10.10). The
patterns in inventory appear to be somewhat associated with cross-border
M&A activity: the industries with low inventory level—textile, metal, and
transport equipment—show the least M&A activity, whereas machinery and
petro-chemical industries have the largest numbers of M&As among the
tradable sector.
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Figure 10.9 Cross-border mergers and acquisitions and recovery in production by
sector, 1997–1999 (number).

Note: Recovery rate is the average quarterly change in production between the crisis period and
end-1999. The X axis crosses at the average number of M&As.

Source: Thomson Financial Securities Data.



Table 10.6 shows selected companies in the wholesale and retail trade and
the finance and real estate sectors, whose majority stakes were sold to foreign
acquirers during 1998–1999. The last three columns indicate return on equity
(a ratio of net income to shareholder’s equity) of the companies; two years,
one year, and at the most recent date available, prior to the announcement of
sales. The return on equity in acquired companies had sharply deteriorated

Figure 10.10 Inventory index by industry in Korea (three-month moving average).
Source: Datastream.

Table 10.6 Return on equity of acquired companies

Company Sector Sale
value

Return on equity

($mil) 2 years 1 year
avail.

Last
avail.

Korea First Bank Korea Finance and real estate 415.0 −1.8 −162.0 −1587.6
Shangri-La Hotels Malaysia Wholesale and retail trade 94.6 7.1 3.5 –
Bank of Asia Thailand Finance and real estate 181.5 15.9 −4.6 −78.8
Nakornthon Bank Thailand Finance and real estate 319.3 −4.0 −341.9 –
UOB Radanasin Bank Thailand Finance and real estate 382.5 −29.0 −283.0 –
Shangri-La Hotel Thailand Wholesale and retail trade 34.7 0.5 −13.9 –
Golden Land Ppty Dvlp Thailand Finance and real estate 76.3 −1.6 −62.0 –

Source: Thomson Financial Securities Data.
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prior to the transactions in all cases. Among the wholesale and retail trade
sector in Thailand, the hotel industry is considered to have a stronger poten-
tial to recover through the involvement of foreign capital. Investors from
Europe, the United States and Asia’s newly industrialized economies have
been attracted by long-term growth prospects in the industry, as well as to
assets made available in the market at lower prices as the new bankruptcy law
forces the highly indebted owners to sell them off.

Besides the urgent need of distressed firms for liquidity, coupled with over-
all policy measures to encourage cross-border M&As, the large number of
asset sales in the finance and real estate sector has been partly driven by
the recent efforts of the East Asian governments to recover assets of the
nationalized banking institutions. Since, through their direct takeovers and
recapitalization initiatives, governments of the crisis countries have become
substantial owners of the banking systems, the reprivatization of these
institutions has remained a priority that will influence the long-term structure
and performance of the financial sectors. So far, efforts at privatization have
been partially successful, particularly in Korea and Thailand, albeit with
problems partly as a result of the continued growth of non-performing loans,
which new acquirers have difficulty in valuing.

The sale of a 51 percent stake in Korea First Bank, one of the country’s
largest commercial banks, to a US investment fund, Newbridge Capital, was
finally settled in September 1999 after nine months of negotiations. The pro-
tracted negotiations centered around the valuation of non-performing loans
that had not been carved out or revealed and on the extent of continued
government obligations to assume non-performing loans following the pri-
vatization. The issues were particularly serious since Korea First Bank was a
principal creditor to the second largest chaebol, Daewoo where a creditor-led
restructuring is ongoing as a result of the continued increase in debt. The
final terms of agreement require the government to be responsible for any
loans that are non-performing over the next two years. There have been a
number of smaller-scale acquisitions of Korean banks by foreign investors,
including a 17 percent stake in Kookmin Bank by a Goldman Sachs-led
investment fund, and a 31 percent stake in Korea Exchange Bank by
Commerzbank of Germany (EIU 1999).

In Thailand, continued concerns over the scale of the non-performing
loans and of asset quality, has delayed sales of the nationalized banks to
foreign investors, although the slow but steady progress in the asset resolution
process appears to some regaining of foreign investor confidence. ABN-
Amro Bank of the Netherlands acquired a 75 percent stake in Bank of Asia,
while the Development Bank of Singapore bought 51 percent of Thai Danu
Bank in 1998. Nakornthon Bank (NTB) followed when Britain’s Standard
Chartered bought a 75 percent stake for $319 million in September 1999 after
two years of negotiations. The government is expected to reimburse Standard
Chartered for any loss of interest revenue resulting from the bank’s non-
performing loans. Numerous minority acquisitions include a 15 percent
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stake in Thai Farmers Bank to the Government of Singapore Investment
Corporation for $258 million.

As discussed previously, some argue that the post-crisis asset acquisitions
in East Asia by foreign investors are often based on “fire-sale” pricing,
although evidence has been insufficient to support this argument. Limited
information of cross-border M&A transactions in Thailand suggests that
prices paid by acquirers per share have been around 70 percent of book
value per share (Table 10.7). In contrast, non-performing assets in Thailand
have been auctioned at values that are considerably lower than the acquisi-
tion values of local firms. The average auction price of non-performing
assets in Thailand has been 25 percent of the book value (Table 10.8). The
case of Korea also indicates that foreign acquisitions of assets have not
been “fire-sales”. Korea suffered least from domestic liquidity constraint
among the crisis-hit countries. Nevertheless total cross-border M&A trans-
actions shot up to $9 billion in 1999, five times higher than the level in
1998. M&A activity in Korea continued to rise by 32 percent in 1999 des-
pite the considerable appreciation of the won by 15 percent from 1998. This
suggests, therefore, that foreign acquisitions of assets have been driven by
not only their greater liquidity from foreign exchange depreciation, but also
new opportunities as a result of improved policy environment towards
M&As.

In summary, financial and corporate restructuring is not a short process, and
clear outcomes have largely yet to materialize. East Asia’s financially dis-
tressed firms have so far made major progress in the rescheduling of debt as a
short-term agenda item of restructuring. Once the troubled firms stabilize
their liquidity position, further steps would be needed towards longer-term
restructuring measures—such as re-organization, changes in management,
and reductions in excess capacity—which often require new investments.6

Successful firms in market economies restructure continuously in order to
reposition their businesses and thus remain competitive to survive in the long
term. Restructuring occurs when a firm shifts its product mix and cost struc-
ture and positions itself dynamically to remain competitive in response to

Table 10.7 Transaction value of selected cross-border M&A activity in Thailand

Effective Date Company Industry Book
value
per
share
(US$)

Transaction
value as
share of
book value
(%)

March 29, 1998 Carpets International Textile Products 1.3 70.0
September 24, 1999 Shangri-La Hotel Wholesale and retail trade 0.9 72.2
February 3, 2000 United Motor Works Transport Equipment 3.7 72.7

Source: Thomson Financial Securities Data.
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changes in technology and public policies. Alongside those measures of
so-called operational restructuring, the firms’ assets need also to be rational-
ized. Reallocation of assets requires effective methods for asset pricing, which
in turn requires credible bankruptcy procedures and a market for mergers
and acquisitions, including liberal foreign investment rules.

Table 10.8 Auction results of non-performing assets (as of end-1999)

FINANCIAL SECTOR RESTRUCTURING AUTHORITY, THAILAND*

Bid date Items Book value (baht) Auction value as %
of book value

June 25, 1998 Auto hire purchase
contracts

52 billion 48 %

August 13, 1998 Residential mortgage
loans

24.6 billion 47 %

December 15, 1998 Business loans 155.7 billion 25 %
March 19, 1999 Business loans 221.5 billion 18 %
July 6, 1999 Construction loans 1.3 billion 8 %
August 11, 1999 Business loans 129.0 billion 24 %
November 10, 1999 Business loans 17.8 billion 30 %

Note: * Excludes sales of non-core assets.

Source: Financial Sector Restructuring Authority.

KOREA ASSET MANAGEMENT CORPORATION

Bid date Items Book value (won) Auction value as %
of book value

September 1, 1998 Business loans 207.5 billion 12 %
October 30, 1998 Real estate assets 6.0 billion –
December 9, 1998 Loans secured by

real estate assets
564.6 billion 36 %

May 27, 1999 Business loans 772.4 billion 17 %
June 22, 1999 Loans secured by

real estate assets
1.04 trillion 51 %

November 11, 1999 Business loans 811.1 billion 21 %
December 8, 1999 Loans secured by

real estate assets
1.02 trillion 62 %

Source: Korea Asset Management Corporation www.kamco.or.kr/engl.html

DANAHARTA

Bid date Items Book value (US$) Auction value as %
of book value

July 1, 1999 Foreign loans 94.95 million 55 %

Source: Danaharta www.danaharta.com.my
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5. Policy implications

Cross-border M&A activity can bring most benefit to the host country when
facilitated by certain policy frameworks. After a crisis, once the first step of
loss allocation and transfer is complete, liberalization of foreign investment
and ownership as well as tax incentives can amplify resource mobility. Intro-
duction of institutional bankruptcy laws and accounting standards, along-
side reinforcement of shareholders’ rights will improve corporate governance.
Meanwhile, the potential downside of M&A activity, such as higher market
concentration and immediate unemployment effects, can be avoided by
removing bureaucratic barriers to competition and increasing the flexibility
of labor market.

Loss allocation and transfer East Asian governments have taken several
steps to achieve the above agenda, as summarized in Table 10.3. To facilitate
debt restructuring, corporate tax rates have been reduced and tax exempted
on interest from non-performing assets in Indonesia and Malaysia. Korea
and Thailand adopted new methods of capital valuation as well as asset
depreciation towards the same goal.

Resource mobilization The second step of resource mobilization includes
measures that are directly related with M&A activity, both international and
domestic, such as liberalization of foreign investment and ownership as well
as tax reduction and exemption on real estate transfer. Success of M&As
depends heavily on procedural simplicity and clarity.

Since their crises in 1997, both Korea and Thailand have introduced
various measures to encourage business consolidation involving M&As,
which have led to the rapid rise in cross-border M&As in these two countries.
Korea has been providing tax exemption and deferral on capital gains from
so-called “big deals,” that is, exchange of businesses through the transfer of
shares. The Korean government also released a new legislative framework
in July 1999 to reduce transaction-related taxes incurred in corporate mer-
gers, acquisitions, and divisions. Thailand approved a set of new measures
in January 1999, including provisions for tax-free mergers and noncash
acquisition of assets in cases of 100 percent mergers, and for the elimination
of all taxes on asset transfers from debtors to creditors. Moreover new
bankruptcy procedures introduced in March 1999 allow creditors to force
business restructuring on insolvent firms. As a result, firms with high liabil-
ities have no other choice but to sell their assets as banks push them to repay
their debts.

In addition to these measures, Korea and Thailand have also taken effect-
ive steps to deregulate and liberalize their foreign investment policies since
late 1997. Korea has opened several sectors to foreign investors since April
1998, including various property businesses, securities dealings, and other
financing businesses. The ceiling on foreign stock investment was abolished as
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of May 1998, granting foreign investors the right to purchase all the shares of
a domestic firm. Meanwhile, the Foreign Investment Promotion Act of
November 1998 affords protection for foreign direct investment through
national treatment, the reduction and exemption of certain corporate taxes,
the provision of financial support for local governments to attract foreign
direct investment, and the establishment of foreign investment zones. In Thai-
land, the Board of Investment has eased its regulations to promote foreign
participation in the economy. The twenty-year old Alien Business Law was
replaced in August 1998 (and has since been revised again in October 1999) to
incorporate sectoral liberalization measures. Under the August 1998 provi-
sions, foreign firms are allowed to hold up to 100 percent equity in banks and
in finance companies for up to ten years, and 39 sectors have been opened up
to increased foreign participation, including transportation and pharma-
ceuticals production. Policy liberalization includes a temporary measure
introduced in November 1998 (expiring in December 1999) allowing foreign
firms to own a majority stake in joint ventures that received favorable policy
treatment, and authorizing them to distribute their products domestically. In
the meantime, the proposed cutback of import tariffs is expected to help
reduce production costs for both domestic and foreign firms dependent on
imported raw materials and intermediate products.

Unlike in Korea and Thailand where cross-border mergers have shot up, in
Malaysia, cross-border M&As have been low compared to its own historical
performance. Malaysia has, however, had high levels of domestic M&As.7

Malaysia’s Promotion of Investment Act 1986 and other measures provide
various tax incentives, including investment tax allowances in the services
sector. The high level of domestic merger and acquisitions activity in Malay-
sia suggests that the regime is basically a friendly one. However, cross-border
activity could remain low, on account of restrictions on the repatriation of
earnings. More recently, Malaysia has endorsed an extensive merger program
of the banking system, in which all the banking institutions have submitted
their merger proposals by end-January 2000. In contrast, the Indonesian
system appears not to favor M&As. Gains from transfers of assets in corpor-
ate reorganizations are taxable, and companies cannot transfer tax losses in a
liquidation process, merger, or acquisition (Asia Law 1998). Certain excep-
tions apply only to banks, financial institutions, and companies going public.
The sales of banking institutions have been deterred, due also to difficulties in
valuation of non-performing loans as in the other crisis countries. Overall
merger and acquisition activity has remained at extremely low levels.

Corporate governance Finally, the third step of enhancing corporate gov-
ernance can also be highly effective in encouraging market-driven M&As.
Some studies of ownership structures in East Asian firms suggest large family
control disadvantaging shareholders (Claessens, Djankov, Fan, and Lang
1999 and Claessens, Djankov, and Lang 1999). Good corporate governance
can improve distribution of control.
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Improvement of enterprise monitoring, disclosure of information, account-
ing practices, and equity issuance processes are essential to strengthen cor-
porate governance frameworks. Korea and Thailand have taken steps to
enhance institutional voter rights and increase the number of shareholders to
exercise their rights. The amendment to the bankruptcy code in Thailand,
which came into effect in March 1999, is an example of an effective measure
to encourage M&As through market forces. In Thailand, as previously dis-
cussed, financially distressed sectors such as the hotel industry have been
attracting a high level of foreign interest for its long-term growth prospects
since the bankruptcy laws have been amended. The new codes allow creditors
to enforce resolution of assets on debtors for repayments. Meanwhile,
Korea’s movement towards international accounting standards has been wel-
comed by foreign investors whose concerns over the acquisition of Korean
assets were centered around the valuation of non-performing loans. Korea
also introduced new requirements for domestic companies to increase the
involvement of non-insiders on their boards On the other hand, efforts to
improve corporate governance in all crisis countries. Those measures have
been important to increase transparency and accountability, though further
progress has yet to be made.

Competition policy and labor mobility Certain policy measures should be
taken to avoid any potential downsides and induce utmost benefit of cross-
border M&As. Consolidation and rationalization through M&As may lead
to a higher degree of concentration as well as employment reduction in the
host market, which particularly will apply to sectors with excess capacity. To
maintain the right balance between competition and cooperation has been an
important concern for East Asian policy makers (Stiglitz 1996 and Mody
1999). In so doing, market-oriented measures need to be taken by reducing
bureaucratic restraints to competition and monitoring market shares. More-
over, domestic firms could be provided with incentives to invest in research
and development and to form strategic alliances with advanced companies,
which will increase competitiveness through continuous technological reno-
vation. Meanwhile social security systems could be improved, e.g. by tenta-
tively extending the coverage of unemployment insurance, to support the
laid-off due to M&A activity, whereas vocational training could be provided
to enhance flexibility of the labor market.

Lessons from M&A activity in Japan The Japanese case also gives a good
example where improved regulations governing M&As have contributed to
the restructuring process. According to Alexander (1999) and UNCTAD
(1999), M&As are occurring in numbers unprecedented for Japan, though
their importance to the economy is still a small fraction of that in the United
Kingdom or the United States. The value of foreign takeovers in Japan rose
from US$1.1 billion in 1997 to US$6.9 billion in 1998, and then shot up to
US$24.2 billion in 1999, accounting for 32 percent of the country’s total
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M&A activity. Major transactions include sales of a majority stake in Yamai-
chi Securities to Merrill Lynch (the United States) in 1998, and in Japan
Leasing to General Electric for $6.6 billion, as well as a 37 percent stake of
Nissan Motors to Renault (France) for $5.4 billion. Similarly, domestic
M&As have also risen briskly as M&As are becoming acceptable business
transactions among Japanese firms, a fundamental change from the previ-
ously held view that M&As are predatory actions.

The rise in Japanese M&A is partly explained by the elimination of cross-
shareholdings, as the returns on these equity holdings have been persistently
low or negative. At the same time, many regulatory constraints on business
activities are being removed, and specific measures to facilitate M&As are
being instituted. For instance, a 1997 amendment of the Commercial Code
by the Japanese Diet reduces the number of shareholder meetings required to
approve mergers. The Holding Company Law of 1997 removes constraints on
carving out subsidiaries for sale and allows buyers more freedom in structur-
ing their acquisitions. The securities transaction tax formerly required when
an acquisition involved share purchases was discarded in April 1999. In add-
ition, the moves to implement international accounting principles and, in
particular, consolidated reporting, are bringing more transparency to the
operation of subsidiaries.

6. Conclusion

Foreign investors, who see opportunities in corporate distress, lower asset
prices, and more liberal policies towards M&As and FDI in general, have
been attracted to the post-crisis East Asia. Cross-border M&A activity in the
crisis countries has largely concentrated in the most troubled sectors of the
crisis countries. Some non-tradable sectors as well as traditional manufactur-
ing sectors suffer from excess capacity as a consequence of over-investment
since the early 1990s, and thereby from lower capacity utilization and reduced
production. Moreover a large number of firms carry large debt repayments
due to rising interest rates, whereas other domestic companies are also finan-
cially constrained. East Asian governments have taken several steps to
encourage mergers and acquisitions, whereas, albeit to varying degrees,
foreign investment has been liberalized.

However, cross-border M&A activity is still in its early phase in East Asia’s
financially distressed economies, and remains small, relative to the stage of
development and the size of their economies.8 The recent upsurge in M&A
activity in East Asia, particularly in Korea, are largely attributed to changes
in policy environment that used to work against foreign acquisitions of local
assets. Liberalization of foreign entry and ownership restrictions alongside
introduction of international accounting standards and shareholding systems
has exponentially increased access for foreign investors to the local market
and acquire assets.

The immediate role of cross-border M&As has been to provide sufficient
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funds and to preserve the existing assets that would otherwise have been
wiped out. In the long-term, M&As can bring in more FDI by the acquirers
and their suppliers and new resources in management and production to host
countries. Eventual integration with the corporate networks of the acquirers
will expand their opportunities for higher industry diversification. Though
M&As have been most prominent in distressed sectors, at this stage there is
little evidence to suggest that cross-border M&A activity has made an
immediate contribution to the restructuring of troubled sectors. We should,
however, highlight that the sectoral aggregates may not reflect the full effect
of M&As on recovery of the distressed sectors. It will require some firm-level
analysis to draw more robust conclusions.

Given the gravity of problems in some sectors such as the non-tradables,
the restructuring effects of cross-border M&As may not materialize in such a
short time span. The most significant role for cross-border M&As lies in
longer-term restructuring processes such as operational restructuring and
reallocation of assets. Foreign participation through M&As could also be
more effective in achieving improved efficiency and competitiveness as well
as better corporate governance. Under the circumstances, foreign direct
investment, in the form of cross-border M&As, has a significant role to play
in restructuring and development of financially distressed economies.

“Fire-sales” are also not evident. For the few transactions for which we can
compare sale prices to book value, the receipts have been surprisingly high.
Moreover, Korea has had the highest level of M&As despite the least liquidity
constraint. Also, the levels of M&A activity have continued to remain high
despite appreciation of exchange rates from their lower levels, especially but
not only in Korea.

Notes

1 All the statistical references to cross-border M&As in this chapter involve acquisi-
tions of more than a 50 percent equity stake by foreign investors unless otherwise
noted.

2 UNCTAD introduced a new statistics of acquisitions of a more than 10 percent
stake, which is more comparable to FDI statistics. We do not have information of
1999 according to this definition, and hence no comparison is made to the rest of
the statistics based on the majority acquisitions of a more than 50 percent stake.

3 A comprehensive summary of the literature is also provided in Kang (1993).
4 There is a study of 344 cross-border and domestic M&A transactions of U.S. firms

during the 1980–1990 period, which showed that significantly high cumulative
abnormal returns in cross-border acquisitions was also observed in domestic
transactions (Blumberg and Owers 1996).

5 These numbers include non-performing loans purchased by asset management
companies.

6 Claessens et al. (1999b) indicate that concentration of ownership as well as exten-
sive links between financial institutions and corporations are likely to delay
restructuring in East Asian crisis economies.

7 The total number of domestic M&As has been about 50 to 70 per quarter in
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Malaysia in 1997–99, while it remained low (in the range of 4 to 10) in the other
countries (see Securities Data Company 1999).

8 Cross-border M&As account for 0.6 percent of GDP in East Asia in 1998,
significantly lower than 1.5 percent of GDP in Latin America.
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