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Abstract. An (n, k)-ary quantifier is a generalized logical connective,
binding k variables and connecting n formulas. Canonical Gentzen-type
systems with (n, k)-ary quantifiers are systems which in addition to the
standard axioms and structural rules have only logical rules in which
exactly one occurrence of an (n, k)-ary quantifier is introduced. The se-
mantics of such systems for the case of k € {0, 1} are provided in [16] us-
ing two-valued non-deterministic matrices (2Nmatrices). A constructive
syntactic coherence criterion for the existence of a 2Nmatrix for which
a canonical system is strongly sound and complete, is formulated there.
In this paper we extend these results from the case of k € {0,1} to the
general case of k > 0. We show that the interpretation of quantifiers in
the framework of Nmatrices is not sufficient for the case of £ > 1 and in-
troduce generalized Nmatrices which allow for a more complex treatment
of quantifiers. Then we show that (i) a canonical calculus G is coherent
iff there is a 2GNmatrix, for which G is strongly sound and complete,
and (ii) any coherent canonical calculus admits cut-elimination.

1 Introduction

Propositional canonical Gentzen-type systems, introduced in [23], are systems
which in addition to the standard axioms and structural rules have only logi-
cal rules in which exactly one occurrence of a connective is introduced and no
other connective is mentioned. Intuitively, the term “canonical systems” refers
to systems in which the introduction rules of a logical connective determine the
semantic meaning of that connectiveﬂ. A natural constructive coherence criterion
can be defined for the non-triviality of such systems, and it can be shown that
a canonical system admits cut-elimination iff it is coherent. The semantics of
such systems are provided by two-valued non-deterministic matrices (2Nmatri-
ces), which form a natural generalization of the classical matrix. A characteristic
2Nmatrix can be constructed for every coherent canonical propositional system.

In [16] the notion of a canonical system is extended to languages with (n, k)-
ary quantifiers. An (n, k)-ary quantifier (for n > 0, k > 0) is a generalized logical
connective, which binds k variables and connects n formulas. Any n-ary propo-
sitional connective can be thought of as an (n,0)-ary quantifier: for instance,

! This is according to a long tradition in the philosophy of logic, established by Gentzen
in his classical paper “Investigations Into Logical Deduction” ([I1]).
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the standard A connective is an (2, 0)-ary quantifier, as it binds no variables and
connects two formulas: A(t)1,12). The standard first-order quantifiers 3 and V
are (1,1)-quantifiers, while the simplest Henkin quantifier Qf ([I3]) is a (4,1)-
quantifier, as it binds 4 variables and connects one formulad:

_ Va1 3y
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QM a1 zay1yotp (21, T2, Y1, Y2) -

Non-deterministic matrices (Nmatrices) are a natural generalization of the
standard multi-valued matrix introduced in [2I3] and extended in [4I16]. In
these structures the truth-value assigned to a complex formula is chosen non-
deterministically out of a given non-empty set of options. [16] use two-valued
Nmatrices (2Nmatrices) extended to languages with (n, k)-ary quantifiers to pro-
vide non-deterministic semantics for canonical systems for the case of k € {0,1}.
It is shown that there is a strong connection between the coherence of a canon-
ical calculus G and the existence of a 2Nmatrix, for which G is strongly sound
and complete.

In this paper we extend these results from the case of k € {0, 1} to the general
case of k > 0. We show that the interpretation of quantifiers used in [16] is not
sufficient for the case of k£ > 1 and conclude that a more general interpretation
of quantifiers is needed. Then we introduce generalized Nmatrices (GNmatri-
ces), a generalization of Nmatrices, in which the approach to quantifiers used in
Church’s type theory ([I0]) is adapted. Then it is shown that the following state-
ments concerning a canonical calculus G with (n, k)-ary quantifiers for k& > 0
and n > 0 are equivalent: (i) G is coherent, and (ii) there exists a 2GNmatrix,
for which G is strongly sound and complete. Finally, we show that any coherent
canonical calculus with (n, k)-ary quantifiers admits cut-elimination.

2 Preliminaries

In what follows, L is a language with (n, k)-ary quantifiers, that is with quanti-
fiers Q1 ..., Q,, with arities (n1, k1), ..., (T, km ) respectively. For any n > 0 and
k > 0, if a quantifier Q in a language L is of arity (n, k), then Qx1...xk (Y1, ..., ¥n)
is an L-formula whenever 1, ..., ) are distinct variables and 1, ..., 1, are formu-
las of L. Denote by Frmy, (Frm$) the set of L-formulas (closed L-formulas). De-
note by Trmyz, (Trm$') the set of L-terms (closed L-terms). Var = {v, vz, ..., }
is the set of variables of L. We use the metavariables z,y, z to range over el-
ements of Var. Given an L-formula A, Fv[A] is the set of variables occurring
free in A. =, is the a-equivalence relation between formulas, i.e identity up to
the renaming of bound variables. We use [ | for application of functions in the
meta-language, leaving the use of ( ) to the object language. We write Q7' A

instead of Qx...x; A, and 1/){?/7} instead of ¥{t1/21,....,t5/2k }-

2 In this way of recording combinations of quantifiers, dependency relations between
variables are expressed as follows: an existentially quantified variable depends on
those universally quantified variables which are on the left of it in the same row.
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In the following two subsections, we briefly reproduce the relevant definitions
from [I6] of canonical systems with (n, k)-ary quantifiers and of the semantic
framework of Nmatrices.

2.1 Canonical Systems with (n, k)-ary Quantifiers

We use a simplified representation language from [16] for a schematic represen-
tation of canonical rules.

Definition 1. For k > 0, n > 1 and a set of constants Con, L} (Con) is the
language with n k-ary predicate symbols p1, ..., pn and the set of constants Con
(and no quantifiers or connectives). The set of variables of Ly (Con) is Var =

{'Ul, V2, ooy }

Note that L} (Con) and L share the same set of variables. Henceforth we also
assume] that for every (n, k)-ary quantifier Q of L, L?(Con) is a subset of L.

Definition 2. Let Con be some set of constants. A canonical quantificational rule
of arity (n, k) is an expression of the form {II; = X;}1<i<m/C, wherem > 0, C
is either = Quy..UE(P1(V1y ey Vi )y ooy P (V14 ooy V) 0T QU1 (P1(V14 vey Vi )y ooy
Dn(V1, ..., 0)) = for some (n, k)-ary quantifier Q of L and for every 1 < i < m:
II; = 5 is a clausd over Ly (Con).

Henceforth, in cases where the set of constants Con is clear from the context (it
is the set of all constants occurring in a canonical rule), we will write L} instead
of LY (Con).

A canonical rule is a schematic representation of the actual rule, while for a
specific application of the rule we need to instantiate the schematic variables by
the terms and formulas of L. This is done using a mapping function:

Definition 3. Let R = ©/C be an (n, k)-ary canonical rule, where C is of one
of the forms (QV (p1(TV), s pu (7)) =) or (= QU (p1(V), e, pu(V))). Let I’
be a set of L-formulas and z1, ..., z, - distinct variables of L. An (R, T, z1, ..., 2k )-
mapping is any function x from the predicate symbols, terms and formulas of
L} to formulas and terms of L, satisfying the following conditions:

— For every 1 < i < n, x[pi] is an L-formula. xly] is a variable of L, and
x[x] # xly] for every two variables © # y. x|[c| is an L-term, such that x[z]
does not occur in x[c] for any variable x occurring in ©.

— For every 1 <i <n, whenever p;(ty, ..., t) occurs in O, for every 1 < j < k:
X[t;] is a term free for z; in x[pi], and if t; is a variable, then x[t;] does not
occur free in I' U {Qz1...25(x[p1], s X[Pn]) }-

= xlpi(ty, . t)] = x[p{x[tr]/ 21, ... x[tk] /2 }-

X is extended to sets of L} -formulas as follows: x[A] = {x[¢] | ¥ € A}.

3 This assumption is not necessary, but it makes the presentation easier, as will be
explained in the sequel.
4 By a clause we mean a sequent containing only atomic formulas.
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Definition 4. An application of a canonical rule of arity (n, k)
R ={II, = Zi}lgigm/Qﬁ(pl(F)),...,pn(ﬁ)) = 1is any inference step of the
form:
{I X[IL]) = A, x[Xi]i<i<m
I, Qzy...zi, (x[p1]s -y X[pn]) = A

where z1, ...,z are variables, ')A are any sets of L-formulas and x is some
(R,I’UA, z1,..., z,)-mapping.

An application of a canonical quantificational rule of the form

{II; = Yiti<icm/ = QU (p1(V), .., pu(0)) is defined similarly.

For example, the two standard introduction rules for the (1,1)-ary quantifier
V can be formulated as follows: {p(c) =}/Vuip(vi) = and {= p(v1)}/ =
Vuy p(v1). Applications of these rules have the forms:
I A{t/w} = A v I' = A{z/w}, A
rvwA=a Y7 povwan

where z is free for w in A, z is not free in 'UAU{VwA}, and t is any term free
for w in A.

=V)

Notation: (Following [3I16]). Let —t = f,—f = t. Let ite(t,A,B) = A and
ite(f, A, B) = B. Let @, A* (where ¢ may be empty) denote ite(s,® U {A}, D).
For instance, the sequents A = and = A are denoted by A=* = A% for a = f
and a = t respectively. With this notation, an (n, k)-ary canonical rule has the
form {ZJ = Hj}lSjSm/Q?Q)l(?)v'nvpn(?))is = Q?(p1(7)7...7pn(7))s
for some s € {t, f}. For further abbreviation, we denote such rule by {X; =
}1<j<m/Q(s).

Definition 5. A Gentzen-type calculus G is canonical if in addition to the -
aviom A = A’ for A =, A’ and the standard structural rules, G has only
canonical rules.

Definition 6. Two (n,k)-ary canonical introduction rules ©1/Cy and O2/Cs
for Q are dual if for some s € {t,f}: C1 = A™° = A% and Cy = A® = A™%,
where A = Qu1..0E(P1(V1, ey VE), eoey Pr (V1,5 -0y UE)).

Definition 7. For two sets of clauses ©1,03 over LY, Rnm(©1 U O3) is a set
01 U 6, where O} is obtained from Oz by a fresh renaming of constants and
variables which occur in .

Definition 8 (Coherenceﬁ. A canonical calculus G is coherent if for every
two dual canonical rules ©1/ = A and O3/A =, the set of clauses Rnm(©1UO3)
1s classically inconsistent.

5 The coherence criterion for the propositional case was first introduced in [213] and
then extended to the first-order case in [I6]. A strongly related coherence criterion
was also used in [I4], where linear logic is used to reason about various sequent
systems. Also, the coherence criterion defined in this paper can be shown to be
equivalent in the context of canonical calculi to the reductivity condition of [9]
(defined for Gentzen-type systems with (n, k)-ary quantifiers which are more general
than the canonical calculi), as will be explained in the sequel.
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Proposition 9 (Decidability of coherence). ([16]) The coherence of a
canonical calculus G is decidable.

2.2 Non-deterministic Matrices

Non-deterministic matricedd (Nmatrices), were first introduced in [213] and ex-
tended to the first-order case in [4[17]. These structures are a generalization of
the standard concept of a many-valued matrix, in which the truth-value of a for-
mula is chosen non-deterministically from a given non-empty set of truth-values.
For interpretation of quantifiers, generalized distribution quantzﬁemﬂ are used.

Definition 10 ([I6]) (Non-deterministic matrix). A non-deterministic ma-
triz (Nmatriz) for L is a tuple M =<V, D, O >, where: (i) V is a non-empty set
of truth values, (i) D (designated truth values) is a non-empty proper subset of
V, and (iii) O is a set of interpretation functions: for every (n,k)-ary quantifier
Q of L, O includes the corresponding distribution function Qnq : Pty —
Pt (V). A 2Nmatriz is any Nmatriz with V = {t, f} and D = {t}.

The notion of an L-structure is defined standardly (see, e.g. [T6l4]). In order to
interpret quantifiers, the substitutional approach is used, which assumes that
every element of the domain has a term referring to it. Thus given a structure
S = (D, I), the language L is extended with individual constants: {a | a € D}.
Call the extended language L(D). The interpretation function I is extended as
follows: I[a] = a.

An L-substitution o is any function from variables to TrmcLl( D)- For an L-
substitution o and a term t (a formula 1), the closed term ot] (the sentence
o[y]) is obtained from t (¢) by substituting every variable x for o[z].

Definition 11 (Congruence of terms and formulasﬁ. Let S be an L-
structure for an Nmatriz M. The relation ~° between terms of L(D) is defined
inductively as follows: (i) x ~° m (i1) For closed terms t, ¥ of L(D): t ~5 ¢
when I[t] = It ] (ii5) If ty ~% ), ..., t, ~5 E,, then f(t, ... t,) ~° f(t],..., ).
The relation ~° between formulas of L(D) is deﬁned as follows:

- If t ~ tjla to ~5 i’/27 oy by ~5 tjn7 then p(tlu B3] tn) ~5 p(t/lﬂ ) tjn)
- If vi{Z /7 b~ e {Z /T )02/ T}~ {7/}, where T =
xp and Y Y = y1...yx are distinct variables and 7 = 21..25 are new dis-
tmct variables, then QT (¥1,...,0n) ~% QY (@1,...,on) for any (n,k)-ary
quantifier @ of L.

5 For the connection between Nmatrices and other abstract semantics, see e.g. [7].

" Distribution quantifiers were introduced in [6], with the intention to generalize
Mostowski’s proposal.

8 The motivation for this definition is purely technical and is related to extending the
language with the set of individual constants {a | @ € D}. Suppose we have a closed
term t, such that I[t] = a € D. But a also has an individual constant a referring to
it. We would like to be able to substitute t for a in every context.
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The following is a straightforward generalization of Lemma 3.6 from [16].

Lemma 12. Let S be an L-structure for an Nmatriz M. Let 1,1’ be formulas
of L(D). Let ty, ..., t,, 8y, ..., t, be closed terms of L(D), such that t; ~° t, for
every 1 <i <mn. Then (1) If ¢ =4 V', then 1 ~° ', and (2) If p ~° ', then

V{7 ~S {7

Definition 13 (Legal valuation). Let S = (D,I) be an L-structure for a
Nmatrix M. An S-valuation v : Frmil(D) — V is legal in M if it satisfies the
following conditions:

— v[y)] = v[Y'] for every two sentences ¥, of L(D), such that v ~ 9.
— 0lp(try o ta)] = TIp)TTH1]s o T[t0])
= v[Qx1, s 2 (Y1, oy ) s in the set

Oml{wr{ar/z1, ...;an /i ], s v[n{ar /1, oy ag/xk}]) | a1, ...;ar € DY
for every (n, k)-ary quantifier Q of L.

Definition 14. Let S = (D, I) be an L-structure for an Nmatriz M.

1. An M-legal S-valuation v is a model of a sentence ¥ in M, denoted by
S,v ):M Y, Zf”W] eD.

2. Let v be an M-legal S-valuation. A sequent I' = A is M-valid in (S,v) if
for every S-substitution o: if S,v [Em oY) for every ¢ € I', then there is
some @ € A, such that S,v Em o[p]. A sequent I' = A is M-valid if for
every L-structure S and every M-legal S-valuation v, I' = A is M-valid in
(S,v).

3. The consequence relation b g between sets of L-formulas is defined as fol-
lows: I'bpqg A if I' = A is M-valid.

Definition 15. A system G is sound for an Nmatrix M if FChaq. A system
G is complete for an Nmatriz M if b pChg. An Nmatriz M is characteristic
for G if G is sound and complete for M.

A system G is strongly sound for M if for every set of sequents S: if ' = A
is derivable in G from S, then for every L-structure S and every S-substitution
v, whenever S is M-valid in (S,v), I' = A is M-valid in (S,v).

Note that strong soundness implies (weak) soundness.

In addition to L-structures for languages with (n, k)-ary quantifiers, we will also
use L} -structures for the simplified languages L}, using which the canonical rules
are formulated. To make the distinction clearer, we shall use the metavariable S
for the former and N for the latter. Since the formulas of L} are always atomic,
the specific 2Nmatrix for which N is defined is immaterial, and can be omitted.
Henceforth we may speak simply of validity of sets of sequents over L}.

Definition 16. ([16]) Let N' = (D, I) be an L} -structure. Distys (the distribu-
tion of N') is the set {{I|p1]la1, ..., akl, .., I[pn]la1, ... ak]) | a1,...,ar € D}.
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3 Generalizing the Framework of Nmatrices

It is shown in [I6] for the case of k € {0,1} that a canonical calculus has a
strongly characteristic 2Nmatrix iff it is coherent. Moreover, if a 2Nmatrix M
is suitable for a calculus G, then G is strongly sound for M:

Definition 17 ([16]). Let G be a canonical calculus over L. A 2Nmatric M is
suitable for G if for every (n,k)-ary canonical rule ©/Q(s) of G, it holds that
for every L7 -structure N in which © is valid: Qam[Dista] = {s}.

We will now show that the above property does not hold for the case of k > 1.
We first prove that the suitability of M for G is not only a sufficient, but also
a necessary condition for the strong soundness of G for M for any k& > 0.
Then we will construct a coherent calculus with a (2,1)-ary quantifier, for which
there is no suitable 2Nmatrix. This immediately implies that G has no strongly
characteristic 2Nmatrix.

Proposition 18. If a canonical calculus G is strongly sound for a 2Nmatrixz
M, then M is suitable for G.

Proof: Let G be a canonical calculus which is strongly sound for M and suppose
for contradiction that M is not suitable for G. Then there is some (n, k)-ary
canonical rule R = ©/9Q(s) of G, such that there is some L}-structure N in
which © is valid, but Q[Disty] # {s}. Suppose that s = ¢t. Then R = 0/ =
QU (pi(T), ..o, pu(T)) and (x) f € Quq[Distyr]. Let S be any extension of A to
L (recall that we assume for simplicity that L} is a subset of L). It is easy to see
that @ is also M-valid in (S, v) for every S-valuation v (note that © only contains
atomic formulas). Obviously, = Q¥ (p1(7),...,pn (7)) is derivable from © in
G. Now since G is strongly sound for M, (x%) Qv (p1 ('), ..., pn (")) should also
be M-valid in (S, v) for every S-valuation v. Let vy be any M-legal S-valuation,
such that vo[QV (p1 (7)), ..., pn(7'))] = f (the existence of such a valuation fol-
lows from (*) and the fact that {(vo[p1{a@ /V}], ..., v[pn{@/T}]) | a1,...,ax €
D} = Disty). Obviously = Q@ (p1(7), ..., pn (7)) is not M-valid in (S, vp), in
contradiction to (). O

Next, consider the calculus G, which consists of the following two dual intro-
duction rules @1/ = Quivap(v1,v2) and O2/Quivep(vy,v2) =, where O =
{p(c,v1) =} and Oy = {= p(v1,c)}. The set of clauses Rnm(©; U O3) =
{p(c,v1) =,= p(ve,d)} is classically inconsistent, and so G is coherent. Sup-
pose by contradiction that there is a 2Nmatrix M suitable for G. Consider the
Ly-structures N1 = (D1, I1) and Ny = (Da, I5), defined as follows. Dy = Dy =
{a1, a2}, L[pllar, 1] = Lfayr, az) = f, Li[pllaz, a1] = Lip][as, az] = t, Li[c] = ai.
Ig[p}[al,al] = Iz[al,ag} = t, Ig[p][ag,aﬂ = Iz[p][ag,ag} ~: f7 IQ[C} = ai. Obvi-
ously, ©; is valid in N, and so by suitability of M, Qum[Disty,] = t. O is
valid in Vs, and so O [Distp,| = f. But this is impossible, since Disty, =
Disty,, = {t, f}. Thus G has no suitable 2Nmatrix, although it is coherent. By
Prop. [I§ above, G has no strongly characteristic 2Nmatrix.
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We conclude that the interpretation of (n, k)-ary quantifiers using distribu-
tions is not sufficient for the case of k£ > 1. Using them, we cannot capture any
kind of dependencies between elements of the domain. For instance, there is no
way we can express the fact that there exists an element b in the domain, such
that for every element a, p(a,b) holds. It is clear that a more general interpre-
tation of a quantifier is needed.

We will generalize the interpretation of quantifiers as follows. Given an L-
structure S = (D, ), an interpretation of an (n,k)-ary quantifier Q in S is
an operation Qg : (D*¥ — V") — P*(V), which for every function (from k-
ary vectors of the domain elements to n-ary vectors of truth-values) returns a
non-empty set of truth-values.

Definition 19. A generalized non-deterministic matrix (henceforth GNmatriz)
for L is a tuple M =<V, D, O >, where:

— V is a non-empty set of truth values.

— D is a non-empty proper subset of V.

— For every (n, k)-ary quantifier Q of L, M includes a corresponding operation
Qs : (DF — V™) — PH(V) for every L-structure S = (D, I). A 2GNmatriz
is any GNmatriz with V = {t, f} and D = {t}.

Examples:

1. Given an L-structure S = (D, ), the standard (1,1)-ary quantifier V is
interpreted as follows for any g € D — {t, f}: Vs[g] = {t} if for every a € D,
gla] = t, and Vg[g] = {f} otherwise. The standard (1, 1)-ary quantifier 3 is
interpreted as follows for any g € D — {t, f}: Is[g] = {t} if there exists
some a € D, such that gla] = ¢, and Ig[g] = {f} otherwise.

2. Given an L-structure S = (D, I), the (1,2)-ary bounded universalld quan-

tifier V is interpreted as follows: for any g € D — {t, f}?, Vs[g] = {t} if for

every a € D, gla] # (t,t), and Vs[g] = {f} otherwise. The (1, 2)-ary bounded
gxistentia quantifier 3 is interpreted as follows: for any g € D — ~{t7 112,

Vslg] = {t} if there exists some a € D, such that g[a] = (¢,t), and Vg[g] =
{f} otherwise.

3. Consider the (2, 2)-ary quantifier Q, with the intended meaning of Qzy (11, 12)
as JyvVa (1 (x,y) A —a(z,y)). Its interpretation for every L-structure S =
(D, I), every g € D? — {t, f}? is as follows: Qg[g] = t iff there exists some
a € D, such that for every b € D: gla, b] :ﬁ, .

4. Consider the (4,1)-ary Henkin quantifiel!q Qp discussed in section [II Its
interpretation for for every L-structure S = (D, I) and every g € D* — {t, f}

9 In the current definition, O is a class and the tuple (V, D, O) is not well-defined.
We can overcome this technical problem by assuming that the domains of all the
structures are prefixes of the set of natural numbers. A more general solution to this
problem is a question for further research.

9 The intended meaning of Va(p1(z), p2(x)) is Va(p1(z) — p2(z)).

' The intended meaning of Iz (p1(z), p2(z)) is Iz (p1(z) A p2(z)).

12 We note that the current framework of canonical systems is not adequate to handle
such quantifiers.
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is as follows: Qf [g] = {t} if for every a € D there exists some b € D and for
every ¢ € D there exists some d € D, such that gla,b,c,d] =t. Q¥ [g] = {f}
otherwise.

Definition 20 (Legal valuation). Let S = (D, I) be an L-structure for a GN-
matric M. An S-valuation v : FrmCL'(D) — V is legal in M if it satisfies the fol-
lowing conditions: v[y] = v[{)'] for every two sentences 1,4’ of L(D), such that
Y~ up(ty, b)) = T[4, - T[], and 0[Qay, . me (Y1, ..y ) s in
the set Qg[Aaq,...,ar € D.(v[Yr{ar/x1,...;ax/zK}], .., v[¥n{ar /21, ..., ak/zK}])]
for every (n, k)-ary quantifier Q of L.

The semantic notions from Defn. [[4] and [IH] are defined similarly for the case of
GNmatrices.
Next we generalize the notion of a distribution of L}-structures (see Defn. [IG).

Definition 21. Let N' = (D,I) be a structure for L}'. The functional distri-
bution of N is a function FDisty € D¥ — {t, f}", such that: FDisty =
Aay,...,a € D.(I[p1][a1, ..., ak), ..., I[pn][a1, ..., ag])-

4 Semantics for Canonical Calculi

In this section we show that a canonical calculus G with (n, k)-ary quantifiers is
coherent iff it has a strongly characteristic 2GNmatrix.

First we construct a strongly characteristic 2GNmatrix for every coherent canon-
ical calculus.

Definition 22. Let G be a coherent canonical calculus. For every L-structure
S = (D, I), the GNmatriz Mg contains the operation Qg defined as follows. For
every (n,k)-ary quantifier Q of L, every v € {t, f} and every g € D* — {t, f}":

{r} ©/Q(r) € G and there is an L} — structure N'= (D, Iy)
Qslg] = such that Dy = D, FDistyr = g and O is valid in N.
{t, f} otherwise

It should be noted that as opposed to the definition of the Nmatrix M¢ in [16]
(see Defn. 4.2 there), the above definition is not constructive. This is because
the question whether © is valid in some Lj-structure with a given functional
distribution is not generally decidable. Next, let us show that M is well-defined.
Assume by contradiction that there are two dual rules ©;/ = A and O3/A =,
such that there exist two Li-structures N1 = (D, ;) and N2 = (D, I5), which
satisfy: FDisty, = FDisty, and ©; is valid in \; for i € {1,2}. But then A; and
N5 only differ in their interpretations of constants from @; and ©s. Then we can
easily construct an L}-structure N3 = (D, I3), such that Rnm(©; U ©3) is valid
in N3 (the renaming is essential since it may be the case that the same constant
occurs both in @7 and @3). And so Rnm(©; U O3) is classically consistent, in
contradiction to the coherence of G.
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Theorem 23. Any coherent canonical calculus G is strongly sound for Mcg.

Proof: Let S = (D, I) be some L-structure and v - an M-legal S-valuation.
Let S be any set of sequents closed under substitution. We will show that if the
sequents of S are M-valid in (S, v), then any sequent provable from S in G is M-
valid in (S, v). Obviously, the axioms of G are M-valid, and the structural rules,
including cut, are strongly sound. It remains to show that for every application
of a canonical rule R of G: if the premises of R are M-valid in (S,v), then
its conclusion is M-valid in (S,v). Let R be an (n,k)-ary rule of G of the
form: R = @R/ = Q?(pl(?}),...,pn(ﬁ)), where O = {Ej = Hj}1§j§m~ An
application of R is of the form:

{Lx[Z5] = xl1L;], Ahi<j<m
I'= A, 97 (x[p1], - X[pn])

where x is some (R,I" U A, Z')-mapping. Let {I',x[¥;] = x[I1;], A}1<j<m be
M-valid in (S,v). Let o be an S-substitution, such that S,v = o[I'] and for
every ¢ € A: S,vlEmo[i]. Denote by ¢ the L-formula obtained from a for-
mula ¢ by substituting every free occurrence of w € Fw[y)] — {z} for ofw].
Construct the LP-structure N = (D, Iy) as follows: Dy = D, for every
ai,...,ar € D: In[pillar, ..., ax] = v[x[pJ{?/?}L and for every constant ¢ oc-
curring in Or, In[c] = I[o[x[c]]]. It is not difficult to show that O is valid
in V. Thus by definition of Mg, Qg[F Disty] = {t}. Finally, by definition of
N, FDisty = Aay, ...,ax € D.{(v[x[pl]{ﬂ)/?&/..., U[x[/p@{?/?}])} Since v is
Mlegal, v[o[QZ (x[p1], -, X[Pa])]] = v[QZ (X[p1], - X[pnl)] € FDisty = {t}.
And so I' = A, Q7 (x[p1], - X[pn]) is M-valid in (S, v). |

Ezample 1. The canonical calculus G consists of (1,1)-ary rule = p(vy)/ =
Vuip(v1). Clearly, Gy is coherent. For every L-structure S = (D,I), Mg, con-
tains the operation Vg defined as follows for every g € D — V:

- . {t} if for alla € D: gla] =t
vslal = {{t,f} otherwise

Ezample 2. The canonical calculus Go consists of the following rules: (i) {p1(v1)

= pa(v1)}/ = Vi (pr(v1), p2(v1)), (ii) {p2(c) =, = pi(e)}/Vor(p1(v1), pa(v1))
= and (iii) {= pi(c) , = p2(c)}/ = Jvi(p1(v1),p2(v1)). G is obviously co-

herent. The operations Vg and g in Mg, are defined as follows for every
g€ D —{t, f}z:

v o] = {t} if there are no such a,b € D, that gla,b] = (t,[)
S = {f} otherwise

= o] = {t} if there are a,b € D, s.t. gla,b] = (¢, 1)
= {t, f} otherwise
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The rule (i) dictates the condition that Vg[g] = {¢} for the case that there
are no a,b € D, s.t. gla,b] = (t, f). The rule (ii) dictates the condition that
Vslg] = {f} for the case that there are such a,b € D. Since G4 is coherent, the
dictated conditions are non-contradictory. The rule (iii) dictates the condition
that 3g[g] = {t} in the case that there are a,b € D, s.t. g[a, b] = (¢,t). There is no
rule which dictates conditions for the case of (t,t) ¢ H, and so the interpretation
in this case is non-deterministic.

Ezample 3. Consider the canonical calculus G3 consisting of the following (2, 2)-
ary rule: {pi(vi,v2) = ; = p2(c,v1)}/ = Quiva(p1(v1,v2), p2(v1,v2)). G is
(trivially) coherent. For a tuple v = {ay, ..., an), denote by (v); the i-th element
of v. For every L-structure S = (D, I), Mg, contains the operation Qg defined
as follows for every g € D? — {t, f}*:

{t} if there is some a € D, s.t. for every b,c € D
Qslg] = (gb, c)1 = f and (g[a, b])2 =t
{t, f} otherwise

Next we show that for every canonical calculus G: (i) Mg is a characteristic
2Nmatrix for G, and (ii) G admits cut-elimination. For this we first prove the
following proposition.

Proposition 24. Let G be a coherent calculus. Let I' = A be a sequent which
satisfies the free-variable conditiort3. If I' = A has no cut-free proof in G, then

FVMGA

Proof: Let I' = A be a sequent which satisfies the free-variable condition.
Suppose that I' = A has no cut-free proof from in G. To show that I' = A is
not Mg-valid, we will construct an L-structure S, an S-substitution ¢* and an
M-legal valuation v, such that v[o*[¢)]] = ¢ for every ¢ € I', while v[o*[¢]] = f
for every ¢ € A.

It is easy to see that we can limit ourselves to the language L*, which is a
subset of L, consisting of all the constants and predicate and function symbols,
occurring in I = A.

Let T be the set of all the terms in L* which do not contain variables occurring
bound in I" = A. It is a standard matter to show that I, A can be extended
to two (possibly infinite) sets IV, A’ (where I' C I and A C A'), satisfying the
following properties:

1. For every finite Iy € I'" and A; C A’, I'1 = A7 has no cut-free proof in G.

2. There are no 1 € I and ¢ € A’, such that ¥ =, ¢. n

3. If{Il; = X }i<j<m/Q(r)isan (n, k)-ary rule of G and Qz...zx (A1, ..., Ay) €
ite(r, A, I'"), then there is some 1 < j < m satisfying the following condition.
Let t1, ..., t,, be the L}-terms occurring in I7; U X;, where t;,, ..., t;, are con-

stants and t;,_,...,t;,, are variables. Then for every si,...,s; € T there are

13°A sequent S satisfies the free-variable condition if the set of variables occurring free
in S and the set of variables occurring bound in S are disjoint.
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somd" s;41,...,8,, € T, such that whenever p;(ty,, ..., tn,) € ite(r, 1I;, X))
for some 1 < nq,...,ng <m: Ai{sn, /21, ..., Sn, )2k} € ite(r, ", A).

Let S = (D, I) be the L*-structure defined as follows: D = T, I[¢] = ¢ for every
constant ¢ of L*; I[f][t1,...,tn] = f(t1,...,ty) for every n-ary function symbol
I I[pl[t1, ..y tn] = ¢ iff p(ty, ..., t,) € I for every n-ary predicate symbol p. It
is easy to show by induction on t that: (%) For every t € T: I[o*[t]] = t.

Let o* be any S-substitution satisfying o*[z] = z for every x € T. (Note that
every x € T is also a member of the domain and thus has an individual constant
referring to it in L*(D)).

For an L(D)-formula ¢ (an L(D)-term t), we will denote by " (t) the L-
formula (L-term) obtained from 1 (t) by replacing every individual constant of
the form s for some s € T by the term s. Then the followi/ng property can be
proved by an induction on 1: (xx) For every ¢» € I U A": o*[¢)] = 1.

Define the S-valuation v as follows: (i) v[p(t1, ..., t,,)] = I[p][I[t1], ..., I[t.]], (ii)
Ifthereissome C € I"UA' s.t.C =4 Q7 (Y1, ..., ), then v[QZ (1, ..., b)) = ¢
it E_Z;’. Otherwise v[QZ (Y1,...,00n)] =t iff Qs[Aay...ax € D{(w[t1{a /7}]
vvn{ a/Z3)H = {t}.

It is not difficult to show that v is legal in M.

Next we show that for every ¢ € I" U A”: v[o WH =t 1ff eI Ity =
p(t1, ..., ty), then v[o*[]] = I[p|[I[o*[t1]], ..., I[o*[tn]]. Notdd that for every
1<i<n,t; €T. By (%), I[[c*[t;]] = t;, and by the deﬁnltlon of I, vjo*[¢]] = ¢
iff p(ty,...,t,) € I'". Otherwise ¢ = Q7 (Y1, ...,0n). If ¥ € I, then by (x%):
o*[] = € I'" and so v[o*[¢)]] = t. If ¢p € A’ then by property 2 of I U A’ it
cannot be the case that there is some C' € I, such that C =, 0*[¢)] = ¢ and so

7

vlo*[¢]] = f.

We have constructed an L-structure S, an S-substitution ¢* and an Mg-legal
valuation v, such that v[o*[¢]] =t for every ¢ € I'', while v[o*[¢]] = f for every
pe A.Since ' CI"and A C A’, I' = A is not Mg-valid. O

Theorem 25. Let G be a canonical calculus. Then the following statements
concerning G are equivalent:

1. G is coherent.
2. There ezists a 2GNmatriz M, such that G is strongly sound and complete
for M.

Proof: (1) = (2):

Suppose that G is coherent. By theorem 23] G is strongly sound for M. For
completeness, let I = A be a sequent which has no proof in G. If it does not
satisfy the free-variable condition, obtain a sequent I'" = A’ which does satisfy
this condition by renaming the bound variables. (Otherwise, set " = I' and

14 Note that in contrast to ti, ..., tm, Si,...,Sm are L-terms and not Ly-terms.

5 This is obvious if t; does not occur in I" = A. If it occurs in I" = A, then since
I' = A satisfies the free-variable condition, t; does not contain variables bound in
this set and so t; € T by definition of T.
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A" = A). Then also I'" = A’ has no proof in G (otherwise we could obtain a
proof of I' = A from a proof of I = A’ by using cuts on logical axioms). By
proposition 24l It/ apq, A’ That is, there is an L-structure S, an S-substitution
o and an Mg-legal valuation v, such that v[o[¢)]] = t for every ¢ € I, while
v[o[p]] = f for every p € A'. By lemma[I2}H1, v respects the =,-relation, and so
v[o[¢]] =t for every ¢ € I', while v[o[y]] = f for every ¢ € A. Hence, I't/ a1, A,
and G is complete (and strongly sound) for Mg.

(2) = (1):

Suppose that G is strongly sound and complete for some 2GNmatrix M. Assume
by contradiction that G is not coherent. Then there exist two dual (n, k)-ary rules
Ry =601/ = Aand Ry = ©3/A = in G, such that Rnm(©; U O2) is classically
consistent. Recall that Rnm(61 U ©2) = ©1 U O}, where ©) is obtained from
O3 by renaming constants and variables that occur also in @ (see defn. [)). For
simplicity@ we assume that the fresh constants used for renaming are all in L.
Since ©1 U O} is classically consistent, there exists an L}-structure N' = (D, I),
in which both ©; and @} are valid. Recall that we also assume that L} is a subset
61 05
of and so = A and A = are applications of Ry and Ry respectively. Let
S be any extension of N to L and v - any M-legal S-valuation. It is easy to see
that ©1 and ©) are M-valid in (S, v) (since they only contain atomic formulas).
Since G is strongly sound for M, both = A and A = should also be M-valid
in (S, v), which is of course impossible. O

Corollary 26. The existence of a strongly characteristic 2GNmatriz for a
canonical calculus G is decidable.

Proof: By Theorem 28] the question whether G has a strongly characteris-
tic 2Nmatrix is equivalent to the question whether G is coherent, and this, by
Proposition [@ is decidable.

Corollary 27. If G is a coherent canonical calculus then it admits cut-
elimination.

As was shown in [16], the opposite does not hold: a canonical calculus which is
not coherent can still admit cut-elimination.

Remark: The above results are related to the results in [9], where a general class
of sequent calculi with (n, k)-ary quantifiers, called standard calculi is defined.
Standard calculi may include any set of structural rules, and so canonical calculi
are a particular instance of standard calculi which include all of the standard
structural rules. [9] formulate syntactic sufficient and (under some limitations)
necessary conditions for modular cut-elimination, a particular version of cut-
elimination with non-logical axioms consisting only of atomic formulas. The

16 This assumption is not necessary and is used only for simplification of presentation,
since we can instantiate the constants by any L-terms.
17 This assumption is again not essential for the proof, but it simplifies the presentation.
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reductivity condition of [9] can be shown to be equivalent to our coherence
criterion in the context of canonical systems. Thus from the results of [9] it
follows that coherence is a necessary condition for modular cut-elimination in
canonical calculi.

5 Summary and Further Research

In this paper we have extended the results of [16] for canonical systems with
(n, k)-ary quantifiers from the case of k € {0,1} to the general case of k > 0
(while preserving the decidability of coherence). We have demonstrated that
the framework of Nmatrices is not sufficient to provide semantics for canonical
systems for the case of k£ > 1, and generalized the framework of Nmatrices by
introducing more general interpretations of quantifiers. Then we have shown that
a canonical calculus G is coherent iff there is a 2GNmatrix M for which G is
strongly sound and complete. Furthermore, any coherent calculus admits cut-
elimination. However, the opposite direction does not hold: we have seen that
coherence is not a necessary condition for (standard) cut-elimination in canonical
calculi. From the results of [9] it follows that coherence is a necessary condition
for modular cut-elimination. Whether it is possible to extend these results to
more general forms of cut-elimination, is a question for further research.

Other research directions include extending the results of this paper to more
general systems, such as the standard calculi of [9], which use non-standard
sets of structural rules, and treating more complex quantifier extensions, such
as Henkin quantifiers. Although the syntactic formulation of canonical systems
given in this paper is not expressible enough to deal with Henkin quantifiers,
the proposed semantic framework of GNmatrices provides an adequate inter-
pretation of such quantifiers. This might be a promising starting point for a
proof-theoretical investigation of canonical systems with Henkin quantifiers.

Yet another research direction is gaining an insight into the connection be-
tween non-determinism and axiom expansion in canonical systems. In [5] it is
shown (on the propositional level) that any many-sided calculus which satisfies:
(i) a condition similar to coherence and (ii) axiom expansion (i.e axioms can
be reduced to atomic axioms), has a deterministic characteristic matrix. We
conjecture that there is a direct connection between axiom expansion in a co-
herent canonical system, and the degree of non-determinism in its characteristic
2Nmatrix.
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