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Abstract. In this paper, we propose a general framework for condensed
representations of sets of mining queries. To this end, we adapt the stan-
dard notions of maximal, closed and key patterns introduced in previous
works, including those dealing with condensed representations. Whereas
these previous works concentrate on condensed representations of the
answer to a single mining query, we consider the more general case of
sets of mining queries defined by monotonic and anti-monotonic selection
predicates.

1 Introduction

In the past decades, the problem of discovery of interesting patterns in large
databases has motivated many research efforts. Whereas these works have fo-
cussed mainly on the efficiency of the algorithms [IU6/T216], some other issues
have been recently considered, among which the problem of efficient storage of
the result of an extraction [4JT4JI5]. In this paper, we propose a general frame-
work for condensed representations of the answers to a set of mining queries.
More precisely, we assume that we are given:

1. A set A of all data sets A from which the patterns are to be discovered.

2. A partially ordered set of patterns IL, where the partial ordering is denoted
by <.

3. A set of selection predicates Q, a selection predicate being a boolean function
defined over L. x A.

4. A set of measure functions F, a measure function being a real function defined
over L x A.

Moreover, given a selection predicate ¢ and a data set A in A, we say that
a pattern o in L is interesting in A with respect to q if q(p, A) has the value
true. Any selection predicate is also called a simple mining query and the set of
interesting patterns in A with respect to ¢, denoted by sol(q/A), is called the
answer of ¢ in A.
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We call extended mining query any pair of the form (g, f) where ¢ is in Q
and f is in F. The answer in A to an extended mining query (g, f), denoted by
ans(q, f/A), is the set of pairs (¢, f(p, A)) such that ¢ is in sol(q/A).

In the following example, that will be used as a running example throughout
the paper, we illustrate these notions in the classical association rule mining
problem of [I].

Running Example 1. Given a set of items Items, the set of patterns L con-
sidered in our approach is the set of all subsets of Items, i.e., L. = 27tems,
Moreover, the partial ordering over L that we consider is set inclusion: given
two patterns ¢ and ¢’ in L, we say that o < ¢’ if ¢’ C .

In this context, a data set A is defined by a set of transactions Tr and a
function it from Tr to L. Given a transaction x € T'r, it(x) is the set of items
in transaction x. The support of a pattern is an example of measure function
of F. More precisely, for every pattern o, the support of ¢ in A, denoted by
sup(p, A), is defined by:

sup(p, A) = {z € Tr | it(x) 2 }|/|Tr|.

Note that, given a minimal support threshold minsup, we can consider the
selection predicate q defined by: for every pattern ¢ € L, q(p, A) = true if
sup(p, A) > minsup.

In the rest of the paper, we consider the case where the set of items is Items =
{A,B,C,D,E} and where the set of transactions is Tr = {1,2,...,10}. For
the sake of simplicity, sets of items are denoted by the concatenation of their
elements, e.g. the set of items {A, B,C} is denoted by ABC. The function it
from Tr to L that defines the data set A is represented in the table of Figure [l

Tr | Set of Items

ABCE . T a ABER-

0.4 > T DE 0.2
P 3 ABCE P
ABC ABE BCE < | ABE ABC -ABB- ACD
04 05 04 < T ABCDE 04 02 03
AB BC BE 6 | ACD AB AC AD
05 04 05 7_| ABCE 05 05 03
— 8 | AE —

B 9 ABCDE A

0.5 10 | CD 0.8

Fig. 1. Example of data set and sub-lattices of interesting patterns

Let my, ma, a1 and ag be selection predicates defined for every pattern ¢ in 1L
by:
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— my(p, A) = true if B C ¢, ma(p, A) = true if A C .

— ai(p, A) = @i(p, A) A ai(p, A), where ai(p, A) = true if sup(p, A) > 0.4,
and ay(p, A) = true if ¢ C ABCE.

— az(p, A) = @(p,A) A az(p, A) where az(p, A) = true if sup(p, A) > 0.3,
and as(p, A) = true if ¢ C ABCD.

@1 = m1 Aay and ga = mo A ag are simple mining queries. Moreover, it is easy
to see from the table in Figure [l that:

sol(mi Na1/A) ={B,AB,BC,BE,ABC,ABE, BCE, ABCFE}

sol(ma N ag/A) ={A,AB,AC, AD, ABC, ACD}

On the other hand, (q1, sup) and (g2, sup) are examples of extended mining
queries, and we have:

ans(qi, sup/A) = {(B,0.5), (AB,0.5), (BC,0.4), (BE,0.5), (ABC,0.4),
(ABE,0.5), (BCE,0.4), (ABCE,0.4)}

ans(qq, sup/A) = {(A,0.5), (AB,0.5), (AC,0.5), (AD,0.3), (ABC,0.4),
(ACD,0.3)}

The answers in A of (q1, sup) and (qa, sup) are also represented in Figure[d O

In the case of a simple mining query ¢, we recall that sol(q/A) can be com-
puted without any access to A if only the maximal and minimal elements of
sol(q/A) (with respect to the partial ordering on L) are known [9/12]. Indeed,
denoting these sets by G(¢/A) and S(q/A), respectively, we know that a pattern
@ isin sol(q/A) if and only if there exist ¢, € G(¢/A) and ¢, € S(g/A) such that
25 % 9 % ,. Since G(q/A)US(q/A) C sol(q/A), we say that {G(q/A), S(a/A)}
is a condensed representation of sol(q/A).

In our Running Example[l] it can be seen that G(g,/A) = {B} and S(q1/A) =
{ABCE}. Thus, sol(q1/A) is the set of all itemsets ¢ such that B C ¢ C ABCE,
and this can be computed independently from A.

On the other hand, in the case of extended mining queries, we adapt the
notions of closed patterns and of key patterns ([3I4/16]) to our formalism, which
allows us to obtain condensed representations of the set ans(q, f/A) (see Sec-
tion[33)). For instance, in our Running Example[l] for ¢; and the function sup, it
will be seen that the answer ans(qi, f/A) can be computed without any access
to A, from the three sets {B}, {ABCE}, and {(ABE,0.5),(ABCE,0.4)}. In
this case, we say that these three sets constitute an extended condensed repre-
sentation of ans(qy, sup/A).

As the main contribution of this paper, we consider the case of sets of mining
queries (simple or extended). Noting that the union of condensed representations
of different mining queries is not a condensed representation of the corresponding
set of mining queries ([9]), we extend the notions of maximal, minimal, closed
and key patterns to the case of sets of mining queries. Then, we propose con-
densed representations for such sets, in the sense that, given a set Q of mining
queries, the answers in A of the queries in @ can be computed based only on
the condensed representation, i.e., without any access to the data set A.

In the case of our Running Example [I, consider the set of simple mining
queries Q = {q1,¢2}. Then, it will be seen in Section 4 that the sets of pairs
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{(ABCE,q1),(ACD, q)} and {(B, q1), (4, g2)} constitute a condensed represen-
tation of sol(g1/A) and sol(gz2/A). We would like to emphasize that in the first
set above, the maximal element ABC in sol(g2/A) does not appear in the given
condensed representation. Thus, in condensed representations of sets of mining
queries, some maximal or minimal elements with respect to single mining queries
can be omitted.

Comparing our approach to that of [6l7], we note that in [6I7] the authors
consider conjunctive queries made of monotonic and anti-monotonic primitives,
which correspond to what we call simple mining queries. Moreover, it is shown
in [6/7] that the answer to one such query can be represented by its minimal and
maximal elements only. However, contrary to the present paper, the case of sets
of queries is not considered.

On the other hand, in [4], the authors also consider conjunctive queries.
They use a caching technique to store condensed representations of the answers
to these queries together with their supports. In our terminology, this corre-
sponds to extended mining queries. However, in [4], each answer is condensed
separately and stored in the cache, whereas our approach allows to benefit from
relationships between the queries in order to further condense the answers to the
queries.

Thus, our approach can be seen as an extension of [67] and [4]. In this paper,
however, we do not consider computational aspects, such as the computation and
the maintenance of condensed representations.

The paper is organized as follows: In Section 2] we give the formal definitions
of the basic concepts of our approach, and in Section B, mining queries, condensed
representations as well as maximal, closed and key patterns are introduced.
Section M deals with condensed representations of sets of mining queries. In
Section Bl we conclude the paper and we propose further research directions
based on this work.

2 Basic Definitions

In our formalism, we assume that we are given:

1. A set A of all data sets from which the patterns are to be discovered. For
instance, A can be thought of as being the set of all instances of a given
relation schema.

2. A set of patterns L and a partial ordering < over L. Given two patterns
1,2 in L, we say that ¢ is more specific than ¢o (or that ¢o is more
general than 1) if we have p; < ps.

3. A set of selection predicates QQ, a selection predicate ¢ € Q being a boolean
function defined over IL x A. Moreover, given a pattern ¢ in I and a data set
Ain A, we say that ¢ is interesting in A with respect to q if (¢, A) = true.

4. A set of measure functions F, a measure function being a function defined
from L x A to R.

Now, we define when a selection predicate is independent from A.
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Definition 1 - Data Independency. Let q be a selection predicate in Q. q is
data independent (or independent for short) if there exists a function q from 1L
to {true, false} such that for every data set A in A and every pattern ¢ in L,

q(p, A) = qlp).

In our Running Example [} it is easy to see that the selection predicates
m1, Mg, a; and ap are independent. In the following, we denote by @ the set of
all independent selection predicates, and by Q the complement of Q in Q, i.e.,
Q=Q\Q

In this paper, we consider only selection predicates that are monotonic or
anti-monotonic, and measure functions that are monotonic increasing.

Definition 2 - Monotonicity. Let q be a selection predicate.

— ¢ is monotonic if for every data set A in A and every pair of patterns
(p1,92) in L2, we have:

if o1 = pa and q(p2, A) = true, then q(v1, A) = true.

— ¢ is anti-monotonic if for every data set A in A and every pair of patterns
(¢1,92) in L2, we have:

if o1 X o and q(p1, A) = true, then q(p2, A) = true.

Let f be a measure function. f is a monotonic increasing function if for every
data set A in A and every pair of patterns (1, p2) in L2, we have:

lf<,01 j Y2, then f(solyA) S f(9027A)

In our Running Example[]] it is easy to see that the selection predicates m;
(i = 1,2) are monotonic, whereas the selection predicates @; and a; (i = 1,2) are
anti-monotonic. Moreover, the measure function sup is an example of monotonic
increasing measure function.

In the following, we denote by A the set of all anti-monotonic selection predi-
cates and by M the set of all monotonic selection predicates. Moreover, we denote
by A (respectively M) the set of all selection predicates in A (respectlvely M)
that are independent, and by A (respectively M) the set of all selection predi-
cates in A (respectively M) that are not independent. Finally, we denote by I
the set of all monotonic increasing measure functions.

In our approach, selection predicates are compared according to the following
definition.

Definition 3 - Selectivity. Let q1 and g2 be two selection predicates. qi is more
selective than qo, denoted by q1 T qo, if for every data set A in A and every
pattern ¢ in L, we have: if ¢1(p, A) = true, then g2(p, A) = true.

In the context of our Running Example [Il let o; and ay be two support
thresholds. For ¢ = 1,2, let a; be the selection predicate defined by: for every
pattern ¢, ¢;(¢, A) = true if sup(p, A) > «;. It is easy to see that if as > ay,
then ¢ C ¢;.
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In the rest of the paper, we consider a fized data set A in A. Therefore,
for notational convenience, we shall omit A in the subsequent definitions and
propositions. For instance, referring to the previous two definitions, g(¢, A) and
f(p, A) will be simply denoted by ¢(¢) and f(y), respectively.

3 Mining Query and Condensed Representations

3.1 Basic Definitions
In our approach, we define two types of mining query.

Definition 4 - Mining Query. A simple mining query is a selection predicate
q. Given a data set A, the answer of ¢ in A, denoted by sol(q), is defined by:

sol(q) = {p € L | q(p) = true}.
sol(q) denotes the set of all interesting patterns in IL with respect to q.
An extended mining query is a pair (g, f) where q is a selection predicate and

f is a measure function. Given a data set A, the answer of (g, f) in A, denoted
by ans(q, f), is defined by:

ans(q, f) = {(p, f(¥)) | ¢ € sol(q)}.

Note that an algorithm proposed in [5] can compute directly sol(q) and
ans(q, f) if g=m A a with m € M and a € A.

Let Y = {(yi,95,...,u%) | i =1,...,p} be aset of tuples whose first elements
are patterns in L. The projection of ¥ on L, denoted by 7, (Y), is defined by:
mL(Y) = {yl,43,...,y}}. We note that m,(Y) C L, and that for every ¢ € Q

and f € F, sol(q) = m(ans(q, f)).
We now introduce the notion of condensed representation.

Definition 5 - Condensed Representation. Let Xq,..., Xk be sets of pat-
terns, i.e., X C L (k = 1,...,K). Given a mining query ¢ € Q and a
data set A, {X1,..., Xk} is a condensed representation of sol(q), denoted by
X1,..., Xk E sol(q), if:

- (X1 U...UXg) Csol(q), and

— there exists a function F' independent from A such that:

sol(q) = F(X1,...,Xk).

LetY be a set of pairs (p, ) where ¢ is a pattern in L and « is a real. Given
an extended mining query (q, f) € QxF and a data set A, {X1,..., Xk, Y} is an
extended condensed representation of ans(q, f), denoted by X1,...,Xk,Y .
ans(q, f), if:

- (XHU...UXgUm(Y)) C m(ans(q, f)), and
— there exists a function F independent from A such that:
ans(q, f) = F(Xy,...,Xk,Y).

Given a simple mining query ¢ and a measure function f, we now consider
condensed representations of sol(q) and extended condensed representations of

ans(q, f).
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3.2 Maximal Patterns

In this paper, we consider only simple mining queries that are defined by con-
junction of anti-monotonic and monotonic selection predicates. In this case, the
answer of a simple mining query can be represented by its most specific and
most general patterns [9T2].

Definition 6. Let ¢ = m A a be simple mining queries with m € M and a € A.

— The set of most specific patterns in sol(q), denoted by S(q), is defined by:

(9)
S(q) = min<(sol(q)) = {y € sol(q) | (B¢’ € s0l(q))(¢¥" <)}
— The set of most general patterns in sol(q), denoted by G(q), is defined by:
|

G(q) = max<(sol(q)) = {p € s0l(q) | (Ap" € sol(q))(¢ < ¢)}.

The following lemma, whose easy proof is omitted, shows that sol(g) can be
computed from S(q) and G(q).

Lemma 1. Let ¢ = m A a be a simple mining query with m € M and a € A.
We have: sol(q) = {¢ € L | (3ps € 5(0))(Fpy € G())(0s = ¢ = pg)}.

Therefore, we have the following proposition.

Proposition 1. Let ¢ = mAa be a simple mining query with m € M and a € A.
The set {G(q), S(q)} is a condensed representation of sol(q), i.e.,

G(q), S(q) F sol(q).

PROOF: Let F be the function defined by: F (X1, X2) = {p € L|(Fp1 € X1)(Fp2 €
X2)(p1 = @ X @a)}. Using Lemmalll, we have sol(q)=F(S(q),G(q)). Moreover,
F is independent from the data set A since < does not depend on A. Finally,
we have S(q) UG(q) C sol(q), which completes the proof. O

We point out that algorithms for computing S(m A a) and G(m A a) directly
have been proposed recently, e.g. the level-wise version space algorithm in [6].

Example 1. Let q; and g2 be the simple mining queries as given in our Running
Ezample . We recall that: G(q1) = {B}, S(q1) = {ABCE}, G(q2) = {A}, and
S(q2) = {ABC, ACD}. Applying Proposition[d, we have: G(q1), S(q1) | sol(¢q1)
and G(qz), S(qz2) = sol(qz)- O

It is important to note that G(m) = sol(m), S(a) = sol(a) and sol(m A
a) = sol(m) N sol(a). Therefore, sol(q) can be computed from G(m) and S(a).
However, the set {G(m), S(a)} is not always a condensed representation of sol(q),
since we can have sol(q) C (G(m) U S(a)). This is in particular the case for a
query ¢ = m A a such that sol(q) = 0, sol(m) # 0, and sol(a) # 0.

On the other hand, in [I2], the authors consider what they call the positive
and the negative borders of the answer to a mining query. In our approach,
given a simple mining query ¢, the corresponding positive and negative borders,
respectively denoted by Bd'(q) and Bd~(q), can be defined as follows:
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— Bd*(q) ={S(q),G(q)}, where S(q) and G(q) have been defined previously

— Bd~(q) = {S7(¢),G(¢)}, where S~ (q) and G~ (q) are the following sets:
S~ (q) = max<{p € sol(m) | ¢ & sol(a)} and G~ (q) = min<{p € sol(a) | ¢ &
sol(m)}.

Therefore, according to Definition [ the positive border can be seen as a
condensed representation of sol(q), whereas the negative border can not. Indeed,
although the sets S~ (¢) and G~ (q) allow to recompte sol(q) without any access
to the data set, the first point of Definition [lis not satisfied, since neither S~ (q)
nor G~ (q) is a subset of sol(q).

We shall not consider the case of negative borders in the rest of the paper, but
we note in this respect that (¢) storing Bd~(¢) is not optimal in general (since
its cardinality can be much greater than that of sol(q)), and (i¢) Bd~(q) can be
seen in our approach as a condensed representation of the set sol(q) U Bd~(q).

3.3 Closed and Key Patterns

In this section, we give alternative definitions of the notions of closed and key
patterns introduced in [BI4I6]. To this end, given a measure function f, we
consider the partial ordering <; defined for every pair of patterns (¢, ¢’) by:

e <p¢ if o <¢ and f(p) = f(¥).

Definition 7. Let q be a mining query in Q and f be a measure function in F.
Let A be a data set and ¢ be a pattern in L.

— The set of all interesting closed patterns in A with respect to q and f, denoted
by SC(q, f), is defined by:
SC(q, ) = ming, (sol(q)).
— The set of all interesting key patterns in A with respect to q and f, denoted
by GK(q, f), is defined by:
GK(q, ) = max<,(sol(q)).

It can be shown that our notions of interesting closed patterns and interesting
key patterns coincide with those of [3/4/16] in the context of classical association
rules mining [T].

Moreover, it is easily seen that for every extended mining query (g, f) with
q € Qand f €1, we have S(q) C SC(q, f) and G(q) C GK(q, f). More precisely,
the following lemma holds.

Lemma 2. Let q be a selection predicate in Q and f be a monotonic increasing
measure function in 1. We have:

S(g) = min<(5C(g, f)) and G(q) = maz<(GK(q, f))-

PrOOF: We first show that S(q) C min<(SC(q, f)). Let ¢ € S(q). There does
not exist a pattern @' € sol(q) such that ¢’ < @. Therefore, there does not
exist a pattern ¢’ € sol(q) such that ¢ < ¢ and f(¢') = f(p), which shows
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that ¢ € SC(q, f). Assume now that ¢ ¢ min<(SC(q, f)). Then, there exists
¢ € SC(q, f) such that ¢’ < @, which is in contradiction with the hypothesis
@ € S(q). Hence, we have S(q) € min<(SC(q, f)).

Now, we show that min<(SC(q, f)) C S(q). Let ¢ € min<(SC(q, f)). As-
sume that ¢ & S(q). Then, there exists ¢’ € S(q) such that ¢’ < ¢. Since it
has been shown above that S(q) C min<(SC(q, f)), we have that ¢" € SC(q, f).
This is in contradiction with the hypothesis ¢ € min<(SC(q, f)). Hence, we
have min<(SC(q, f)) C S(q).

Thus the proof that S(q) = min<(SC(q, f)) is complete. In the same way, it
can be shown that G(q) = max<(GK(q, f)), which completes the proof. O

The following lemma states that given any pattern ¢ in sol(q), f(y) can be
computed based on SC(q, f) or GK(q, f).

Lemma 3. Let q be a selection predicate in Q and f be a monotonic increasing
measure function in 1. For every interesting pattern ¢ in sol(q), we have:

= f(p) =maz{f(¢') | ¢' € SC(q, [) and ¢' =< p}, and
= flep) =min{f(¢') | ¢' € GK(q, f) and p 2 ¢’}

where min and max denote respectively the minimum and mazimum functions
according to the standard ordering of real numbers.

PROOF: Let ¢ € sol(q) and X(p) = {¢’ € s0l(q) | ¢ = ¢ and f(¢') = f(p)}.
Since p € X(p), we know that Y () = min<(X(p)) is not empty. Given any
©" €Y (), assume that ¢" ¢ SC(q, f). Then, there exists ¢’ € sol(q) such that
o <" and f(¢') = f(¢"), which shows that ¢ € X(p) and contradicts the
fact that ©" is minimal in X(p). Hence, there exists ¢. € SC(q, f) such that
pe 2 and f(pe) = f(p)-

On the other hand, for every ¢’ € SC(q, f) such that ¢’ < ¢, we have f(p") <

f(@). Therefore, we have f(v) = maz{f(¢’) | ¢’ € SC(q, f) and ¢’ < p}. Since
the fact that f(p) = min{f(¢') | ¢ € GK(q, f) and ¢ < ¢'} can be shown in

the same way, the proof is complete. O

Let (g, f) be an extended mining query. In the following, we denote by
SC*(q, f) and GK*(q, f) the sets defined by:

= 8C*(q, f) = {(p, f(¥)) | ¢ € SC(q; f)}, and
- GK*(q,f) = {(o, f()) | ¢ € GK(q, [)}.

The following proposition follows from the previous two lemmas.

Proposition 2. Let g = m A a be a simple mining query with m € M, a € A,
and let f be a monotonic increasing measure function in 1. The sets {S(q), G(q),
SC*(q, f)} and {S(q), G(q), GK*(q, f)} are extended condensed representations

of ans(q, f), i.e.,
S(q), G(q), SC*(q, f) e ans(q, f) and S(q), G(q), GK*(q, f) e ans(q, f)-
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PROOF: Let F be the function defined by: F(X1, X2,Y) = {(p,a) € LxR| (o1 €
X1)(3p2 € X2)(p1 = ¢ 2 2) and a = mazf{a’ | (3’ € L)((¢',0) €Y N’ =
©)}. Using Lemmalll and Lemmal3, we have ans(q, f)=F(S(q), G(q), SC*(q, f)).
Moreover, F' is independent from the data set A since < does not depend on A,
and S(q) UG(q) USC(q, f) C sol(q). Therefore, {S(q), G(q), SC*(q, f)} is an
extended condensed representation of ans(q, f). Since the fact that S(q), G(q),
GK*(q, f) Ee ans(q, f) can be shown in the same way, the proof is complete. O

Example 2. Let g1 be the simple mining query as defined in our Running Ezx-
ampledl. We can see that:

GK*(q1,sup) = {(B,0.5), (BC,0.4)} and

SC*(q1, sup) = {(ABE,0.5),(ABCE,0.4)}.

Recalling that G(q1) = {B} and S(q1) = {ABCE}, and using Propo-
sition [4, we obtain that S(q1), G(q1), SC*(q1,sup) e ans(qi, sup) and that
S(q1), Gla1), GK*(q1,sup) e ans(qy, sup). O

4 Condensed Representations of Sets of Mining Queries

In this section, we extend the notions of condensed representation and of ex-
tended condensed representation to the case of sets of mining queries.

4.1 Definitions

Definition 8 - Set of Mining Queries. Let Q = {q1,...,q,} be a set of
mining queries. Given a data set A, the answer of Q in A, denoted by sol(Q),
is the set defined by:

sol(Q) = [J{(p.9) | ¢ € sol(q)}.

qeEQ

Let f be a measure function in F. The answer of (Q, f) in A, denoted by
ans(Q, f), is the set defined by:

ans(Q, f) = U{%q, ) | ¢ € sol(q)}-

qeQ

Definition 9 - Condensed Representation. Let X7, ..., Xk be sets of pairs
(p,q) where p € L and g € Q. Given a set of mining queries Q and a data set A,
{X1,..., XKk} is a condensed representation of sol(Q), denoted by X1, ..., Xk =
sol(Q), if:
— (X)) U...Un(Xk) C mL(s0l(Q)), and
— there exists a function F' independent from A such that:
sol(Q) = F(Xy,...,XK).

Let Y be a set of pairs (p,a) where ¢ is a pattern in L and « is a real.
Given a set of mining queries Q, a measure function f and a data set A,
{X1,..., Xk, Y} is an extended condensed representation of ans(Q, f), denoted
by Xy,..., Xk, Y e ans(Q, f), if:



260 A. Giacometti et al.

— (X)) U...UnL(Xg) UmL(Y) C m(ans(Q, f)), and
— there exists a function F independent from A such that:
ans(Q, f) = F(X1,..., Xk, Y).

Let C ={21,..., 2k} and C' = {Z1,..., Z}} be two condensed representa-
tions (extended or not) having the same cardinality K. We say that C is more
concise than C’ if there exists a permutation 6 of {1,..., K} such that for every
i=1,...,K, 2, C Zy,.

Given a set of mining queries Q and a measure function f, we study condensed
representations of sol(Q) and extended condensed representations of ans(Q, f).

4.2 Maximal Patterns

Given a set of mining queries Q = {q1, ..., qn}, it is well known [9] that, although
{S(¢;), G(qi)} is a condensed representation of sol(g;), for every i = 1,...,n,
the set {S(q1)U...US(qn), G(q1)U...UG(gn)} is not a condensed representation
of sol(g1) U...Usol(gy).

However, if for every ¢ in S(¢1)U...US(gn) or in G(q1) U ... UG(g,), we
keep track of the query ¢; the pattern ¢ comes from, then sol(Q) and ans(Q, f)
can be condensed. For this reason, we define the sets S(Q) and G(Q) as follows:

Definition 10. Let Q@ = {q1,...,qn} be a set of mining queries ¢; € Q (i =
1,...,n). The sets S(Q) and G(Q) are defined by:

Q) = J{lg.o) e S@} and G(Q) = J{(e.0) | v €Gla)}.

qeQ q€eQ
Given these definitions, we have the following proposition.

Proposition 3. Let Q = {q1,...,q,} be a set of mining queries ¢; = m; A a;
with m; € M and a; € A (i =1,...,n). The set {S(Q), G(Q)} is a condensed
representation of sol(Q), i.e., S(Q), G(Q) = sol(Q).

PROOF: Let F be the function defined by: F(X1,X2) = {(p,q) € L x Q |
(Fe1,q1) € X1)(3p2,q2) € Xo)(q1 = g2 = q and 1 = ¢ = @32)}. Based on
Lemma [, we can easily see that sol(Q) = F(S(Q),G(Q)). Moreover, F is in-
dependent from the data set A since < does not depend on A. Finally, we have
S(Q) C sol(Q) and G(Q) C sol(Q), which completes the proof. O

Example 3. In the context of our Running Example[d, let g3 = m3 A az and
q4s = my N ag where ms, my, az and ay are selection predicates defined for every
pattern ¢ € L by:

— mg(p, A) =true if A C ¢, and my(p, A) = true if AC C @,
— as(p, A) = true if sup(p, A) > 0.4 and ¢ C ABC, and as(p, A) = true if
sup(p, A) > 0.3 and p C ABCD.
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We note that ms and my4 are monotonic selection predicates such that m4 C mg,
whereas az and ag are anti-monotonic selection predicates such that az C ay.
We can see that S(qs) = {ABCY, S(qu) = {ABC,ACD}, G(q3) = {A} and
G(qa) = {AC}. Considering Q = {qs,qa}, we have:

S(Q) = {(ABC7 QS)7 (ABCa q4)7 (ACD7 q4)} and g(Q) = {(A7 q3)’ (AC, Q4)}
Using Proposition [3, we can see that: S(Q), G(Q) [ sol(Q). O

In what follows, we show how to define condensed representations of sol(Q)
that are more concise than {S(Q), G(Q)}.

Let Q = {q1,...,qn} be a set of mining queries ¢; = m; A a; with m; € M
and a; € A (i = 1,...,n). We define two partial pre-orderings, denoted by <z
and <p, as follows: for all (¢;,¢;) and (¢;,q;) in L x Q:

(pirqi) <a (p5,q5) if pi X pjand a; Ca;
(i @) <m (@5, ;) if @i < ; and m; E m;.

Then, we denote by X (Q) the set of all minimal pairs in S(Q) with respect
to <. Similarly, we denote by I'(Q) the set of all maximal pairs in G(Q) with
respect to <p1. That is:

2(Q) = ming,(8(Q)) and I'(Q) = mar<, (9(Q)).

The following lemma states that, for every ¢ € Q, sol(q) can be computed
based on X(Q) and I'(Q), only.

Lemma 4. Let Q = {q1,...,q.} be a set of mining queries ¢; = m; A a; with
m; E M and a; € A (i=1,...,n). For every q in Q, we have:

sol(q) ={p € L | 3(pi,a) € X(Q))((i,a) <a (¢,q)) and
(3pj,q;) € T'(Q)) (¢, 0) <m (¥j,95))}-

PROOF: Let X(q) be the set defined by:

X(@)={p el | (3pia) € X(Q)((i,a:) <a (¢,q)) and
(3(ws,q5) € I'(Q)((w,q) <m (w5,9))}

We first show that X (q) C sol(q). Let ¢ € X(q). There exist (¢, q;) € X(Q)
and (p;,q;) € I'(Q) such that (i, q:) <a (¢,q) and (¢,q) <m (¥, q;)-

On one hand, we know that ¢;(p;) = true. Thus, we have a;(p;) = true. It
follows that a(p;) = true since a; C a, and that a(p) = true since p; < ¢ and a
18 anti-monotonic.

On the other hand, we know that q;(p;) = true. Thus, we have m;(p;) =
true. It follows that m(yp;) = true since m; T m, and that m(yp) = true since
© = @; and m is monotonic. Therefore, we have a(p) = true and m(yp) = true,
which shows that ¢ € sol(q). Hence, we have: X (q) C sol(q).

Now, we show that sol(q) C X(q). Let v € sol(q). There exist ps € S(q)
and pg € G(q) such that ps = ¢ =< 4. Thus, we have (¢s,q) € S(Q) and

(¢g:q) € G(Q). -



262 A. Giacometti et al.

Given the definitions of X(Q) and I'(Q), there exist (p;,q;) € X(Q) and
(¢j.4;) € I'(Q) such that (pi,q:) <a (¢s,q) and (pg,q) <u (p;,q;). Moreover,
we have (¢s,q) <a (@, q) since ps = ¢, and (p,q) <m (@g,q) since p = @g.
Thus, (¢i,q:) <a (p,q) and (¢,q) <m (p;,q;), which shows that ¢ € X(q).
Hence, we have sol(q) C X(q), which completes the proof. O

As a consequence of Lemma @ above, we have the following theorem:

Theorem 1. Let Q = {q1,...,qn} be a set of mining queries ¢; = m; A a; with
m; € M and a; € A (i = 1,...,n). The set {X(Q), I'(Q)} is a condensed
representation of sol(Q), i.e., X(Q), I'(Q) [ sol(Q).

Moreover, {¥(Q), I'(Q)} is more concise than {S(Q), G(Q)}.

PROOF: Let F be the function defined by: F(X1,X2) = {(p,q) € L x Q |
Glera) € ) (91, a) <a (9.)) and ((p2,02) € B)(2,q) < (93,02)}).
Using Lemma[f, we can easily see that sol(Q) = F(X(Q),I'(Q)). Moreover, F
1s independent from the data set A since < and T do not depend on A.

It is easily seen that we have X(Q) C §(Q) C sol(Q) and I'(Q) C G(Q) C
s0l(Q). Therefore, {X(Q), I'(Q)} is more concise than {S(Q), G(Q)} and thus,
the proof is complete. O

Example 4. We recall from Example[3 that we have:
S(Q) = {(ABCa Q3)7 (ABC, q4)’ (AOD7 q4)} and g(Q) = {(A7 Q3)7 (AC7 q4)}

Since ag T ayq, we have (ABC, q3) <a (ABC,q4). On the other hand, (A, qs) and
(AC, q4) are not comparable with respect to <y. It follows that:

2(Q) ={(ABC, g3),(ACD, qa)} and I'(Q) = {(4,43), (AC, q4)}

Using Theoreml[d, we can see that X(Q), I'(Q) = S(Q). Moreover, since X(Q) C
S(Q) and I'(Q) C G(Q), {¥(Q), I(Q)} is more concise than
{5(Q), 6(Q)}- O

We end this subsection by showing how to optimize the computation of X'(Q)
(respectively I'(Q)) by stating that two pairs (¢;,¢;) and (¢;,¢;) in S(Q) (re-
spectively G(Q)) cannot be comparable with respect to <p (respectively <pp) if
Pi # Pj-

Indeed, based on this result, it turns out that the computation of X'(S) =
min<, (S(Q)) (respectively I'(S) = maz<,,(G(Q))) only requires to compare the
pairs of S(Q) (respectively G(Q)) that contain the same pattern.

Proposition 4. Let Q = {q1,...,q,} be a set of mining queries ¢; = m; A a;
withm; e M and a; € A (i=1,...,n).

If (¢i,q:) and (@;,q;) are two pairs in S(Q) (respectively G(Q)) such that
(0is @) <a (pj,q;) (respectively such that (vi,q;) <m (¥j,q;)), then we have
Pi = Pj-

PROOF: Let (i,q;) and (vj,q;) be two pairs in S(Q) such that (i, q;) <a
(0j,q5). Since q;(p;) = true, we have a;(¢;) = true and a;(yp;) = true since
a; C aj. On the other hand, since q;(v;) = true, v; < ¢; and m; is monotonic,
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we have m;(p;) = true and m;(y;) = true. Therefore, we have q;(v;) = true,
meaning that ; € sol(q;). Moreover, since @; is minimal in sol(q;) with respect
to =X and ¢; = @;, we necessarily have p; = @;. It can be shown in the same way
that if (pi,q;) and (@j,q;) are two pairs in G(Q) such that (i, ¢;) <m (¢;,4;),
then @; = @;. Thus the proof is complete. a

4.3 Closed and Key Patterns

In this subsection, we consider the case of extended condensed representations
of a set @ = {q1,...,qn} of simple mining queries with ¢; € Q (i = 1,...,n)
involving a monotonic increasing measure function f in I. To this end, recalling
that SC(q;, f) is the set of all interesting closed patterns in A with respect to
g and f (i=1,...,n), we define the sets SC(Q, f) and SC*(Q, f) as follows:

8C(Q, f) =ming, (| ] SC(a, f)) and SC*(Q,f) = {(¢,f(¥)) | ¥ € SC(Q, )}

qeEQ

Example 5. Let Q = {q1,q2} be the set of simple mining queries as defined in
our Running Example[dl We have:

- SC(q1,f) ={ABCE,ABE} and SC(q2, f) = {ABC,ACD, AB, AC, A},

- 8C(Q,f)={ABCE,ABE,ACD, AC, A} and

- 8C*(Q,f)={(ABCE,04),(ABE,0.5),(ACD,0.3),(AC,0.5), (4,0.8)}. O

Based on Lemma [3] we can state the following proposition:

Proposition 5. Let Q = {q1,...,qn} be a set of simple mining queries with
¢ €Q (i=1,...,n) and [ be a monotonic increasing measure function in 1.
For everyi=1,...,n and ¢ € sol(q;), we have:

fle) =max{f(¢) | ¢’ € SC(Q, f) and ¢’ = o}.
PROOF: Let ¢; in sol(q;). Using Lemmal3d, we know that:
flpi) = maz{f(¢}) | ; € SC(qi, ) and ¢; = i}
Let o} € SC(q;, f) such that ¢ < p; and f(}) = f(p;). Given the definition
of SC(Q, f), there exists ; € SC(Q, f) such that ¢} <y ¢, i.e., ¢} = ¢} and
f(@}) = f(w}). Thus, there exists ¢ € SC(Q, f) such that ¢’ < ¢; and f(¢}) =

f(wi). Finally, for every ¢’ € SC(Q, f) such that ¢' < ¢;, we have f(¢") < f(pi)
since f is a monotonic increasing function. It follows that: f(ypi) = f(¢}) =

maz{f(¢") | ¢i € SC(Q, f) and ¢ <X ¢;} which completes the proof.

The same idea applies for key patterns. Recalling that GK(qg;, f) is the set
of all interesting key patterns in A with respect to ¢; and f (i = 1,...,n), we

define the sets GK(Q, f) and GK*(Q, f) by:
GK(Q. f) = maz<, (| ] GK(q, /) and GK™(Q, f) = {(2. f(¢)) | ¢ € GK(Q. f)}
qEQ

The following proposition states how to compute f(¢) based on the set

GK(Q, f).
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Proposition 6. Let Q = {q1,...,qn} be a set of simple mining queries with
¢ €Q (i=1,...,n) and [ be a monotonic increasing measure function in 1.
For everyi=1,...,n and ¢ € sol(q;), we have:

flo) =min{f(¢') | ¢' € GK(Q, f) and ¢ = ¢'}.
PROOF: The proof uses similar arguments as that of Proposition[d, and thus is
omitted. a

Using propositions [ [6l and Theorem [, the following theorem holds.

Theorem 2. Let Q@ ={q1,...,q,} be a set of mining queries with q; = m; A a;
where m; € M and a; € A (i = 1,...,n). Let f be a monotonic increasing
measure function in 1.

The sets {X(Q), I'(Q), SC*(Q, f)} and {X(Q), I'(Q), GK*(Q, f)} are ex-
tended condensed representations of ans(Q, f), i.e.,

E(Q)a F(Q)v SC*(Q7f) ':6 CLTLS(Q, f)} and

2(Q), I'(Q), GK™(Q, f) e ans(Q, f).

PROOF: Let F be the function defined as follows: for every triple (v,q,a) €
LxQxR, (p,q,a) € F(X,Xs,Y) if:

— there exists (p1,q1) € X1 such that (¢1,q1) <a (p,q), and

— there exists (2,q2) € Xo such that (¢, q) <m (p2,q2), and

—a=maz{d | (3¢ eL)((¢, /) €Y and @' <)}

Using Theorem [l and Proposition [A, we can easily see that ans(Q, f) =
F(X(Q), I'(Q), SC*(Q, f)). Moreover, F is independent from the data set A
since < and C do not depend on A. Finally, we have X(Q) C S(Q) C sol(Q),
Q) C G(Q) C s0l(Q) and m(SC*(Q, f)) = SC(Q, f) C mL(s0l(Q)), which
shows that X(Q), I'(Q), SC*(Q, f) Ee ans(Q, f). Using Theorem [ and Propo-
sition [0, it can be shown in the same way that X(Q), I'(Q), GK*(Q, f) ke
ans(Q, f), thus the proof is complete. O

Example 6. Let Q = {q1,q2} be the set of simple mining queries as defined in
our Running Example[d. We recall from examplesd and [3 that:
— S(q1) = {ABCE}, S(q2) = {ABC, ACD}, G(q1) ={B} and G(q2) = {A},
— SC(q1, f) ={ABCE,ABE} and SC(q2) = {ABC,ACD, AB, AC, A},
- 8C(Q,f)={ABCE,ABE,ACD, AC, A}, and
— 8C*(Q, f) = {(ABCE,0.4), (ABE,0.5), (ACD,0.3), (AC,0.5), (A, 0.8)}.

Therefore, S(Q) = {(ABCEu QI)7 (ABcv QZ)a (ACDu Q2)} and g(Q) = {(B7 q1)7
(A, g2)}. Since S(Q) (respectively G(Q)) contains no pairs comparable with respect
to <p (respectively <y), we have X(Q) = S(Q) (respectively I'(Q) = G(Q)).

Then using Theorem [2, we know that {X(Q), I'(Q), SC*(Q, f)} is an ex-
tended condensed representation of ans(Q, f), i.e., X(Q), I'(Q), SC*(Q, f) e
ans(Q, f). Moreover, we note that SC*(Q, f) C SC(q1, f) U SC(ge, f). O

The previous example shows a case where the two condensed representations
{8(9), G(Q)} and {X(Q), I'(Q)} of sol(Q) are equal. In the next subsection,
we show that these condensed representations can be made more concise under
additional hypotheses that are satisfied in the traditional case of association
rules mining [I].
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4.4 Further Improvement

We assume now that every query ¢ € Q is of the form ¢ = § A ¢ where ¢
is an independent selection predicate. Intuively, in order to further condense
{Z(Q), I'(Q)}, we compare queries based on their ‘non-independent parts,” since
their ‘independent parts’ can be evaluated without considering the underlying
data set.

To this end, given a set of mining queries Q@ = {q1,...,¢,} where ¢; = G A q;
with 7; € Q and ¢; € @, we define two partial pre-orderings, denoted by < and
<31, as follows: for all (¢;,q;) and (¢;,¢;) in L x Q:

(pirqi) <g (0j,q;) if @i = @; and @; Eay
(i @) <gr (pj,q;) if @i = @; and m; Cmy.
Then, we introduce the following notations:
D(Q) = mine, (S(Q)  and  T(Q) = mare, (G(Q)).
The following lemma states how, for every ¢ in Q, sol(q) can be computed
based on X(Q) and I'(Q), assuming that the independent part q of ¢ is known.

Lemma 5. Let Q = {q1,...,qn} be a set of mining queries q; = G; N q; where
G =m; Na; withm; € M, @; € A, and §; = m; A a; with m; € M, a; € A
(i=1,...,n). For every q in Q, we have:
sol(q) = {p € sol(q) | (B(wi, @) € g(Q))((%qi) <z (¥,q) and
(35 45) € I'(2)((, q) < (5, 45))}-

PROOF: Let X(q) be the set defined by:

X(q) ={p € s0l(@) | Clei,a) € (Q)) (i 4i) <g (¢, q) and

)
(s> a5) € () (0, 0) <z (@55 45))}-
We first show that X (q) C sol(q). Let ¢ € X(q). There exist (p;,q;) € 2(Q)
and (¢;,q;) € 1'(Q) such that (i, ¢:) <z (p,q) and (¢, q) <1 (¥;,q))-

On one hand, we know that ¢;(p;) = true. Thus, we have @;(p;) = true. It
follows that a(p;) = true since @; C @, and so, a(p) = true since p; < ¢ and a
18 anti-monotonic.

On the other hand, we know that q;(yp;) = true. Thus, we have T, (p;) =
true. It follows that m(p;) = true since m; T T, and so, M(yp) = true since
@ = ; and ™ is monotonic. Therefore, we have G(p) = true. Since ¢ € sol(q),
we have q(p) = G(@) A §(p) = true, which shows that X (q) C sol(q).

Now, we show that sol(q) € X(q). Let ¢ € sol(q). There exist o5 € S(q)
and @4 € G(q) such that ps = ¢ =< @,. Moreover, we have (ps,q) € S(Q) and
(09, 4) € G(Q). _ _ _

Given the definitions of X(Q) and I'(Q), there exist (vi,q;) € X(Q) and
(21,0 < T(Q) such that (21,0) <5 (poo0) and () iz (o ;). Moreower,
we have (ps,q) <g (¢,q) since ps = @, and (p,q) <g1 (pg,q) since ¢ = @q.

Thus, (pi,qi) <g (%Q) and (p,q) <35 (¥j,q)- As ¢ € sol(Q) and as sol(q) C
sol(q), it follows that ¢ € X(q), which entails that sol(q) € X(q). Thus, the

proof is complete. a

Based on Lemma [B] above, we can state the following theorem.
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Theorem 3. Let Q = {q1,...,q,} be a set of mining queries ¢; = G; \ G; where
G = m; Aa; withm; € M, @ € A, and §; = m; A a; with m; € M, a@; € A
(i=1,...,n). The set {3(Q), I'(Q)} is a condensed representation of sol(Q),
i.e., X(Q), T'(Q) = s0l(Q).

PROOF: Let us consider the function F defined by:

F(X,X) ={(p,q) eLxQ | ¢ € sol(q) and
(Ae1,q1) € X1)((¢1,q1) <5 (¢,q)) and
(F(p2:q2) € X2)((0:9) <57 (¥2,92))})

Using Lemma[d, we can easily see that sol(Q) = F(X(Q),I'(Q)). Moreover,
F is independent from the data set A since < and C do not depend on A. Finally,
for every pair (¢,q) in 2(Q) or I'(Q), we know that (¢,q) € sol(Q). Thus, we
have 7, (X(Q) UT(Q)) C m(s0l(Q)), which completes the proof. O

Unfortunately, as shown in the following example, the condensed representa-
tions {X(Q), I'(Q)} and {X(Q), I'(Q)} are not comparable in general. In-
tuitively, this is due to the fact that (v1,q1) <a (p2,¢2) can hold whereas
(p1,q1) <z (¥2,q2) does not, or conversely.

Example 7. In the context of our Running Example [, let g5 = ms A as and
g6 = mg N\ ag where ms, mg, as and ag are defined for every ¢ € L by:

— ms(p, A) = true if sup(p, A) < 0.8 and A C ¢,

— mg(p, A) = true if sup(p, A) < 0.9 and AC C ¢,

— as(p, A) = true if sup(p, A) > sup(AB, A) and p C AC,
— ag(p, A) = true if sup(p, A) > sup(AC, A) and ¢ C ABC.

We note that ms and mg are monotonic, whereas as and ag are anti-monotonic.
Moreover, we can see that S(q5) = {AC}, S(gs) = {AC}, G(g5) = {A} and
Gl(gs) = {ACH.

Now, considering @ = {gs,q6}, we have: S(Q) = {(AC,g5),(AC, ¢s)} and
G(Q) = {(A,q5), (AC,qs)}. Moreover, we have (AC,qs) <a (AC,qg), whereas
(A, g5) and (AC, gg) are not comparable with respect to <y;. Therefore, we have:

2(Q) ={(AC, ¢5)} and I'(Q) = {(4,¢5), (AC, g6)}-
On the other hand, (AC,qs) <31 (A, qs), whereas (AC,qs5) and (AC,q¢) are
not comparable with respect to <y. Therefore, we have:

2(Q) = {(AC, g5), (AC, g¢)} and I'(Q) = {(A, g5)}.

Hence, we have X(Q) C X(Q) and I'(Q) C I'(Q), which shows that {X(Q),
r(Q)} and {X(Q), I'(Q)} are not comparable. O

The following lemma states a sufficient condition when {¥(Q), I'(Q)} is more
concise than {X(Q), I'(Q)}. Intuitively, according to this condition, the anti-
monotonic (respectively monotonic) queries to be considered must satisfy the fact
that if two queries are comparable, then their dependent part are comparable as
well.
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Lemma 6. Let Q = {q1,...,qn} be a set of mining queries ¢; = @; N q; where
G = m; Aa; withm; € M, @ € A, and §; = m; A a; with m; € M, a@; € A
(i=1,....,n).

If for every (a;,a;) € A® such that a; C a;, we have @; C aj, and for every
(mi,mj) € M? such that m; C mj, we have m; C mj, then {X(Q), I'(Q)} is
more concise than {X(Q), I'(Q)}.

PROOF: Assume that for every (a;,a;) € A? such that a; C aj, we have a; C @j.
Then, for all pairs (¢1,q1) and (p2,q2) in S(Q) such that (p1,q1) <a (¥2,q2),
we also have (p1,q1) <x (¢2,q2). Hence, we have X (Q) C X(Q). In the same
way, we can see that if for every (m;,m;) € M? such that m; T m;, we have
m; T my, then IT'(Q) C I'(Q). Thus, the proof is complete. O

In what follows, we identify a case where the previous lemma applies. This
case makes use of the notion of dense measure function, defined by:

Definition 11. Let f be a measure function defined over A C R. We say that f
is dense in A with respect to L, if for every pair (A1, Aa) € A? such that \; < o
and every pattern ¢ € L, there exists a data set A such that A\ < f(¢, A) < Az.

Then, we have the following.

Proposition 7. Let f be a increasing measure function defined from L x A over
A C R such that f is dense in A with respect to L.

Let Q; = Ap UMy where Ay = {ax | A € A} and My = {my | A € A} are
two sets of selection predicates defined by: for every data set A and every pattern
¢ €L, ax(p, Q) = true if f(p,4) = A, and mx(p, A) = true if f(p,4) < A.

Let A and M be two sets of independent selection predicates such that for every
@ in A (respectively m € M), a is anti-monotonic (respectively m is monotonic)
and sol(a) # 0 (respectively sol(m) # ().

Let Q = {q1,-..,qn} be a set of mining queries ¢; = ql/\qZ where q; = m; \a;
with m; EMf, a; eAf, and @; = m; A a; with m; GM a; cA (i=1,...,n).
Then, {3X(Q), T'(Q)} is more concise than {X(Q), I'(Q)}.

PROOF: Using the notation of the proposition, based on Lemma [B, we have to
show that for every i,j = {1,...,n}, if a; C a;, then @ T @; and that if
m; C my, then m; & my.

Assuming that a; C a; and a; £ @ implies that there exist two reals \; and
Aj such that for every pattern ¢ € L and every data set A, @;(p, A) = true if
fle, A) > A and @;(p, A) = true if f(p,A) > N;. If a; £ @;, we necessarily
have A\; < A;.

Moreover, given a pattern ¢ € sol(a;), there exists a data set A such that
Xi < f(o,A) < Xj. Then, we have ¢ € sol(a;/A) and ¢ ¢ sol(aj/A), which
contradicts the hypothesis a; T a;.

Using similar arguments as above, it can shown that if m; © m;, then m; T
my;, which completes the proof. O

Now, we note that the previous proposition applies in the traditional case of
association rules where L = 27%™s\ {{) Items} and the measure function is the
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function sup. Indeed, it is easy to see that the function sup is dense in [0, 1] with
respect to L = 27tems \ {{) Ttems}.

The following example shows how Proposition [ applies in the context of our
Running Example [

Example 8. Let Q = {q1,q2} be the set of simple mining queries q¢; = m; A a;
where m; and a; (i =1,2) are defined in our Running Example [

We recall from Exampleld that S(Q) = {(ABCE, ¢1),(ABC, q2),(ACD,g2)}
and G(Q) = {(B,q1), (A, g2)}. Moreover, we also recall that X(Q) = S(Q) and
Q) =6(Q).

Since ABC C ABCE (ABCE=ABC) anda; C az, we have (ABCE, q1) <g
(ABC, q2). Thus, the pair (ABC,q2) does not belong to X(Q). Hence, we have

2(Q) = {(ABCE, q1),(ACD, g2)}.

Then, since the pairs (B,q1) and (A,q2) are not comparable with respect to

<yr» we_have T'(Q) = G(Q). In conclusion, using Theorem [3, we can see that

X(Q), I'(Q) = s0l(Q). Moreover, since X(Q) C X(Q) and I'(Q) C I'(Q), it is
easy to see that {X(Q), I'(Q)} is more concise than {X(Q), I'(Q)}. O

Finally, regarding extended condensed representations, we can easily prove
the following theorem, based on propositions Bl and [f] and on Theorem [3
Theorem 4. Let f be a monotonic increasing measure function in I and Q =
{q1,---,qn} be a set of mining queries ¢; = @; N q; where §; = T; N a; with
m; €M, @; € A, and G = m; A a; with m; eM, a cA (i=1,...,n). The sets
{2(Q), T'(Q), SC*(Q,f)} and {X(Q), f(Q), GK*(Q, f)} are extended con-
densed representations of ans(Q, f), i.e., X(Q), ['(Q), SC*(Q, ) Ee ans(Q, f)
and 2(Q), I'(Q), GK*(Q, f) e ans(Q, f).

5 Conclusion

In this paper, we have considered the problem of defining condensed represen-
tations of sets of mining queries. To this end, we have first studied the case of
a single mining query and we have extended previous works on version spaces
by [9] so as to take into account the presence of measure functions in the query.
This has been done based on the well known notions of closed and key pat-
terns ([3JI6]). Then, we have seen how to extend this approach to sets of mining
queries. The main idea in this extension is that, in order to obtain condensed
representations in this case, when storing a pattern, one must keep track of the
query the pattern comes from.

Based on this work, we are currently investigating how condensed representa-
tions can be used to optimize the iterative computation of the answer of mining
queries. This problem has been studied for standard association rules [2/TOIT3|[14]
and multi-dimensional association rules [S/I5]. In our framework, this problem
can be stated as follows: given a data set A, a set Q@ = {¢q1,...,¢,} of mining
queries and a new extended mining query (g, f):

1. How to optimize the computation of ans(q, f) using the extended condensed

representations of ans(Q, f)?
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How to efficiently modify the extended condensed representation of ans(Q, f)
so as to obtain an extended condensed representation of ans(Q U {q}, f)?

Moreover, it is clear that some tests are necessary to compare the various con-

densed representations proposed in this paper. To this end, we are implementing
our approach in the context of our previous work [8], where mining queries are
composed through relational operators. We also investigate how our approach
can be used to optimize the iterative computation of iceberg cubes [11].
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