Lecture Notes in Mathematics

Areski Cousin Jean-Michel Lasry
Stéphane Crépey Jean-Paul Laurent
Olivier Guéant Pierre-Louis Lions
David Hobson Peter Tankov
Monique Jeanblanc

Paris-Princeton Lectures
on Mathematical Finance
2010

g e T

@ Springer




Lecture Notes in Mathematics 2003

Editors:

J.-M. Morel, Cachan
F. Takens, Groningen
B. Teissier, Paris






Areski Cousin « Stéphane Crépey
Olivier Guéant - David Hobson
Monique Jeanblanc « Jean-Michel Lasry
Jean-Paul Laurent  Pierre-Louis Lions
Peter Tankov

Paris-Princeton Lectures
on Mathematical Finance

2010

Editors:

Rene A. Carmona
Erhan Cinlar

Ivar Ekeland

Elyes Jouini

Jose A. Scheinkman
Nizar Touzi

@ Springer



Areski Cousin
Université de Lyon
Université Lyon 1

ISFA, 50 Avenue Tony Garnier
69366 Lyon Cedex 07, France
areski.cousin@univ-lyonl.fr

Prof. Stéphane Crépey
Université d’Evry

Département de Mathématiques
Cours Monseigneur Romero

91025 Evry
Batiment Maupertuis
France

stephane.crepey @univevry.fr

Dr. Olivier Guéant

34, Rue Mazarine

75006 Paris, France
olivier.gueant@gmail.com

Prof. David Hobson
University of Warwick
Dept of Statistics
Zeeman Building
CV4 7AL Coventry
United Kingdom

D.Hobson@warwick.ac.uk

Prof. Monique Jeanblanc
Université d’Evry

Val d’Essonne

Dépt. Mathématiques

rue du Pere Jarlan

91025 Evry Cedex, France

monique.jeanblanc @univ-evry.fr

ISBN 978-3-642-14659-6
DOI 10.1007/978-3-642-14660-2

Jean-Michel Lasry

Université Paris-Dauphine
Institut de Finance

Place du Maréchal de Lattre de
Tassigny

75775 Paris Cedex 16

France

lasry @dauphine.fr

Prof. Jean-Paul Laurent
Université Paris

1 Panthéon-Sorbonne

17 rue de la Sorbonne
7005 Paris

France

laurent.jeanpaul @free.fr

Prof. Pierre-Louis Lions

College de France

rue d’Ulm 3

75005 Paris CX 05

France

pierre-louis.lions @college-de-france.fr

Peter Tankov

Ecole Polytechnique

Centre de Mathématiques Appliquées
91128 Palaiseau Cedex

France

peter.tankov @polytechnique.org

[The addresses of the volume editors
appear on page ix]

e-ISBN 978-3-642-14660-2

Springer Heidelberg Dordrecht London New York

Lecture Notes in Mathematics ISSN print edition: 0075-8434

Library of Congress Control Number: 2010936197

ISSN electronic edition: 1617-9692

Mathematics Subject Classification (2010): 91B28, 91B70, 60G49, 49J55, 60H07, 90C46

(© Springer-Verlag Berlin Heidelberg 2011

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations

are liable to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not
imply, even in the absence of a specific statement, that such names are exempt from the relevant protective

laws and regulations and therefore free for general use.

Cover design: SPi Publisher Services

Printed on acid-free paper

springer.com



Preface

This is the fourth volume of the Paris-Princeton Lectures in Mathematical
Finance. The goal of this series is to publish cutting edge research in self-contained
articles prepared by established academics or promising young researchers invited
by the editors. Contributions are refereed and particular attention is paid to the qual-
ity of the exposition, the goal being to publish articles that can serve as introductory
references for research.

The series is a result of frequent exchanges between researchers in finance and
financial mathematics in Paris and Princeton. Many of us felt that the field would
benefit from timely exposés of topics in which there is important progress. René
Carmona, Erhan Cinlar, Ivar Ekeland, Elyes Jouini, José Scheinkman and Nizar
Touzi serve in the first editorial board of the Paris-Princeton Lectures in Finan-
cial Mathematics. Although many of the chapters involve lectures given in Paris or
Princeton, we also invite other contributions. Springer Verlag kindly offered to host
the initiative under the umbrella of the Lecture Notes in Mathematics series, and we
are thankful to Catriona Byrne for her encouragement and her help.

This fourth volume contains five chapters. In the first chapter, Areski Cousin,
Monique Jeanblanc, and Jean-Paul Laurent discuss risk management and hedging
of credit derivatives. The latter are over-the-counter (OTC) financial instruments
designed to transfer credit risk associated to a reference entity from one counterparty
to another. The agreement involves a seller and a buyer of protection, the seller
being committed to cover the losses induced by the default. The popularity of these
instruments lead a runaway market of complex derivatives whose risk management
did not develop as fast. This first chapter fills the gap by providing rigorous tools for
quantifying and hedging counterparty risk in some of these markets.

In the second chapter, Stéphane Crépey reviews the general theory of for-
ward backward stochastic differential equations and their associated systems of
partial integro-differential obstacle problems and applies it to pricing and hedg-
ing financial derivatives. Motivated by the optimal stopping and optimal stopping
game formulations of American option and convertible bond pricing, he discusses
the well-posedness and sensitivities of reflected and doubly reflected Markovian
Backward Stochastic Differential Equations. The third part of the paper is devoted
to the variational inequality formulation of these problems and to a detailed dis-
cussion of viscosity solutions. Finally he also considers discrete path-dependence
issues such as dividend payments.



vi Preface

The third chapter written by Olivier Guéant Jean-Michel Lasry and Pierre-Louis
Lions presents an original and unified account of the theory and the applications of
the mean field games as introduced and developed by Lasry and Lions in a series
of lectures and scattered papers. This chapter provides systematic studies illustrat-
ing the application of the theory to domains as diverse as population behavior (the
so-called Mexican wave), or economics (management of exhaustible resources).
Some of the applications concern optimization of individual behavior when inter-
acting with a large population of individuals with similar and possibly competing
objectives. The analysis is also shown to apply to growth models and for example,
to their application to salary distributions.

The fourth chapter is contributed by David Hobson. It is concerned with the
applications of the famous Skorohod embedding theorem to the proofs of model
independent bounds on the prices of options. Beyond the obvious importance of the
financial application, the value of this chapter lies in the insightful and extremely
pedagogical presentation of the Skorohod embedding problem and its application to
the analysis of martingales with given one-dimensional marginals, providing a one-
to-one correspondence between candidate price processes which are consistent with
observed call option prices and solutions of the Skorokhod embedding problem,
extremal solutions leading to robust model independent prices and hedges for exotic
options.

The final chapter is concerned with pricing and hedging in exponential Lévy
models. Peter Tankov discusses three aspects of exponential Lévy models: absence
of arbitrage, including more recent results on the absence of arbitrage in multi-
dimensional models, properties of implied volatility, and modern approaches to
hedging in these models. It is a self contained introduction surveying all the re-
sults and techniques that need to be known to be able to handle exponential Lévy
models in finance.

Paris/Princeton The Editors
May 4, 2010
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Hedging CDO Tranches in a Markovian
Environment

Areski Cousin, Monique Jeanblanc, and Jean-Paul Laurent

Abstract In this first chapter, we show that a CDO tranche payoff can be perfectly
replicated with a self-financed strategy based on the underlying credit default swaps.
This extends to any payoff which depends only upon default arrivals, such as basket
default swaps. Clearly, the replication result is model dependent and relies on two
critical assumptions. First, we preclude the possibility of simultaneous defaults. The
other assumption is that credit default swap premiums are adapted to the filtration
of default times which therefore can be seen as the relevant information set on eco-
nomic grounds. Our framework corresponds to a pure contagion model, where the
arrivals of defaults lead to jumps in the credit spreads of survived names, the mag-
nitude of which depending upon the names in question, and the whole history of
defaults up to the current time. These jumps can be related to the derivatives of the
joint survival function of default times. The dynamics of replicating prices of CDO
tranches follows the same way. In other words, we only deal with default risks and
not with spread risks.

Unsurprisingly, the possibility of perfect hedging is associated with a martin-
gale representation theorem under the filtration of default times. Subsequently, we
exhibit a new probability measure under which the short term credit spreads (up to
some scaling factor due to positive recovery rates) are the intensities associated with
the corresponding default times. For ease of presentation, we introduced first some
instantaneous default swaps as a convenient basis of hedging instruments. Even-
tually, we can exhibit a replicating strategy of a CDO tranche payoff with respect
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2 A. Cousin et al.

to actually traded credit default swaps, for instance, with the same maturity as the
CDO tranche. Let us note that no Markovian assumption is required for the existence
of such a replicating strategy.

However, the practical implementation of actual hedging strategies requires some
extra assumptions. We assume that all pre-default intensities are equal and only de-
pend upon the current number of defaults. We also assume that all recovery rates
are constant across names and time. In that framework, it can be shown that the ag-
gregate loss process is a homogeneous Markov chain, more precisely a pure death
process. Thanks to these restrictions, the model involves as many unknown param-
eters as the number of underlying names. Such Markovian model is also known
as a local intensity model, the simplest form of aggregate loss models. As in local
volatility models in the equity derivatives world, there is a perfect match of unknown
parameters from a complete set of CDO tranches quotes. Numerical implementation
can be achieved through a binomial tree, well-known to finance people, or by means
of Markov chain techniques. We provide some examples and show that the market
quotes of CDOs are associated with pronounced contagion effects. We can there-
fore explain the dynamics of the amount of hedging CDS and relate them to deltas
computed by market practitioners. The figures are hopefully roughly the same, the
discrepancies being mainly explained by contagion effects leading to an increase of
dependence between default times after some defaults.

1 Introduction

The risk management and the hedging of credit derivatives and related products are
topics of tremendous importance, especially given the recent credit turmoil. The
risks at hand are usually split into different categories, which may sometimes over-
lap, such as credit spread and default risks, correlation and contagion risks.

The credit crisis also drove attention to counterparty risk and related issues such
as collateral management, downgrading of guarantors and of course liquidity issues.
For simplicity, these will not be dealt within this part.'

Credit derivatives are over-the-counter (OTC) financial instruments designed to
transfer credit risk of a reference entity between two counterparties by way of a bi-
lateral agreement. The agreement involves a seller of protection and a buyer of pro-
tection. The seller of protection is committed to cover the losses induced by the de-
fault of a reference entity, typically a corporate. In return, the buyer of protection has
to pay at some fixed dates a premium to the seller of protection. By the default, we
mean that the entity goes bankrupt or fails to pay a coupon on time, for some of its is-
sued bonds. Even though credit derivatives are traded over-the-counter, credit events
are standardized by the International Swap and Derivative Association (ISDA).?

1'See [33] for a discussion of the issues involved.

2 Although ISDA reports a list of six admissible credit events, most of the contracts only include
bankruptcy and failure to pay as credit events. This is the case of contracts referencing companies
settled in developed countries. The definitions have been last updated in 2003. An overview of
these standardized definitions can be found in [54]. However, these are likely to be updated, for
instance due to the ISDA big bang protocol.



Hedging CDO Tranches in a Markovian Environment 3

Since credit derivatives involve some counterparty risk, the protection seller may
be asked to post some collateral. Also, depending on the market value of the con-
tract, the amount of collateral may be dynamically adjusted. However, after the
recent credit crisis and subsequent defaults, settlement procedures had to be up-
dated. Various projects including the ISDA, tend to standardize the cash-flows of
credit default swaps (CDS), netting and settlement procedures. It is likely that some
market features will change. Nevertheless, the main ideas expressed here will still
be valid with some minor adaptation.

Financial institutions such as banks, mutual funds, pension funds, insurance and
reinsurance companies, monoline insurance companies, corporations or sovereign
wealth funds have a natural incentive to use credit derivatives in order to assume,
reduce or manage credit exposures.

Surprisingly enough, since pricing at the cost of the hedge is the cornerstone of
the derivatives modelling field, models that actually connect pricing and hedging is-
sues for CDOs have been studied after the one factor Gaussian copula model became
a pricing standard. This discrepancy with the equity or interest derivatives fields can
actually be seen as a weakness and one can reasonably think that further researches
in the credit area will aim at closing the gap between pricing and hedging.

Before proceeding further, let us recall the main features in a hedging and risk
management problem, which come to light whatever the underlying risks:

o A first issue is related to the choice and the liquidity of the hedging instruments:
typically, one could think of credit index default swaps, CDS on names with
possibly different maturities, standardized synthetic single tranche CDOs and
even other products such as equity put options, though this will not be detailed in
this part. We reckon that the use of equity products to mitigate risks can be useful
in the high yield market, but this is seemingly not the case for CDO tranches
related to investment grade portfolios.

e A second issue is related to the products to be hedged. In the remainder, we
will focus either on single name CDS or basket credit derivatives, such as First
to Default Swaps, CDO tranches, bespoke CDOs or tranchelets. We will leave
aside interest rate or foreign exchange hybrid products, credit spread options and
exotic basket derivatives such as leveraged tranches, forward starting CDOs or
tranche options.

o A third issue relies on the choice of the hedging method. The mainstream theoret-
ical approach in mathematical finance favors the notion of replication of complex
products through dynamic hedging strategies based on plain underlying instru-
ments. However, it is clear that in many cases, risk can be mitigated by offsetting
long and short positions, providing either a complete clearing or more usually
leaving the dealer exposed to some basis albeit small risk. Moreover, such an
approach is obviously quite robust to model risk. Unfortunately, there are some
imbalances in customer demand and investment banks can be left with rather
large outstanding positions on parts of the capital structure that must be managed
up to maturity.
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2 Hedging Instruments

This section is a primer about hedging of defaultable securities. It aims at presenting
a general model of prices and hedging of defaultable claims, in a pure jump setting
(there is no Brownian motion involved in our presentation). It also introduces the
main hedging instruments we will consider throughout this part. We will particularly
describe the cash-flows of CDS and derive the dynamics of their price. We also stress
the impact of a credit event on the price dynamics of the surviving names.

2.1 Credit Default Swap

A CDS is a bilateral over-the-counter agreement which transfers the credit risk of a
defined reference entity from a buyer of protection to a seller of protection up to
a fixed maturity time 7. The reference entity denoted C is typically a corporate or a
sovereign obligor.

We assume that C may default at a particular time 7 which is a non negative
random variable constructed on a probability space ({2, G,P). The default time 7
corresponds to a credit event leading to payment to the protection buyer. Moreover,
if C defaults, only a fraction R (the recovery rate) of the initial investment is recov-
ered. Figure 1 illustrates the structure of a CDS.

2.1.1 Cash-Flow Description

Let us consider a CDS initiated at time ¢ = 0 with maturity 7" and nominal value E.
The cash-flows of a CDS can be divided in two parts (or legs): the default leg which
corresponds to the cash-flows generated by the seller of protection and the premium
leg which is the set of cash-flows generated by the protection buyer. For simplic-
ity, we will assume that nor the protection seller, neither the protection buyer can
default.

Regular premium payments up to 7 AT

Credit-loss by C at 7 if 7 < T

Fig. 1 Structure of a credit default swap



Hedging CDO Tranches in a Markovian Environment 5

Default Leg

The seller of credit protection (denoted B in Fig. 1) agrees to cover losses induced
by the default of the obligor C at time 7 if the latter occurs before maturity (7 < T).
In that case, the payment is exactly equal to the fraction of the loss that is not
recovered, i.e., the loss given default E(1 — R). The settlement procedures in order
to determine the recovery rate are not detailed here. The contract is worthless after
the default of C.

Premium Leg or Fee Leg

In return, the buyer of protection (denoted A in Fig. 1) pays a periodic fee to B up to
default time 7 or until maturity 7', whichever comes first. Each premium payment
is proportional to a contractual credit spread® x and to the nominal value E. More
precisely, the protection buyer pays k - A; - E to the protection seller B, at every
premium payment date 0 < 7} < --- < T, = T oruntil 7 < T, where A; =
T;—T;_1,i=1,...,pare the time intervals between two premium payment dates.*
Let us remark that premium payments are made in arrears and begin at the end of
the fist period (at 77). If default happens between two premium payment dates, say
7 €]T;—1, T;[, the protection fee has not been paid yet for the period |T;_1,7]. In
that case A will pay B an accrued premium equal to - (7 — T;_1) - E. The accrued
premium payment is usually made at time 7. After default of C' (¢ > ), there are
no more cash-flows on the premium leg which is worthless.

It is noteworthy that the contractual spread « is fixed at inception (at ¢ = 0) and
remains the same until maturity. It is determined so that the expected discounted
cash-flows (under a proper pricing measure to be detailed below) between A and B
are the same when the CDS contract is settled.

Due to the credit turmoil, some major market participants encourage a change
in market convention for single name CDS quotes. In the proposal, the contractual
spread will be fixed at x = 100bps or x = 500 bps depending on the quality of the
credit. The buyer of protection will have to make an immediate premium payment
(upfront payment) to enter the contract (see [5] for more details).

2.2 Theoretical Framework

2.2.1 Default Times

In what follows, we consider n default times 7, ¢ = 1, ..., n, that is, non-negative
and finite random variables constructed on the same probability space ({2, G, P). For

3 The contractual spread is quoted in basis points per annum.
4 With the convention that Ty = 0.
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any i = 1,...,n, we denote by (N} = 1,,<;, t > 0) the ith default process, and by
H: = o(N!, s < t) the natural filtration of N (after completion and regularization

onright). We introduce H, the filtration generated by the processes N ii=1,...,n,
definedas H = H' v --- vV H", i.e., H; = VI HL.
We denote by 7(1), . - . , T(n) the ordered default times.

Hypothesis 1. We assume that no simultaneous defaults can occur, i.e.,
P(r;=7;) =0, Vi#j. This assumption is important with respect to the com-
pleteness of the market. As shown below, it allows to dynamically hedge credit
derivatives referencing a pool of defaultable entities with n credit default swaps.’

Hypothesis 2. We assume that, for any ¢ = 1,...,n, there exists a non-negative
H-adapted process (a"", ¢ > 0) such that the process

t
M= Ny — / o' Fds (1)
0

is a (P, H)-martingale. The process o/ is called the (IP, H)-intensity of 7; (Note that
the value of the intensity depends strongly of the underlying probability). This pro-
cess vanishes after 7; (otherwise, after 7;, the martingale M P would be continuous
and strictly decreasing, which is impossible) and can be written o = (1—N/)ai"
for some H' V- .- VH! =1 VH*! V...V H"-adapted process a*" (see [6] for more
details). In particular, for n = 1, the process & is deterministic. In terms of the

process o>, one has

] ) tAT; ) X t . -
MZ’]P) _ Ntl _ / Oé:Ls,]P’dS — NZ _ / (1 - N;)aé’PdS
0 0

Comments. (a) Let us remark that the latter hypothesis is not as strong as it
seems to be. Indeed, the process N is an increasing H-adapted process, hence
an H-submartingale. The Doob—-Meyer decomposition implies that there exists a
unique increasing H-predictable process A’ such that (Nj — A% ¢t > 0) is an
H-martingale. We do not enter into details here,’ it’s enough to know that a left-
continuous adapted process is predictable. It is also well known that the process A°
is continuous if and only if 7 is totally inaccessible.” Here, we restrict our attention
to processes A’ which are absolutely continuous with respect to Lebesgue measure.
(b) It will be important to keep in mind that the martingale M *F has only one jump
of size 1 at time 7;.

5 In the general case where multiple defaults could occur, we have to consider possibly 2™ states,
and we would require non standard credit default swaps with default payments conditionally on all
sets of multiple defaults to hedge multiname credit derivatives.

6 The reader is referred to [56] for the definition of a predictable process. A stopping time ¥ is
predictable if there exists a sequence of stopping times v, such that 9,, < ¢ and ¢, converges to
¥ as n goes to infinity.

7 A stopping time T is totally inaccessible if P(7 = ) = 0 for any predictable stopping time .
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2.2.2 Market Assumptions

For the sake of simplicity, let us assume that instantaneous digital default swaps are
traded on the names. An instantaneous digital credit default swap on name ¢ traded
at time ¢ is a stylized bilateral agreement between a buyer and a seller of protection.
More precisely, the protection buyer receives one monetary unit at time ¢ + dt if
name i defaults between t and ¢ + dt. If o denotes the contractual spread of this
stylized CDS, the seller of protection receives in return a fee equal to a‘dt which
is paid at time ¢ 4 dt by the buyer of protection. The cash-flows associated with a
buy protection position on an instantaneous digital default swaps on name ¢ traded
at time ¢ are summarized in Fig. 2.

Let us also remark that there is no charge at inception (at time t) to enter an
instantaneous digital credit default swap trade. Then, its payoff is equal to dN; —
aldt at t + dt where dN} is the payment on the default leg and aidt is the (short
term) premium on the default swap.

Hypothesis 3. We assume that contractual spreads o', ..., a" are adapted to the
filtration H of default times. The natural filtration of default times can thus be seen
as the relevant information on economic grounds.

Moreover, since the instantaneous digital credit default swap is worthless after
default of name i, credit spreads must vanish after 7;, i.e., ol = 0 on the set {t > 7;}.

Note that considering such instantaneous digital default swaps rather than actu-
ally traded credit default swaps is not a limitation of our purpose. This can rather be
seen as a convenient choice of basis from a theoretical point of view.

For simplicity, we further assume that (continuously compounded) default-free
interest rates are constant and equal to r. Given some initial investment [y and some
H-predictable bounded processes §',...,d" associated with some self-financed
trading strategy in instantaneous digital credit default swaps, we attain at time 7'
the payoft:

n_ T
Voe'l + Z/ slerT=9) (dN! — alds).
i=1"0

By definition, ¢’ is the nominal amount of instantaneous digital credit default swap
on name ¢ held at time s. This induces a net cash-flow of ¢, - (dN . aéds) at time
s + ds, which has to be invested in the default-free savings account up to time 7.

1 — aldt : name i defaults between ¢ and t + dt.

—addt : survival of name i
t t+4dt

Fig. 2 Cash-flows of an instantaneous digital credit default swap (buy protection position)
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2.2.3 Hedging and Martingale Representation Theorem

In our framework (we do not have any extra noise in our model, and the intensities

do no depend on an exogenous factor), individual default intensities are not driven
by a specific spread risk but by the arrival of new defaults: default intensities a*F,

1 = 1,...,n are deterministic functions of the past default times between two de-
fault dates. More precisely, as we shall prove later on, the intensity of 7; on the set
{t;7¢j) <t < 7(j4+1)} is a deterministic function of 7(yy, ..., 7(;.

The main mathematical result of the study derives from the predictable represen-
tation theorem (see Theorem 9 in [10], Chap. III or [42]).

Theorem 1. Let A € Hrp be a P-integrable random variable. Then, there exists
H-predictable processes 0,1 = 1, ..., n such that

n T n T
A=Ep[A] + ) /0 0% (AN: — aiFds) = Ep[A] + ) /0 0ldMIT, ()
=1 =1

and Ep (fOT |9§|ai>lpds> < 0.

Proof. We do not enter into details. The idea is to prove that the set of random

variables
noo.r T .
Y =exp Z/ pLdM: —/ (e®s —1)aPds
=170 0

where ¢’ are deterministic functions, is total in L?(Hr) and to note that Y satisfies
(2): indeed,

n T
Y = 1+Z/ O Y dM? .
i=170

Due to the integrability assumption on the r.v. A, and the predictable property of the
6’s, the processes fot 0idM:, i =1,...,n are (P, H)-martingales. 0
Let us remark that relation (2) implies that the predictable representation theorem
(PRT) holds: any (P, H)-martingale can be written in terms of the fundamental
martingales M**. Indeed, if M is a (P, H)-martingale, applying (2) to A = M.
and using the fact that fg 0idMEF are martingales,

n t
MF =Ep [M7 | Hy] =Es [M7] + ) / OLdMEF. 3)
i=170

From the PRT, any strictly positive (P, H)-martingale ¢ with expectation equal
to 1 (as any Radon—-Nikodym density) can be written as

dG = G- Y 01 dM;T, o = 1. “

i=1
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Indeed, as any martingale, ( admits a representation as
n .
¢ =Y 0,aM;*, o =1
i=1

Since ¢ is assumed to be strictly positive, introducing the predictable processes

0" as 0L = Cil 0’ allows to obtain the equality (4). We emphasize that the pre-

dictable property of 6 is essential to guarantee that the processes [ 0sdM¢ are (local)
martingales.
Conversely, the Doléans—Dade exponential, (unique) solution of

G =G Y 0,dM;T, o =1

=1

is a (local) martingale. Note that, in order that ( is indeed a non-negative local
martingale, one needs that 9}; > —1. Indeed, the solution of (4) is

t n n )
(: = exp (—/ Z@iai’Pd8> H(l + Gii)NZ.
0 =1

i=1

The process ( is a true martingale under some integrability conditions on 6 (e.g.,
6 bounded) or if EF[¢;] = 1 for any . Note that the jump of ¢ at time ¢ = 7; is
Al = ¢ — G = ¢ 0i (sothat ¢ = ¢;_ (1 + 6%) at time 7;, hence the condition
on # to preserve non-negativity of ().

Theorem 2. Let ¢ satisfying (4) with 8¢ > —1 and E¥[¢;] = 1, and define the

probability measure Q as
dQ|Ht = Ctdph'ft'

Then, the process
M= = [ giaias = Ni- [ (4 0aitas
0 0

is a Q-martingale. In particular, the (Q, H)-intensity of 7 is o = (1+ 0%)ai™".

Proof. The process M* is an (Q, H)-martingale if and only if the process M is a
(P, H))-martingale. Using integration by parts formula

d(M{G) = M{_d¢s + G—dM] + AM}AG
= Mj_dG, + G-dM;" — ¢_0ia; " dt + ¢ 0[N}
= M} dG + GodMT — G0t} dt + G0 (dM]T + o Fdt)
= M}_dGe + GodM;T — G_0iafTdt + G- 0dM] T + G_biaF dt
=M dG + G- (1+ 92) dM;r.
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Note that the predictable processes #%’s used to define the Radon—Nikodym den-
sity in (4) can be chosen such that the instantaneous credit default swap spreads
al,...,a" (defined in Sect. 2.2.2) are exactly the (Q, H)-intensities associated with
the default times. Let us recall that contractual spreads a!,. .., a™ are assumed to
be adapted to the natural filtration H of default times. Moreover, from the absence
of arbitrage opportunities, the cost of protection is positive if and only if a default

risk exists. The latter argument implies that o', ..., o™ are non negative H-adapted
P— ; . .
processes and {af > 0} =" {af;p > 0} for all time ¢ and all name i = 1, ..., n.

The processes 0%, i = 1, ..., n defined by

Hi_<%_l>(1_]vti),tz(),i—l,...,’n, &)

are therefore positive H-predictable processes strictly greater than —1. They are
admissible processes to define an equivalent change of probability measure. In the
rest of the study, we will work under the probability Q@ obtained from [P through
the change of probability measure defined by (4) and (5).

It can be proved, using standard arguments that any (Q, H)-martingale can be
written as a sum of integrals with respect to M?. Let M be a (Q,H)-martingale.
Then, there exists H-predictable processes 6 such that:

M, = E[M | H;] = E[Mq] +Z/ 0L, ©)

where E is the expectation under Q. Indeed, the process (Mt := M;(¢,t > 0) being
a (P, H)-martingale admits a representation as M, = Mg + 30, fo 01 dMUE . Tt

suffices to apply integration by parts formulato M; = Mt(g) ! to obtain the result.
In particular, for A € Hp, one has

n T
=E[A | H,] +Z/ 0l dM!. (7)
i=17t

Starting from time ¢, we can thus replicate the claim A with the initial investment
V:=E [Ae_T(T_t) | Ht] (in the savings account) and the trading strategy based on
instantaneous digital credit default swaps defined by 6% = HQB*T(T’S) fort <s <
T and 7 = 1,...,n. As there is no initial charge to enter an instantaneous digital
credit default swap, V; = E [Ae_T(T_t) | Ht] corresponds to the time-¢ replication
price of A. Since A depends upon the default indicators of the names up to time 7',
this encompasses the cases of multiname credit derivatives such as CDO tranches
and basket default swaps, provided that recovery rates are deterministic.
We can also remark that for a small time interval dt,

Vivar ~ Vi(1+rdt) + Y 6} (AN} — ajdt) (8)

i=1
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which is consistent with market practice and regular rebalancing of the replicating
portfolio. An investor who wants to be compensated at time ¢ against the price fluc-
tuations of A during a small period dt has to invest V; in the risk-free asset and take
positions 6, ..., ™ in the n instantaneous digital credit default swaps.

Thanks to the PRT, it is also possible to describe the dynamics of a traditional
credit default swap in terms of the dynamics of instantaneous credit default swaps. In
the rest of this section we propose to build a general model of default times from the
risk-neutral probability Q under which any defaultable claim can be replicated using
instantaneous credit default swaps. There are various ways to construct such models.
One of them, may be the most general in the case of non common defaults, is to start
with the joint law of default times, and to make some regularity assumptions on that
law (more precisely, that G(t1,...,t,) := Q11 > t1,..., 7 > tiy. .., Tn > ty) is
n-time differentiable with respect to (¢1, ..., t,) and such that G and its derivatives
do not vanish). We shall present this approach below, which is closely related to
the well-known copula approach. Another way, more tractable but less general, is to
specify the form of the intensities (in a Markov setting), and to construct the default
times from these intensities. This approach will be presented in the following section
and may be connected in some cases to the Markov chain used as a first step in a
class of top-down models. A third method is to construct the random times as the
first passage times at a random level for an increasing process. This last method
is interesting for simulation, and allows correlation between the default times, via
correlation of the random levels (see [59]). These three approaches both allow to
derive the individual CDS spread dynamics as well as the dynamics of the portfolio
loss, which will be needed for the pricing and hedging of CDO tranches.

In a first part, we shall present computations in the case n = 1. Then, we shall
study the case n = 2.

2.3 The Single Default Case

We study the case n = 1. Here, 7 is a non-negative random variable on the
probability space (§2, G, Q) with risk-neutral survival function

Git)=Q(r>t)=1-Q(r <t)=1-F(t)
where F' is the cumulative distribution function of 7, under Q. We assume that
G(t) > 0,Vt, and that G is continuous. Here H = H*.
2.3.1 Some Important Martingales

Lemma 1. For any (integrable) random variable X

1
E(X[H)li<r = Li<r mE(X]lKr) )
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and for any Borelian (bounded) function h
1 o0
E(h(T)[H) = Lr<ih(T) = Ti<r = / h(u)dG (u).
G(t) Ji

Proof. This well known result is established in a more general setting in [21]. We
give here a proof for completeness. For fixed ¢, the o-algebra H; being generated
by the random variable 7 A ¢, any H;-measurable random variable can be written
as h(T A t) where h is a bounded Borel function. It is then obvious that, on the set
{t < 7}, any H;-measurable random variable is deterministic. Hence, there exists a
constant k such that E(X |H;)1;<, = k1;-.. Taking expectation of both members

leads to & = G(t)E(X 1;<,). The second formula follows from
E(h(T)1li<r
E(h(T)|H:) = h(T)Lr<; + 1t<7%ﬁ)t<)

where we have used (9). The result is obtained with a computation of the last ex-
pectation. Note that the minus sign in front of the integral w.r.t. dG is due to the fact
that G is decreasing. O

We now assume that G is differentiable (i.e., that 7 admits a density f, so that
G'(t) = — f(¢)) (see [6] for the general case).

Proposition 1. The process (My,t > 0) defined as

e [ T )
M, = N, /0 G(s)d =N, /0(1 NS)G(S)d

is an H-martingale. In other terms, the intensity of T is (1 — Ni)a(t) where & is the

deterministic function a(t) = %

Proof. Let s < t. Then, from (9),

F(t) — F(s)

0 (10)

E(Nt — Ns|Hs) = LiseryE(Lscr<ny[Hs) = Ty

On the other hand, the quantity

C:=FE [/:(1 —Nu)é((z))dﬂ?is}

is equal to

_ [ LW . ) G
= | Gl d=1esn [ G5 G

F(t)— F(s

which, from (10), proves E(M; — M |H;) = 0, hence the desired result. O
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One should not confuse the intensity « and &, called the predefault-intensity. The
intensity « is stochastic, and vanishes after 7, the predefault intensity is determinis-
tic. The survival function G can be expressed in terms of the predefault intensity a.
Indeed, we have proved in Proposition 1 that

Solving this ODE with initial condition G(0) = 1 leads to

Glt) = Q(r > ) = exp (— /Ot&'(u) du).

Note that a(t)dt = Q(7 € dt|T > t): this is the probability that 7 occurs in the
interval [t, t 4 dt] knowing that 7 has not yet occurred.

2.3.2 CDS Market Value

For the sake of notational simplicity, we assume in this section that the interest rate
r is null, so that the price of a savings account is B; = 1 for every . We moreover
assume that the contractual spread & is paid in continuous time (i.e., during the time
interval [t,t 4 dt] the amount kdt is paid by the protection buyer to the protection
seller). We also consider that the payment at default time is a deterministic function
of the default time, i.e., £(7), which allows to deal with time dependent recovery
rates.® Let us remark that the results described below can be easily extended to
the case of a constant interest rate r or if cash-flows on the premium leg are more
realistic.

We saw in Sect. 2.1 that the cash-flows of a CDS could be divided in two legs:
the default leg and the premium leg. The time-t market value of a buy protection
position on a CDS is equal to:

Vi(k) = Dy — k- P, (11)

where D; is the time-¢ present value of the default leg and P; is the time-t present
value of the premium leg per unit of . This corresponds to the amount a buyer of
protection is willing to pay (or gain) in order to close his position at time ¢. Let us
recall that the contractual spread « is such that the CDS market value is equal to
zero at inception (Vy(k) = 0).

8 ¢(7) is equal to the loss given default associated with the reference entity times the notional of
the CDS.



14 A. Cousin et al.

We first focus on price dynamics of a CDS with spread & initiated at time 0. The
time-t market price of a CDS maturing at 7" with contractual spread « is then given
by the formula

Vi(k) = E(g(f)]l{mg} Ay i ((FAT) = 1) ’ Ht>. (12)
Proposition 2. The price at time t € [0,T] of a credit default swap with spread k is
Vi(k) = LiparyVi(w), V€ [0.7),

where ‘N/t (k), a deterministic function, stands for the pre-default value of a CDS and

equals
~ T T
Vi(k) = % (/t &(u)dG(u) — /-@/t G(u) du) .

Proof. From Lemma 1, we have, on the set {t < 7},

T T
Vilo) = — Jy &) dGw) (- J wdG(u) +TG(T) t)

G(t) G(t)

_ % ( / " ew) dGu) - w(TG(T) ~1G (@) - / TWG("”)) '

where, in the last equality, we have used an integration by parts to obtain

T T
/ G(u)du=TG(T) —tG(t) — / udG(u)

2.3.3 CDS Market Spreads

Like traditional interest-rate swaps, CDS quotations are based on spreads, though
this is likely to be modified after the ISDA big bang protocol. Quoted spreads will be
after that only a way to express upfront premiums. Let us consider a CDS initiated at
time O with maturity 7" and contractual spread «. The time-¢ market spread is defined
as the contractual spread of the contract if it would have been initiated at time ¢.
In other words, this is the level of the spread x = (¢, T") that makes a T-maturity
CDS worthless at time . A CDS market spread at time ¢ is thus determined by the
equation V;(x(¢,T)) = 0 where V; is defined in Proposition 2.
The T-maturity market spread (¢, T') is therefore a solution to the equation

T T
/t &(u) dG(u) + k(t, T)/t G(u) du = 0,
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and thus for every t € [0, 77,

S ) dG(u)
[T Gu)du

t

Kk(t,T) = (13)

There exists liquidly quoted CDS spreads on most big companies, and standard
maturities are 7' = 3,5, 7,10 years. Given (13), it is possible to extract a market-
implied survival distribution G(t) = Q(7 > t), t > 0 from the term structure of
CDS market spreads. See Chap. 3 of [59] or Chaps. 2 and 3 of [19] for more details.

In what follows, we fix the maturity date 7', and we write briefly «(¢) instead of
k(t,T). There is a simple relationship between credit spreads and market values.
The market price of a CDS with payment & at default, maturity 7" and contractual
spread k equals, for every t € [0, T,

Vi(k) = Typ<ry (K(t) — )

or more explicitly,

Vi) = 1 gy J GO <f0T€(u) dGw) [T ) dG(u)) |

G(t) foT G(u) du fT G(u) du

t

The latter expression simply means that the value of a CDS contract for a buyer
of protection is positive when the current market spread «(t) is greater than the
contractual spread &.

2.3.4 Dynamics of CDS Prices in a Single Default Setting

Proposition 3. The dynamics of the (ex-dividend) price Vi (k) on [0, T] are
AV (k) = —Vi (k) dM; + (1 — No)( — E(@0)a(0)) dt,

where the (Q, H)-martingale M is given in Proposition 1.

Proof. Tt suffices to recall that
Vi(k) = (1 = N)Vi(w)
with V/ given in Proposition 2, so that, using integration by parts formula,

dVi(k) = (1 = Ny) dVi (k) — Vi () dNy.
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Using the explicit expression of Vi (k), we find easily that we have
dVi(k) = a(t)Vi(r) dt + (x — E(D)a(2)) dt.

The SDE for V (k) follows. O

It is worthwhile to note that the price dynamics is not a martingale under the risk-
neutral probability, despite the fact that the interest rate is null. This is because we
are dealing with the ex-dividend price. The premium & is similar to a dividend to be
paid, hence the quantity x(1 — N;)dt appears. The quantity £(¢) can be interpreted
as a dividend to be received, at time ¢, with probability &(t)dt. At default time, the
price jumps from V. _ (k) to 0, as can be seen in the right-hand side of the dynamics.

2.4 Two Default Times

Let us now study the case with two random times 71, 72. We denote by (N}, t > 0)
the default process associated with 7;, = = 1,2. The filtration generated by the
process N7 is denoted H’ and the filtration generated by the two processes N1, N2
is H = H' v H2.

Note that an H} \V H?-measurable random variable is

e A constant onthe sett < 74 A 7o,

e A o(71 A T2)-measurable random variable on the set 71 A 72 < t < 71 V To,
i.e., a o(71)-measurable random variable on the set 71 < ¢t < 79, and a o(72)-
measurable random variable on the set 7o < ¢ < 71. We recall that a o(1)-
measurable random variable is a Borel function of 7.

o A o(7y, T2)-measurable random variable (i.e., a Borel function h(7y, 72)) on the
set Ty V1o <t

To summarize, for fixed ¢, any H} V H?-measurable random variable Z admits a
representation as

Z =hlicrinr + hi (1)L <t<ry + ho(2)Lry<tar, + R(T1, 72)Lr vrp<t -

We denote by G(t,s) = Q(m1 > t,72 > s) the survival probability of the pair
(71, 72) and we assume that this function is twice differentiable. We denote by 0;G,
the partial derivative of G with respect to the ith variable, i = 1,2. The density
of the pair (71, 72) is denoted by f. Simultaneous defaults are precluded in this
framework, i.e., Q(1 = 12) = 0.

Even if the case of two default times is more involved, closed form expressions
for the intensities are available. It is important to take into account that the choice
of the filtration is very important. Indeed, in general, an H!-martingale is not an
H' v H2-martingale. We shall illustrate this important fact below.
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2.4.1 Intensities

We present the computation of martingales associated with default times 7;, i =
1,2, in different filtrations. In particular, we shall obtain the computation of the
intensities in various filtrations.

o Filtration H*: We study, for any fixed i, the Doob—-Meyer decomposition of the
submartingale N in the filtration H’. From Proposition 1, the process

tAT;
i " fi(s)
Ny — d 14
t /0 Gi(s)™ 4

is an H'-martingale. Here, 1 — G;(s) = Fi(s) = Q(r; < s) = [; fi(u)du. In

other terms, the process (1 — N}) é ((tt)) is the H'-intensity of 7°.
o Filtration H: We recall a general result which allows to compute the intensities

of a default time (see [27]).

Lemma 2. Let G = FVH, whereF is a reference filtration and Hy = o(TA\t) where
T is a random time. Assume that the supermartingale Gy := P(t > t|F;) admits
the Doob—Meyer decomposition Gy = Zy — Ay where Z is a martingale and A
is a predictable increasing process absolutely continuous with respect to Lebesgue

measure. Then
tAT
dAg
M; = N; — —
t t /0 G.

is a G-martingale.

Proof. The proof relies on the computation of E(M; — M|H,) for t > s. See [27]
for details. O

In order to find the intensity of 7; in a general two defaults setting, we apply the
previous lemma to the case F = H? and H = H'. The first step is to compute the
associated supermartingale (under the risk-neutral probability Q).

Lemma 3. The H?- supermartingale Q(m1 > t|H3) equals

G? = Q(r1 > t|H?) = N2h(t,72) + (1 — N2)(t) (15)

where (t) = G(t,t)/G(0,t), and h(t,v) = gjg((éz)) :

Proof. From Proposition 1,

Q(r1 > t, 2 > 1)

Q(Tl > t|H§) = ]lt<7'2 Q(TQ > t)

+ 1172§t@(7'1 > t|7‘2).
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It is easy to check that

Q(Tl >t, T2 € du)

Q(n >t =u) = Qs € du) = h(t,u)
and the result follows. a
Proposition 4. Let
0 G(t,t)

ay = Nfalh(t77—2> + (1 - NE)W

The process M defined as

tATL a
M} := N} —|—/ fs‘zds
0 G

tATINT: tAT
LTz 81G(5 S) ! 81 QG(S 7'2)
"o G(s.5) tarinrs 02G(5,72)

is an H-martingale.

Proof. The proof relies on some Itd’s calculus to obtain the Doob—Meyer decom-
position of Q(71 > t|H?) and to prove that dA; = a;dt. We refer the reader to [8]

for details. O
This means that the H-intensity of 7; takes into account the knowledge of 75 and is
equal to the deterministic function — ag(;t(tt)t ) on the set ¢ < 79 and to the random
quantity o(t, 72) where ¢(t,s) = —%(f:)) on the set ¢ > 7. In a closed form,

the processes N} — fg alds, i = 1,2, are martingales in the same filtration H, where

1_ 1 2y —01G (L) 2 012G (t,T2)
Q _(I_Nt) ((I_Nt) G(t,t) _Nt 62G(t,7’2) )

= (1= N})(1 = N2 (1) + (1 - NONPE2(t,7)
2 2 1 —82G(t,t) 181’2G(7’1,t)
ay _(I_Nt)((l_Nt) G(t,t) 4V 61G(7'17t> )

= (1= N/)(1 = N})a®(t) + N} (1 = N})a?!! (1)

where

al(t) = G(t,1) (16)
~ 0 G(t, S) ~ 81 QG(S,t)
1]2 _ 1,2 2|1 _ >
ot s) = = 5 Gt () = =5, G0s.0 an
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Note that the minus signs in the value of the intensity are due to the fact that
G is decreasing with respect to its component, hence the first order derivatives are
non-positive and the second order derivative 91 0>G — equal to the density of the pair
(11, T2) — is non-negative. The quantity & (¢)dt is equal to Q(7; € dt|Ty Ao > t).

The quantity a'l?(¢,s) = —82%?2% evaluated at s = 7o, represents the value of
the predefault intensity process of 7; with respect to the filtration H on the event
{7' 9 < t}.

Let us remark that, in the particular case where 7, and 7 are independent (or if
71 < T2), the Hl intensity of 7, equals its H' intensity.

This model is very general. Let us note that it is not a Markov model, except
if h(t,s) does not depend on s (see [6] for a formal proof). Moreover, it can be
extended at the price of notational complexity to n names but computations are not
so easy, since they involve partial derivatives of the joint survival function and do
not usually lead to tractable Markov processes.

Since we are working in the same filtration’ the compensated martingale of the
counting process N; = N} + N? = Z?:l L,,<tis My := Ny — f(f asds where

= ap +af
Gt 1) + DG, 1)
o _ 1 _ 2 _ 1 2
= (1-N)(1 - N?) ( T8
81 QG(t,TQ) 81 QG(Tl,t)
— — 1 27L, 2\ Ta) o 2 171,27\, v
(1= N;)N; 9G(t ) (1 — N7)N; DG, 1)

It is proved in Bielecki et al. [7] that the process /N is Markov if and only if the

e (91)2G(t,7’2) 31’2G(Tl,t) e .
quantities 5~ =5 and 9.G(r4) are deterministic.

2.4.2 Dynamics of CDS Prices in a Two Defaults Setting

Let us now examine the valuation of a single-name CDS written on the default 7.
Our aim is to show that the dynamics of this CDS will be affected by the informa-
tion on To: when 7o occurs, the intensity of 7; changes, and this will change the
parameters of the price dynamics.

We consider a CDS

e With a continuously paid constant premium &,

e Which delivers £(71) at time 71 if 71 < T, where £ is a deterministic func-
tion. In the simplest case ¢ is constant, corresponding to constant recovery rates.
We recall that & corresponds to the loss given default times the nominal of the
CDS.

9 The sum of two martingales in the same filtration is a martingale.
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The value of the CDS takes the form

‘/t('%) = V;&(K)]lt<'r2/\7'1 + V;&(ﬁ)]ln/\'rgﬁt<'r1'
First, we restrict our attention to the case t < ™ A 7.

Proposition 5. On the set t < 15 A 11, the value of the CDS is

T T
G(i £ (/t §()01G(u, 1) du—n/t G(u,t) du>.

Proof. The value V (k) of this CDS, computed in the filtration H including the in-
formation related to the second default, is

Vi(k) =

‘/t('k@) = ]lt<7'1]E (S(Tl)]lngT - ﬁ((T A 7—1) - t>|Ht) .

Let us denote by 7 = 71 A 75 the first default time. Then, 1;,V;(k) = ]lt<T‘~/t(m),
where

Vi) = s B € nerticr = (T Am) ~Oicr)
— G(i, t)E ()L <rlicr — (T AT1) — ) 1i<r)

T
_ﬁ <‘/t 5(’11)@(7’1 6du,72>t)

T oo
—/{/ (u—t)Q(Tl 6du,7@>t>—(T—t>F&/T Q(Tl 6du,7'2>t)>.

In other terms, using integration by parts formula
_ 1 T T
Vi(k) = — 01G(u,t) du — G(u,t)du | .
(%) G(m)( | swancni—« [ G u)

On the event {2 < ¢ < 71}, the CDS price equals

Vi(k) = Vt_JLKTJE )Ly <t — K((T A1) = t)|o(72))

T
_ t7'2 < / E(u) f(u,2) du—/i/t 82G(u,72)du> = Vtm(ﬁ'g)
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where

T T
th\Q(S) - %G;(ts) (—/t E(w) f(u,s) du—l-@/t 32G(u,5)du> .

In the financial interpretation, th|2 (s) is the market price at time ¢ of a CDS on the
first credit name, under the assumption that the default 75 occurred at time s and
the first name has not yet defaulted (recall that simultaneous defaults are excluded,
since we have assumed that G is differentiable).

Differentiating the deterministic function which gives the value of the CDS leads
to the following result:

Proposition 6. The price of a CDS is Vi(k) = Vi(k)Lycrynr + Vi(k) Ly nry <ty
The dynamics of V (k) are

aVi(r) = ((G1(8) + @ () Vi) + 5 — @ (D) - G0V, (1)) dt,

where for i = 1,2 the function c;(t) is the (deterministic) pre-default intensity of T;
given in (16). The dynamics of V (k) are

avi(r) = (@"2(tm) (Vilw) = €(6)) + 1) dt
where a2 (t, s) is given in (17).
Hence, differentiating V; = V;(1 — N})(1 — N2) + Vi(1 — N})NZ one obtains

AV = (1= N})(1 = N2)dV, + (1 = N})NZdV; — Vi dN}
+(1 = NHVP (1) - Vi)dN?

which leads after light computations'? to

dV; = (1=N))(A=N2)(k — £(6)a" (1))di+(1 = NN (k= £ (8, 72))dt
—ViodM} + (1 = NP (t) — Vi)dM?
— dividend part — V,_dM, + (1 — NY(V;"P(t) — Vi)dM? . (18)

10 From the definition, one has dV; = (1 — N})(1 — N2)--- + (1 — N})(Vi(ra) — Vi)dNZ.
It is important to note that Vi(2)dN2 = th‘Q(t)de: a computation using Vi(2)dN2 =
\A/'t(rg)(de + ...dt) would lead to a quantity \A/'t(Tg)de which has a meaning, but which is
NOT a martingale, due to the lack of adapteness of the coefficient \A/'t(rg).
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Assume now that a CDS written on 73 is also traded in the market. We denote by
Vi, i = 1,2 the prices of the two CDS. Since the CDS are paying premiums, a self
financing strategy consisting in 9% units of CDS’s has value X; = 9} V,! + 92V?
and dynamics

axX; = 0} (=ViLdM} + (1 = NH(VP @) - Vhaasg)
+03 (~VZdME + (1 = NV (@) - V2)angy )
= (=olvL + 0200 - NV (1) - V) angy

+ (910 = NH () = V) — 03vE ) an?.
In order to duplicate a claim with value
t t
A; = E(A) + / StdM} + / 62dM?
0 0
it remains to solve the linear system

~OIVE 4931 = N2V (8) - V2) = o,

IHL = NHVP () - V) —03v2 =67

Thus, under standard invertibility conditions, one can easily use actually traded CDS
instead of instantaneous digital CDS when replicating the claim A.

3 Hedging Default Risks of CDOs in Markovian
Contagion Models

When dealing with CDO tranches, the market approach to the derivation of credit
default swap deltas consists in bumping the credit curves of the names and com-
puting the ratios of changes in present value of the CDO tranches and the hedging
credit default swaps. This involves a pricing engine for CDO tranches, usually some
mixture of copula and base correlation approaches, leading to some “market delta.”

The only rationale of this modus operandi is local hedging with respect to credit
spread risks, provided that the trading books are marked-to-market with the same
pricing engine. Even when dealing with small changes in credit spreads, there is no
guarantee that this would lead to appropriate hedging strategies, especially to cover
large spread widenings and possibly defaults. Also, one could think of changes in
base correlation correlated with changes in credit spreads.
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A number of CDO hedging anomalies in the base correlation approach are re-
ported in [52]. Moreover, the standard approach is not associated with a replicating
theory, thus inducing the possibility of unexplained drifts and time decay effects in
the present value of hedged portfolios (see [55]).

Unfortunately, the trading desks cannot rely on a sound theory to determine repli-
cating prices of CDO tranches. This is partly due to the dimensionality issue, partly
to the stacking of credit spread and default risks. Laurent [45] considers the case
of multivariate intensities in a conditionally independent framework and shows that
for large portfolios where default risks are well diversified, one can concentrate on
the hedging of credit spread risks and control the hedging errors. In this approach,
the key assumption is the absence of contagion effects which implies that credit
spreads of survival names do not jump at default times, or equivalently that defaults
are not informative. Whether one should rely on this assumption is to be considered
with caution, as discussed in the empirical studies [4] and [16]."' Moreover, anecdo-
tal evidence such as the failures of Delphi, Enron, Parmalat and WorldCom shows
mixed results.

In this section, we adopt the framework of Laurent et al. [47], concentrating on
default risks, credit spreads and dependence dynamics being driven by the arrival of
defaults. We will calculate so-called “credit deltas,” that are the present value im-
pacts of some default event on a given CDO tranche, divided by the present value
impact of the hedging instrument (here the underlying index) under the same sce-
nario. Contagion models were introduced to the credit field by Davis and Lo [17],
Jarrow and Yu [38] and further studied by Yu [65]. Schénbucher and Schubert [61]
show that copula models exhibit some contagion effects and relate jumps of credit
spreads at default times to the partial derivatives of the copula. This is also the frame-
work used by Bielecki et al. [8] to address the hedging issue. We refer to Sect. 2.4 of
this contribution for a detailed discussion of this topic. A similar but somehow more
tractable approach has been considered by Frey and Backhaus [31], since the latter
paper considers some Markovian models of contagion. In a copula model, the con-
tagion effects are computed from the dependence structure of default times, while
in contagion models the intensity dynamics are the inputs from which the depen-
dence structure of default times is derived. In both approaches, credit spreads shifts
occur only at default times. Thanks to this quite simplistic assumption, and pro-
vided that no simultaneous defaults occurs, it can be shown that the CDO market is
complete, i.e., CDO tranche cash-flows can be fully replicated by dynamically trad-
ing individual credit default swaps or, in some cases, by trading the credit default
swap index (see Sect.2.2.3 of this contribution for a presentation of the theoreti-
cal ideas).

In this section we focus on the hedging of synthetic CDO tranches. For the
section to be self-contained, we briefly describe in Sect.3.1 the cash-flows of a

11 The conclusions of this paper have been disputed by [44] in which the conditional independence
assumption has not been rejected when tested on the same default database. These discrepancies
are explained by an alternative specification of individual default intensities.
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synthetic CDO tranche. While the use of the representation Theorem 1 guarantees
that, in our framework, any basket default swap can be perfectly hedged with respect
to default risks, it does not provide a practical way of constructing hedging strate-
gies. In Sect. 3.2, we restrict ourselves to the case of homogeneous portfolios with
Markovian intensities which results in a dramatic dimensionality reduction for the
(risk-neutral) valuation of CDO tranches and the hedging of such tranches as well.
We find out that the aggregate loss is associated with a pure birth process, which is
now well documented in the credit literature. Section 3.3 provides an overview of
the calibration methods proposed in the literature on contagion credit risk models.
We investigate in particular a calibration method based on the marginal distribu-
tions of the number of defaults. Section 3.4 details the computation of replicating
strategies of CDO tranches with respect to the credit default swap index, through
a recombining tree on the aggregate loss. We discuss how hedging strategies are
related to dependence assumptions in Gaussian copula and base correlation frame-
works. We also compare the replicating strategies obtained in the contagion model
with the hedging ratios (spread sensitivity ratios) provided by the Gaussian copula
approach or computed in alternative credit risk models.

3.1 Synthetic CDO Tranches

Synthetic CDOs are structured products based on an underlying portfolio of refer-
ence entities subject to credit risk. It allows investors to sell protection on specific
risky portion or tranche of the underlying credit portfolio depending on their desired
risk-profile. A synthetic CDO structure is initially arranged by a financial institution
(typically an investment bank) which holds a credit portfolio composed of CDS (see
Fig. 3). This CDS portfolio is then transferred to a subsidiary company commonly
called a special purpose vehicle (SPV). The SPV redistributes the credit risk of the
underlying portfolio by raising specific credit-protection products corresponding to
different levels of risk. The SPV liability side is defined by the different tranches
that have been sold and the asset side corresponds to the portfolio of CDS. The
incomes generated by the pool of CDS (premium payments) are re-allocated to the
different tranches using a precise prioritization scheme. An investor (seller of pro-
tection) on a CDO tranche receives a higher premium if the tranche has a lower level
of subordination. For example, the equity tranche which covers the fist losses on the
underlying portfolio receives the highest income.

3.1.1 Credit Default Swap Indices

A credit default swap Index (CDS Index) is a multi-name credit derivative which
allows market participants to buy and sell protection directly on a pool of CDS.
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Fig. 3 Structure of a synthetic CDO

CDS indices are actively traded. This means that it can be easier to hedge a
credit derivatives referencing a portfolio of CDS with an index than it would be to
buy many CDS to achieve a similar effect. This is the reason why a popular use of
CDS indices is to hedge multi-name credit positions.

There are currently two main families of CDS indices: CDX and iTraxx. CDX
indices contain North American and Emerging Market companies and iTraxx con-
tain companies from the rest of the world (mainly Europe and Asia). The iTraxx
Europe Main and the CDX North America Main are the most liquid CDS indices.
Each Main index includes 125 equally weighted CDS issuers from their respective
region. 12 These issuers are investment grade at the time an index series is launched,
with a new series launched every 6 months. In practice, “on the run” Main indices
are mostly composed of A-rated and BBB-rated issuers.

3.1.2 Standardized CDO Tranches

Market-makers of these indices have also agreed to quote standard tranches on these
portfolios from equity or first loss tranches to the most senior tranches.

Each tranche is defined by its attachment point which defines the level of subordi-
nation and its detachment point which defines the maximum loss of the underlying
portfolio that would result in a full loss of tranche notional. The first-loss 0-3%
equity tranche is exposed to the first several defaults in the underlying portfolio.
This tranche is the riskiest as there is no benefit of subordination but it also offers

12 The proportion of each issuer in the pool is equal to 1/125 = 0.08%.
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high returns if no defaults occur. The junior mezzanine 3-6% and the senior mez-
zanine 6-9% tranches are less immediately exposed to the portfolio defaults but the
premium received by the protection seller is smaller than for the equity tranche. The
9-12% tranche is the senior tranche, while the 12—20% tranche is the low-risk super
senior piece. As illustrated in Figs.4 and 5, the tranching of the indices in Europe
and North America is different. In North America, the CDX index is tranched into
standard classes representing equity 0—3%, junior mezzanine 3—7%, senior mezza-
nine 7-10%, senior 10-15% and super senior 15-30% tranche.

For a detailed description of the credit derivatives market, the reader is referred
to the textbooks [15, 19, 39, 49, 59]. Before addressing the hedging issue of CDO
tranches, let us describe the cash-flows associated with these products.
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3.1.3 Cash-Flows Description

We adopt the same notation as in Sect. 2 and we work under the risk-neutral proba-
bility Q defined in Sect. 2.2.3. We consider a portfolio of n credit references and we
denote by (71, . . ., 7, ) the random vector of default times defined on the probability
space (£2,G,Q). If name 4 defaults, it drives a loss of §; = E; (1 — R;) where F;
denotes the nominal amount and R; the recovery rate. The loss given default ¢; is
assumed here to be constant over time. The key quantity for the pricing of synthetic
CDO tranches is the cumulative loss

Ly = Z &N,
im1

where N} = 1¢r,<ty» # = 1,...,n are the default indicator processes associated
with default time 7;, ¢ = 1, ..., n. Let us recall that the processes N*, ¢ =1,....,n
are adapted to the global filtration H = (M, t > 0) where H; = VI H: and
Hi = o(N., s < t). Let us remark at this stage that the loss process L is an
increasing right-continuous pure jump process.

The cash-flows associated with a synthetic CDO tranche only depend upon the
realized path of the cumulative loss process L. Default losses on the reference
portfolio are split along some thresholds (attachment and detachment points) and
allocated to the various tranches. A synthetic CDO tranche can be viewed as a
bilateral contract between a protection seller and a protection buyer. In what fol-
lows, we consider a synthetic CDO tranche with attachment point a, detachment
point b and maturity 7" and we describe the cash-flows associated with the de-
fault payment leg (payments received by the protection buyer) and the cash-flows
associated with the premium payment leg (payments received by the protection
seller).

Default Payments Leg

The protection seller agrees to pay the protection buyer default losses each time they
impact the tranche (a, b) of the reference portfolio. More precisely, the cumulative
default payment LE‘“’) on the tranche [a, b] is equal to zero if L; < a, to L; — a if
a<L;<bandtob—aif L; > b. Let us remark that L,Ea’b) has a call spread payoff
with respect to L; and can be expressed as Li‘“’) = (Ly —a)"—(Ly — b)". Default
payments are simply equal to the increment of LE‘”)), i.e., there is a payment of
Lﬁ“’b) — Lgi’b) from the protection seller at every time a jump of L,Ea’b) occurs before
contract maturity 7. Figure 6 shows a realized path of the loss process (L;,t > 0)
and the corresponding path of losses affecting CDO tranche [a, b].

For simplicity we assume that the continuously compounded default free inter-

est rate r; is deterministic and we denote B:(t') = exp (— f: rsds> the time-t
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Fig. 6 A realized path of the reference portfolio losses and the corresponding path of losses af-
fecting CDO tranche [a, b]. Jumps occur at default times

discount factor up to time ¢’ (¢ < ¢'). At time ¢, the discounted payoff corresponding
to default payments after time ¢ can written as:

/ DAL | ZBt ) (L0 = LNV arery. (19)
t

Thanks to Stieltjes integration by parts formula and Fubini theorem, the time-¢ price
of the default payment leg under the risk-neutral measure can be expressed as:

D:=E
t

T
/ By (s)dL{?) | Htl

T
— B/(T)E [Lgf“b) |Ht} OO /t rsBy(s)E [Lga@ |Ht} ds

Premium Payments Leg

The protection buyer has to pay the protection seller a periodic premium payment
(quarterly for standardized indexes) based on a fixed contractual spread « and pro-
portional to the current outstanding nominal of the tranche b — a — Lga’b). Let us
denote by 71 < ... < T}, the premium payment dates with 7}, = T" and by 4;
the length of the i-th period [T;_1,T;] (in fractions of a year and with convention
To = 0). The CDO premium payments are equal to k4, (b —a— L% ’b)> at regu-
lar payment dates T3, ¢ = 1,...,p. Moreover, when a default occurs between two
premium payment dates and when it affects the tranche, an additional payment (the
accrued coupon) must be made at default time to compensate the change in value
of the tranche outstanding nominal. For example, if name j defaults between 7;_;
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and T3, the associated accrued coupon is equal to x (Tj —Ti—1) (Lg-';’b) — L(T‘;f)).
Eventually, at time ¢, the discounted payoff corresponding to premium payments
can be expressed as:

p T;
3 BuTrA; (b —a-— Lg,fjb)) +/ By(s)k (s — Ti_1) ALY |, (20)

i=pr Tim1

where p, = inf{i =1,...,p|T; >t} is the index of the first premium payment
date after time ¢ and T},, _; = ¢ by convention.

Using the same computational method as for the default leg, the time-¢ present
value of the premium leg under the risk-neutral measure, denoted P, can be ex-

pressed as:

P = k- P, @1)

with ,
Pe=Y (Bmai (b-a-E[LGY (1)) + ACu), @)

i=pt
and where
T;
AC; = B/(T;) AE [L%’b) | Ht} — / Bi(s)(1—rs(s—T;_1))
T; 1

xE [Lga»“ | Ht] ds. (23)

The quantity P} corresponds to the time-t present value of the unitary premium leg
(contractual spread x equal to 1 bp).

The CDO tranche (contractual) spread x is chosen such that the contract is
fair at inception, i.e., such that the default payment leg is equal to the premium
payment leg:

Dy
= Fr

KR

The spread « is quoted in basis point per annum.'? Let us remark that the compu-

tation of x only involves the expected losses on the tranche, E [LE‘”))} at different

time horizons. These can readily be derived from the marginal distributions of the
aggregate loss on the reference portfolio.

13 Let us remark that market conventions are different for the pricing of equity tranches (CDO
tranches (0,b) with 0 < b < 1). Due to the high level of risk embedded in these “first losses
tranches,” the premium « is fixed beforehand at 500 bps per annum and the protection seller re-
ceives an additional payment at inception based on an “upfront premium” and proportional to the
size of the tranche. This “upfront premium” is quoted in percentage of the nominal value.
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3.1.4 CDO Tranche Price and Market Spread

The time-t price (buy protection position) of a CDO tranche (a,b) is such that
Vi(k) = Dy — k - P, This corresponds to the amount a buyer of protection is
willing to pay (or gain) in order to close his position at time ¢. Let us note that this is
consistent with the definition of the contractual spread « for which the market value
must be equal to zero at inception (Vy (k) = 0).

Like CDS, most CDO tranche quotations are based on spreads. The time-¢ market
spread is defined as the contractual spread of a tranche with the same characteristic
but initiated at time ¢:

D,
=B
Let us also note that there is a simple relationship between credit spreads and market
values:

Rt

Vi(k) = P (k¢ = ).

The latter expression simply means that the value of a CDO tranche contract for a
buyer of protection is positive when the current market spread is greater than the
contractual spread.

As illustrated in Sect. 3.1.2, there exists liquidly quoted CDO tranches on most
CDS indices. Figure 7 shows the dynamics of credit spreads on the 5 year iTraxx
index between May and November 2007.'# It is interesting to observe a sharp bump
corresponding to the summer 2007 credit crisis.
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Fig. 7 Credit spreads on the 5 years iTraxx index (Series 7, 8 and 9) in bps, source Markit

14 Apart from details regarding the premium leg, cash-flows generated by a CDS index can be
considered to be the same as the ones of a [0, 100%] CDO tranche.
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3.2 Homogeneous Markovian Contagion Models

While the use of the representation Theorem 1 guarantees that, in our framework,
any basket default swap can be perfectly hedged with respect to default risks, it
does not provide a practical way of constructing hedging strategies. As is the case
with interest rate or equity derivatives, exhibiting hedging strategies involves some
Markovian assumptions.

3.2.1 Intensity Specification

In the contagion approach, one starts from a specification of the risk-neutral prede-
fault intensities'> &',..., &". In Sect. 2, risk-neutral predefault intensities depend
upon the complete history of defaults. More simplistically, it is often assumed that
they depend only upon the current credit status, i.e., the default indicators; thus
@i, i =1,...,n are deterministic functions of N}, ..., N/*. In this paper, we will
further remain in this Markovian framework, i.e., the default intensities will take
the form ) _

ay=a' (t,N},...,N"),i=1,...,n. (24)
This Markovian assumption may be questionable, since the contagion effect of a
default event may vanish as time goes by. The Hawkes process, that was used in the
credit field by Giesecke and Goldberg (see [29] or [34]), provides such an example
of a more complex time dependence.

Other specifications with the same aim are discussed in [48]. Popular examples
are the models of [38,42,65], where the intensities are affine functions of the default
indicators.

The connection between contagion models and Markov chains is described
in the book of Lando [43]. More recently, Herbertsson and Rootzén [37] proved that
default times with default intensities defined by (24) could be represented as the
times until absorption in a finite state absorbing Markov chain. According to Assaf
et al. [3] terminology, default times follow a multivariate phase-type distribution in
this framework.

Another practical issue is related to name heterogeneity. Modelling all possible
interactions amongst names leads to a huge number of contagion parameters and
high-dimensional problems, thus to numerical issues. For this practical purpose,
we will further restrict to models where all the names share the same risk-neutral
intensity.'® This can be viewed as a reasonable assumption for CDO tranches on
large indices, although this is an issue with equity tranches for which idiosyncratic
risk is an important feature. Since risk-neutral predefault intensities, &', ..., &" are
equal, we will further denote these individual predefault intensities by a.

For further tractability, we will further rely on a strong name homogeneity
assumption, that individual predefault intensities only depend upon the number of

151 et us recall that the default intensity of name ¢ vanishes after 7;, i.e., ai = Oontheset {t > 7;}.

16 This means that the predefault intensities have the same functional dependence to the default
indicators.
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defaults. Let us denote by Ny, = >, N} the number of defaults at time ¢ within
the pool of assets. Predefault intensities thus take the form!” &¢ = & (¢, N;). This
is related to mean-field approaches (see [31]). As for parametric specifications, we
can think of some additive effects, i.e., the predefault name intensities take the form
& (t, Ny) = a+ b x N; for some constants a, b as mentioned in [31], corresponding
to the “linear counterparty risk model,” or multiplicative effects in the spirit of Davis
and Lo [17], i.e., the predefault intensities take the form & (¢, Ny) = a x bNt. Of
course, we could think of a non-parametric model. We provide a calibration proce-
dure of such unconstrained intensities onto market inputs in Sect. 3.3.

For simplicity, we will further assume a constant recovery rate equal to R and
a constant exposure among the underlying names. The aggregate fractional loss at
time ¢ is given by: L; = (1 — R) %ﬁ As a consequence of the no simultaneous
defaults assumption, the intensity of L, or of V; is simply the sum of the individual
default intensities and is itself only a function of the number of defaults process. Let
us denote by A (¢, N;) the risk-neutral loss intensity. It is related to the individual
predefault intensities by:

ANy = (n — Ny) x @ (t, Ny).

We are thus typically in a bottom-up approach, where one starts with the specifica-
tion of name intensities and thus derives the dynamics of the aggregate loss.

3.2.2 Risk-Neutral Pricing

Let us remark that in a Markovian homogeneous contagion model, the process IV,
is a continuous time Markov chain (under the risk-neutral probability ), and more
precisely a pure birth process, according to Karlin and Taylor [40] terminology,'®
since only single defaults can occur.!” The generator of the chain, A(t) is quite
simple:

“A(£,0) A(t,0) 0 0

0 —At1) A1) 0

A(t) = : : . " :
0 =At,n—1) A(t,n—1)

0 0 0 0 0

Such a simple model of the number of defaults dynamics was considered in [60]
where it is called the “one-step representation of the loss distribution.” The approach

17 Let us remark that on {r; > t}, Ny = 3 i th , so that the predefault intensity of name i,
actually only depends on the credit status of the other names.

18 According to Feller’s terminology, we should speak of a pure death process. Since, we later refer
to [40], we prefer their terminology.

19 Regarding the assumption of no simultaneous defaults, we also refer to [11,57, 64]. Allowing
for multiple defaults could actually ease the calibration to senior CDO tranche quotes.
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described in this section can be seen as a bottom-up view of the previous model,
where the risk-neutral prices can actually be viewed as replicating prices. As an
example of this approach, let us consider the replication price of a European payoff
with payment date 7', such as a “zero-coupon tranchelet,” paying 1{y.— at time T
forsome k € {0,1,...,n}. Letusdenoteby V (t, N;) = e "T=IQ (Np = k| N;)
the time-t replication price and by V (¢, .) the price vector whose components are
V(t,0),V(t,1),...,V(¢t,n) for 0 < t < T. We can thus relate the price vector
V(t,.) to the terminal payoff, using the transition matrix Q(¢,7") between dates ¢
and T

Vi(t,.)=e "T0Q(t, T)V(T,.), (25)
where V(T,j) = 1gi=ky» 7 = 0,1,...,n. The transition matrix solves for the
Kolmogorov backward and forward equations:

oQ(t, T oQ(t, T
QD _ e, 2280 _qunar). e

In the time homogeneous case, i.e., when the generator is a constant A(t) = A, the
transition matrix can be written in exponential form:

Qt,T)=exp((T—1t)A). 27

These ideas have been put in practice by [1, 18,28,36,37,48, 63]. These papers
focus on the pricing of credit derivatives, while our concern here is the feasibility
and implementation of replicating strategies.

3.2.3 Computation of Credit Deltas

We recall that the credit delta with respect to name % is the amount of hedging instru-
ments (the index here, but possibly a ith credit default swap) that should be bought
to be protected against a sudden default of name 7. A nice feature of homogeneous
contagion models is that the credit deltas are the same for all (the non-defaulted)
names, which results in a dramatic dimensionality reduction. In that case, it is
enough to consider the index portfolio as a single hedging instrument, which is
consistent with some market practices.

Let us consider a European type payoff’’ and denote its replication price at time
t by V (¢, .). In order to compute the credit deltas, let us remark that, by It6’s lemma,

AV (t, Ny
dv (t,N;) = %dt + (V (t,Ny) = V (t,N,_)) dN,
_ %dt 4 (V (6 N +1) = V (£, N;_)) dNs.

20 For notational simplicity, we assume that there are no intermediate payments. This corresponds
for instance to the case of zero-coupon CDO tranches with up-front premiums. The more general
case is considered in Sect. 3.4.
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The second term in the right hand side of the latter expression, V (¢, N;— + 1) —
V' (t, Ni—) is associated with the jump in the price process when a default occurs in

e~ "V (t, Ny) is a (Q, H)—martingale, it can be seen using [td’s lemma that V' solves

for the backward Kolmogorov equations:

the credit portfolio, i.e., dN; = 1. Thanks to the fact that dN; = de and, since
=1

AV (t, k)

o FAK) X (V(Lk+1) =V (1K) =7V (t.k), k=0,....n— 1,

where the terminal conditions are given by the payoff function at time 7" and with
V(t,n) =0, forall t > 0. We end up with:

dVv (t,Nt) =rV (t, Ntf) dt + i (V(t, Ntf + 1)
—V(t,N;=)) (AN} — &(t, Ny—)(1 — Nj)dt) . (28)

As a consequence the credit deltas with respect to the individual instantaneous
default swaps are equal to:

6 =6"(t,Ny-) =V (t,Ne- +1) =V (t,N,-),

for0<t<Tandi=1,...,n
Let us denote by V! (t, k) = e "T=DE [1 — 2 |N, = k| the time-¢ price of
the equally weighted portfolio involving defaultable bonds and set

V(t,No +1) =V (t, N

I _ I =
0 =0 (6, Neo) = VI(t, Ny +1) = VI(t,N,_)

(29)

As the dynamics of V7 also satisfies SDE (28) and using (29), we can deduce that:
dV t, Ny) = rx (V (t, Neo) =67 (¢, N )V (8, Ny2)) dt+6" (¢, N, )dV? (¢, Ny).

As a consequence, we can perfectly hedge a European type payoff, say a
zero-coupon CDO tranche, using only the index portfolio and the risk-free as-
set. The hedge ratio, with respect to the index portfolio is actually equal to (29). The
previous hedging strategy is feasible provided that V' (t, Ny_ + 1) # VI (t, N;_).
The usual case corresponds to some positive dependence, thus « (¢,0) < « (¢,1) <

- < a(t,n —1). Therefore V! (t,N;— +1) < VI (t, N;_).>! The decrease in

2!'In the case where a(t,0) = a(t,1) = ... = a(t,n), there are no contagion effects and default
dates are independent. We still have VI (t, Ny— + 1) < VI (t, Ny_) since V! (¢, Ny_) is linear in
the number of surviving names.
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the index portfolio value is the consequence of a direct default effect (one name
defaults) and an indirect effect related to a positive shift in the credit spreads
associated with the non-defaulted names.

The idea of building a hedging strategy based on the change in value at default
times was introduced in [2]. The rigorous construction of a dynamic hedging strat-
egy in a univariate case can be found in [9]. Our result can be seen as a natural
extension to the multivariate case, provided that we deal with Markovian homoge-
neous models: we simply need to deal with the number of defaults N; and the index
portfolio V! (¢, N;) instead of a single default indicator N} and the corresponding
defaultable discount bond price.

3.3 Calibration of Loss Intensities

Another nice feature of the homogeneous Markovian contagion model is that the
loss dynamics or equivalently the default intensities can be determined from market
inputs such as CDO tranche premiums. Since the risk neutral dynamics are unam-
biguously derived from market inputs, so will be for dynamic hedging strategies of
CDO tranches. This greatly facilitates empirical studies, since the replicating figures
do not depend upon unobserved and difficult to calibrate parameters.

The construction of the implied Markov chain for the aggregate loss parallels
the one made by Dupire [25] to construct a local volatility model from call op-
tion prices. Similar ideas are used in [23, 58] to build up implied trees. Laurent and
Leisen [46] have shown how an implied Markov chain can be derived from a discrete
set of option prices. In these approaches, the calibration of the implied dynamics on
market inputs involves forward Kolmogorov equations. Starting from a complete
set of CDO tranche premiums or equivalently from a complete set of number of de-
fault distributions, [60] provided the construction of the loss intensities. Similarities
between the Dupire’s approach and the building of the one step Markov chain of
[60] have also been reported in [13,20,48]. We propose now to detail and comment
the latter calibration approach of loss intensities.

3.3.1 Calibration of Loss Intensities on a Complete Set of Number
of Defaults Probabilities

While the pricing and thus the hedging involves a backward procedure, calibra-
tion is associated with forward Kolmogorov differential equations. We show here
a non-parametric fitting procedure of a possibly non time homogeneous pure birth
process onto a complete set of marginal distributions of number of defaults. This is
quite similar to the one described in [60], though the purpose is somehow different
since the aim of [60] was to construct arbitrage-free, consistent with some complete
loss surface, Markovian models of aggregate losses, possibly in incomplete markets,
without detailing the feasibility and implementation of replicating strategies.
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We will further denote the marginal default probabilities by p(t, k) = Q (N, = k)
for0 <t < T,k =0,1,...,n. Clearly, this involves more information that one
could directly access through the quotes of liquid CDO tranches, especially with
respect to small and large number of defaults. As for the computation of the number
of default probabilities from quoted CDO tranche premiums, we refer to [32,41, 50,
53,62,64]. Practical issues related to the calibration inputs are also discussed in [63].

In the case of a pure birth process, the forward Kolmogorov equations can be
written as:

w0 — _\(t,0)p(t,0), k=0,
(30)

n.

k) — N\t k — 1)p(t, b — 1) — A&, k)p(t, k), k=1,

3

Since the space state is finite, there are no regularity issues and these equations
admit a unique solution”” (see below for practical implementation). These forward
equations can be used to compute the loss intensity dynamics ¢ € [0, T] — A(¢, Ny),
thanks to:

dp(t,0 _
)‘(ta O) = _p(tlyo) p((jt )7 k= 07
dp(t,k) @D
(k) = s [ Ak = Dp(t k= 1) - PT} k=1,....m,
for 0 <t < T. Let us remark that we can also write:
k
d t
A(t, k) N L dOWishk)
- _ = — =0,...,n.
’ p(t, k) dt Q(N: =k) dt ’ Y
(32)
Eventually, the name intensities are provided by: & (¢, Ny) = )‘ét_—%i) This shows

that we can fully recover the loss intensities from the marginal distributions of
the number of defaults, if the latters do not occur simultaneously. This has to be
related to the result of Cont and Minca [13] which states that, under the assump-
tion of no simultaneous defaults, the flow of marginal loss distributions associated
with a general point process can be matched with the one of a Markovian jump
process.

On practical grounds, the computation of the p(t, k) usually involves some ar-
bitrary smoothing procedure and hazardous extrapolations for small time horizons.
For these reasons, we think that it is more appropriate and reasonable to calibrate
the Markov chain of aggregate losses on a discrete set of meaningful market inputs
corresponding to liquid maturities.

22 We refer to [40] for more details about the forward equations in the case of a pure birth process.



Hedging CDO Tranches in a Markovian Environment 37

3.3.2 Calibration of Time Homogeneous Loss Intensities

In practical applications, we can only rely on a discrete set of loss distributions
corresponding to liquid CDO tranche maturities. In the examples below, we will
calibrate the loss intensities given a single calibration date 7'. For simplicity, we
will be given the default probabilities p(T, k), k = 0,1,...,n. Now and in the
sequel, we assume that the loss intensities are time homogeneous: the intensities do
not depend on time but only on the number of realized defaults. We further denote
by A, = A(t, k) for 0 < ¢ < T, the loss intensity for k = 0,1,...,n — 1. Let us
note that [28] have also developed a similar computation of the loss intensities A
from the values of default probabilities.
Solving the forward equations (30) provides

{p(T, 0) = el k=0,

T (33)
p(T, k) = Me—1 fo e T=9)p(s,k —1)ds, k=1,...,n— 1.

The previous equations can be used to determine Ay, ..., \,_; iteratively, even if
our calibration inputs are the defaults probabilities at the single date 7'

Assume for the moment that the intensities Ag, . . . , A, —1 are known, positive and
distinct.* To solve the forward equations, we assume that the default probabilities
can be written as

k
p(t,k)zzak,ie—“, 0<t<T, k=0,....n—1, (34)

i=0
where the parameters ax ;, 7 = 0,1,...,k, k = 0,...,n — 1 satisty the following

recurrence equations:

ap,0 = 1,
Ap_ .
ak,i = )\kki)l\iakfl’i, 1= 0,1,...,]{7 1, k = 1,...,’/7,* 1, (35)
k—1
gk = =Dz Ok

Then, we check easily that, the functions t — p(¢, k), k = 0,...,n— 1 described by
(34) and (35) provide some solutions of the forward PDE. Since it is well-known that
these solutions are unique, it means we have obtained explicitly the solutions of the
forward PDE, knowing the intensities (A )x=o,... n—1. Therefore, using p(0, k) = 0
and Ay = —w, we can compute iteratively A1, ..., A,_1 by solving the uni-
—AiT

variate non-linear implicit equations p(7T', k) = Zf:o ag, ;e , or equivalently:

k—1 o —(R=A)T
S apre N (1 ¢ ) PRy a1 e
i=0 A = Ai

23 Due to the last assumption, the described calibration approach is not highly regarded by numer-
ical analysts (see [51] for a discussion). However, it is well suited in our case studies.
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It can be seen easily that for any £ € {0,...,n— 1}, p(T,k) is a decreasing
T
function of \g, taking value Aj_1 fp(s, k — 1)ds for A\, = 0 and with the limit

0
equal to zero as Ay tends to infinity. In other words, the system of equations (36)
has a unique solution provided that:

k—1 1 e=NT
(T, k) < Ap—1 Zakfl,i (A—) , k=1,...,n—1. (37)

i=0

Note that, in practice, all the intensities A will be different. Thus, starting from the
T'—default probabilities only, we have found the explicit solutions of the forward
equations and the intensities (A;)k=0,... n—1 that would be consistent with these
probabilities.

3.3.3 Other Calibrating Approaches

Alternative calibrating approaches based on minimization algorithms have been
proposed by several authors.

In Herbertsson [36], the name intensities « (¢, IV} ) are time homogeneous, piece-
wise constant in the number of defaults (the node points are given by standard
detachment points) and they are fitted to spread quotes by a least square numerical
procedure. Arnsdorf and Halperin [1] propose a piecewise constant parameteriza-
tion of name intensities (which are referred to as “contagion factors”) in time.
When intensities are piecewise linear in the number of defaults too, they use a
“multi-dimensional solver” to calibrate onto the observed tranche prices. In the
same vein, Frey and Backhaus [30,31] introduce a parametric form for the function
A(t, k), a variant of the “convex counterparty risk model,” and fit the parameters
to some tranche spreads. Lopatin and Misirpashaev [48] express the loss intensity
A(t, k) as a polynomial function of an auxiliary variable involving the number of
defaults.

Cont and Minca [13] propose an alternative method based on the principle of
minimum relative entropy. The name intensities has to be chosen in such a way that
the loss process is close enough to a simple prior process in the sens of an entropy
distance. In the same time, the usual calibration constraints have to be satisfied.
However, the main drawback of this approach is the fact that the fitted intensities
strongly rely on the choice of the prior.

In the spirit of Dupire [25], Cont et al. [14] show that loss intensities A (¢, k),
0<t<T,k=0,...,ncan be formulated using prices of put options on the
aggregate loss, i.e., Emin(Ny, k)], 0 < ¢t < T,k = 0,...,n. It allows to trans-
form the calibration of the loss intensities into the calibration of the put option
values. Given the small number of available quotes, they remark that there can be
several sets of put values that are consistent with the market CDO data. There-
fore, a calibration algorithm based on quadratic programming is proposed in order
to pinpoint a unique set of put values if it exists. They also compare their method



Hedging CDO Tranches in a Markovian Environment 39

with the calibration approaches introduced by Herbertsson [36] and Cont and Minca
[13] and show that calibrated intensity surfaces can be significantly different across
algorithms.

3.4 Computation of Credit Deltas Through a Recombining Tree

We now address the computation of CDO tranche deltas with respect to the credit
default swap index of the same maturity. As for the hedging instrument, the pre-
mium is set at the inception of the deal and remains fixed which corresponds to
market conventions. We do not take into account roll dates every 6 months and trade
the same index series up to maturity. Switching from one hedging instrument to an-
other could be dealt with very easily in our framework and closer to market practice
but we thought that using the same underlying across the tree would simplify the
exposition.?*

3.4.1 Building Up a Tree

Let us recall that the (fractional) loss at time ¢ is given by L, = (1 — R) ﬁnt In what
follows, we consider a tranche with attachment point a and detachment point b,
0 < a < b < 1. Up to some minor adjustment for the premium leg (see below),
the credit default swap index is assimilated to a [0,100%)] tranche. We denote by
O (N;) the outstanding nominal on a tranche. It is equal to b — a if L(t) < a, to
b— L(t)ifa < L(t) < band to 0if L(t) > b.

Let us recall that, for a European type payoff the price vector fulfils V' (¢,.) =
e "W=DQ(t, )V (H,) for 0 < t < ' < T. The transition matrix can be ex-
pressed as Q (¢,t") = exp (A(t' —t)) where A is the generator matrix associated
with the number of defaults process. Note that, in the time homogeneous frame-
work discussed in the previous section, the generator matrix does not depend
on time.

For practical implementation, we will be given a set of node dates {5 = 0,
.oy tiy ..., tn, = T'. For simplicity, we will further consider a constant time step
A=t —ty=---=1t; —t;_1 = ---; this assumption can easily be relaxed.

The most simple discrete time approximation one can think of is Q (¢;,%;11) =~
Id+ A(t;) x (tiy1 — t;), whichleads to Q (Ny,, =k + 1[N, = k) ~ Ay A and
Q (Nipy =k [Ny, = k) = 1 — Ay A. For large Ay, the transition probabilities can
become negative. Thus, we will rather use the following approximations:

{Q(Nt'i+1:k+1|Nti:k)21—e_AkA7 (38)

Q(Neppy =k [Ny, = k) = e 4,

Given the latter approximations and as illustrated in Fig.8, the dynamics of the
number of defaults process can be described through a recombining tree.

24 Actually, the credit deltas at inception are the same whatever the choice.
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Fig. 8 Number of defaults tree

This idea has also been exploited by van der Voort [63]. One could clearly
think of using continuous Markov chain techniques to compute present values of
derivative products at hand, but the tree implementation is quite intuitive from a fi-
nancial point of view as it corresponds to the implied binomial tree of Derman and
Kani [23]. Convergence of the discrete time Markov chain to its continuous limit is
a rather standard issue and will not be detailed here.

3.5 Computation of Hedge Ratios for CDO Tranches

3.5.1 Present Values of a CDO Tranche in the Tree Nodes

Let us denote by D(i, k) the value at time ¢, when N;, = k of the default payment
leg of the CDO tranche.” The default payment at time ¢;41 is equal to O (INVy,) —

25 We consider the value of the default leg immediately after ¢;. Thus, we do not consider a possible
default payment at ¢; in the calculation of D (i, k).
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O (Nti 41 ) Thus, D(i, k) is given by the following recurrence equation®:

D(ik) =e - ((1—e ™) {D(i+1,k+1)+0(k) — O(k + 1)}
+ e M*2D(i+1,k)). (39)

Let us now deal with a (unitary) premium leg. We denote the regular premium
payment dates by T71,...,7T, and for simplicity we assume that: {T%,...,T,} C
{to,...,tn,} Let us consider some date ¢; 1 and set l such that T; < t; 411 < Tj41.
Whatever ¢;1, there is an accrued premium payment of (O (N,)—0O (Nti 41 )) X
(tix1 —T7). If t;y1 = Tj41, ie., ti41 is a regular premium payment date, there
is an extra premium cash-flow at time ¢;11 of O (N (T}4+1)) X (T;+1 — T3). Thus,
if ¢;41 is a regular premium payment date, the total premium payment is equal to
O (Ny,) x (T1+1 — T1)- Let us denote by P(i, k) the value at time ¢; when Ny, = k
of the unitary premium leg.”’ If t; 1.1 € {T%,...,T,}, P(i, k) is provided by:

P(i,k) = e (O(k) (T — Th)

(1= e ™A P+ 1,k +1) + e AP + 1, k)). (40)

If tit1 g {Tl, C ,Tp}, then?3:

P(i,k) = e (1—e ) {P(i+1,k+1) + (O(k) — O(k + 1)) (ti1—T1)}
+ e MAP(i+ 1,k)). 41

The CDO tranche premium is equal to kK = %)2. The value of the CDO tranche
(buy protection case) at time ¢; when Ny, = k is given by V (i, k) = D(i,k) — & -
P(i, k). The equity tranche needs to be dealt with slightly differently since its spread
is set to x = 500 bp. However, the value of the CDO equity tranche is still given by

D(i,k) — - P(i, k).

3.5.2 Present Values of a CDS Index in the Tree Nodes

As for the credit default swap index, we will denote by P (i, k) and D! (i, k) the
values of the premium and default legs. We define the credit default swap index
spread at time ¢; when Ny, = k by x!(i,k) - P1(i,k) = D!(i, k). The value
of the credit default swap index, bought at inception, at node (7, k) is given by

26 This relation holds fori = 0,...,ns—1,k =0, ..., min(é,n — 1) and with D(ns, k) = 0 when
k=0,...,nand D(i,n) = 0wheni=mn,...,ns — 1.

27 As for the default leg, we consider the value of the premium leg immediately after ¢;. Thus, we
do not take into account a possible premium payment at ¢; in the calculation of P(4, k) either.

28 Relations (40) and (41) hold for i=0,...,ns — 1, k=0,...,min(i,n —1) and with
P(ns,k)=0whenk =0,...,nand P(i,n) =0wheni=mn,...,ns — 1.
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VI, k) = DI(i,k) — x7(0,0) - P1(i, k).’ The default leg of the credit default
swap index is computed as a standard default leg of a (0,100%) CDO tranche.
Thus, in the recursion equation (39) giving D’ (i, k), we write the outstanding nom-
inal for k defaults as O(k) = 1 — @, where R is the recovery rate and n
the number of names. According to standard market rules, the premium leg of
the credit default swap index needs a slight adaptation since the premium pay-
ments are based only upon the number of non-defaulted names and do not take into
account recovery rates. As a consequence, the outstanding nominal to be used in the

recursion equations (40) and (41) providing P (i, k) is such that O(k) = 1 — %

3.5.3 Computation of Credit Deltas in the Tree Nodes

As usual in binomial trees, §(i, k) is the ratio of the difference of the option value
(at time ¢;41) in the upper state (k + 1 defaults) and lower state (k defaults) and
the corresponding difference for the underlying asset. In our case, both the CDO
tranche and the credit default swap index are “dividend-baring.” For instance, when
the number of defaults switches from k to k + 1, the default leg of the CDO tranche
is associated with a default payment of O(k) — O(k+ 1). Similarly, given the above
discussion, when the number of defaults switches from & to k + 1, the premium leg
of the CDO tranche is associated with an accrued premium payment equal to’*’

=K1y ¢qm,.my (Ok) = O(k + 1)) (tig1 — T0). (42)

Thus, when a default occurs the change in value of the CDO tranche is the outcome
of a capital gainof V (i + 1,k + 1) — V (i + 1, k) and of a cash-flow of

D(i, k) = (O(k) — O(k + 1)) (1 — K1y, ¢(7,,...1,) (fiv1 — T1)). 43)

Similarly, when a default occurs the change in value of the credit default swap index
is the outcome of a capital gain of V! (i + 1,k +1) — VI (i +1,k) and a cash-
flow of

1-R 1

D' (i, k) = e Eﬂl(oaO)lti+1¢{T1,...,Tp} (tix1 — 1) (44)

The credit delta of the CDO tranche at node (i, k) with respect to the credit
default swap index is thus given by:
Vi+1,k+1) -V (i+1,k)+ D(i, k)

k) = ST L e+ 1) VI T LA + DI R )

29 This is an approximation of the index spread since, according to market rules, the first premium
payment is reduced.

01f t;41 € {T1,...,Tp}, the premium payment is the same whether the number of defaults is
equal to k or k£ + 1. So, it does not appear in the computation of the credit delta.
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Let us remark that using the previous credit deltas leads to a perfect replication
of a CDO tranche within the tree, which is feasible since the approximating discrete
market is complete.

In the next section, we compute CDO tranche credit deltas with respect to credit
default swap index in two steps. We first calibrate loss intensities from a one fac-
tor Gaussian copula loss distribution. It allows us to examine how the correlation
between defaults impact credit deltas. We then calibrate loss intensities from a loss
distribution associated with a market base correlation structure and we compare our
“default risk” deltas with some “credit spread” deltas computed on a basis of a bump
of credit default swap index spread. We investigate in particular spread deltas com-
puted from the standard market approach and spread deltas recently obtained in [1]
and [26].

3.5.4 Model Calibrated on a Loss Distribution Associated
with a Gaussian Copula

In this numerical illustration, the loss intensities A; are computed from a loss
distribution generated from a one factor homogeneous Gaussian copula model.*!
The correlation parameter is equal to p> = 30%, the credit spreads are assumed
to be all equal to x = 20 basis points per annum,’ the recovery rate is such that
R = 40% and the maturity is T = 5 years. The number of names is n = 125.
Figure 9 shows the number of defaults distribution.

Loss intensities A\, are calibrated up to k& = 49 defaults according to the
method proposed in Sect. 3.3.2. Under the Gaussian copula assumption, the default
probabilities p(5, k) are insignificant®® for k > 49. To avoid numerical difficulties,
we computed the remaining A (k > 49) by linear extrapolation.*

As can be seen from Fig. 10, loss intensities change almost linearly with respect
to the number of defaults. Let us also remark that such rather linear behavior of loss
intensities can be found in [48]. Our results can also be related to the analysis of
Ding et al. [24] who deal with a dynamic model where the loss intensity is actually
linear in the number of defaults.

31'In the homogeneous Gaussian copula model, default times have the same marginal distribution,
says F. In that model, default times are defined by 7; = F~1(®(V;)), i = 1,...,n, where & is
the standard Gaussian cumulative distribution and V1, . .., V}, are some latent variables such that:
Vi = pV 4+ /1 —p2V;, i = 1,...,n. The factors V,V;, i = 1,...,n are independent standard
Gaussian random variables.

32 Marginal default probabilities have been computed using the classical assumption, under which

default times are exponentially distributed with parameter 1=, i.e., the cumulative distribution of

default times at time T"isequal to F(T) = Q (11 < T)=1—exp (—ﬁT).
B3 s50 (5, k) =3 x 1074, p(5,50) ~ 3.2 x 1075 and p(5,125) ~ 4 x 10712,
34 We checked that various choices of loss intensities for high number of defaults had no effect on

the computation of deltas. Let us stress that this applies for the Gaussian copula case since the loss
distribution has thin tails. For the market case example, we proceeded differently.
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Fig. 10 Loss intensities A\, k = 0,...,49

Table 1 shows the dynamics of the credit default swap index spreads ' (i, k)
along the nodes of the tree. The continuously compounded default free rate is
r = 3% and the time step is A = 365 It can be seen that default arrivals are as-
sociated with rather large jumps of credit spreads. For instance, if a (first) default
occurs after a quarter, the credit default swap index spread jumps from 18 to 70 bps.
An extra default by this time leads to an index spread of 148 bps.

The credit deltas with respect to the credit default swap index 6(¢, k) have been
computed for the (0-3%) and the (3—-6%) CDO tranches (see Tables 2 and 3). As for
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Table 1 Dynamics of credit
default swap index spread
w1 (i, k) in basis points per
annum

Table 2 Delta of the [0-3%]
equity tranche with respect to
the credit default swap index

45

Weeks
Nb defaults 0 14 56 84
0 20 18 14 13
1 0 70 54 46
2 0 148 112 93
3 0 243 182 150
4 0 350 261 215
5 0 466 347 285
6 0 589 437 359
7 0 719 531 436
8 0 856 630 516
9 0 997 732 598
10 0 1,142 839 683
Outstanding Weeks
Nb defaults nominal 0 14 56 84
0 3.00% 0.538 0.591 0.755 0.859
1 2.52% 0 0.238 0.381 0.508
2 2.04% 0 0.074 0.137 0.212
3 1.56% 0 0.026 0.044 0.070
4 1.08% 0 0.011 0.017 0.024
5 0.60% 0 0.005 0.007 0.009
6 0.12% 0 0.001 0.001 0.001
7 0.00% 0 0 0 0

Table 3 Deltas of the [3-6%] with respect to the credit default

swap index

Outstanding Weeks
Nb defaults nominal 0 14 56 84
0 3.00% 0.255 0.254  0.219 0.171
1 3.00% 0 0.280  0.349 0.357
2 3.00% 0 0.167 0.294 0.389
3 3.00% 0 0.068 0.158 0.265
4 3.00% 0 0.026  0.065 0.128
5 3.00% 0 0.014  0.027 0.053
6 3.00% 0 0.010  0.016 0.025
7 2.64% 0 0.008 0.011 0.015
8 2.16% 0 0.006  0.008 0.010
9 1.68% 0 0.004  0.005 0.007
10 1.20% 0 0.003 0.003 0.004
11 0.72% 0 0.002  0.002 0.002
12 0.24% 0 0.001 0.001 0.001
12 0.00% 0 0 0 0
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the equity tranche, it can be seen that the credit deltas are positive anddecrease up
to zero. This is not surprising given that a buy protection equity tranche involves a
short put position over the aggregate loss with a 3% strike. This is associated with
positive deltas, negative gammas and thus decreasing deltas. When the number of
defaults is above 6, the equity tranche is exhausted and the deltas obviously are
equal to zero.

At inception, the credit delta of the equity tranche is equal to 54% whilst it is
only equal to 25% for the [3—-6%] tranche which is deeper out of the money (see
Table 3). Moreover, the [3—6%] CDO tranche involves a call spread position over
the aggregate loss. As a consequence the credit deltas are positive and firstly increase
(positive gamma effect) and then decrease (negative gamma) up to zero as soon as
the tranche is fully amortized.

Given the recovery rate assumption of 40%, the outstanding nominal of the
[3-6%] is equal to 3% for six defaults and to 2.64% for seven defaults. One might
thus think that at the sixth default the [3—6%] tranche should behave almost like an
equity tranche. However, as can be seen from Table 3, the credit delta of the [3-6%]
tranche is much lower: around 1% instead of 60%. This is due to dramatic shifts
in credit spreads when moving from the no-defaults to the six defaults state (see
Table 1). In the latter case, the expected loss on the tranche is much larger, which is
consistent with smaller deltas given the call spread payoff.

3.5.5 Dependence of Hedging Strategies upon the Correlation Parameter

Let us recall that the recombining tree is calibrated on a loss distribution over a
given time horizon. The shape of the loss distribution depends critically upon the
correlation parameter which was set up to now to p? = 30%. Decreasing the depen-
dence between default events leads to a thinner right-tail of the loss distribution and
smaller contagion effects. We detail here the effects of varying the correlation pa-
rameter on the hedging strategies. For simplicity, we firstly focus the analysis on the
equity tranche and shift the correlation parameter from 30 to 10%. It can be seen
from Tables 2 and 4 that the credit deltas are much higher in the latter case. After 14
weeks, prior to the first default, the credit delta is equal to 59% for a 30% correlation
and to 96% when the correlation parameter is equal to 10%.%

To further investigate how changes in correlation levels alter credit deltas, we
computed the market value of the default leg of the equity tranche at a 14 weeks
horizon as a function of the number of defaults under different correlation assump-
tions (see Fig. 11). The market value of the default leg, on the y-axis, is computed

35 Let us remark that credit deltas can be above one in the no default case. This is due to the
amortization scheme of the premium leg. We detail in the next section the impact of the premium
leg on credit deltas.
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Table 4 Deltas of the Outstanding Weeks

[0-3%] equity tranche with Nb defaults  nominal 0 4 56 84
respect to the credit default

swap index, p® — 10% 0 3.00% 0931 0960 1.009 1.058
1 252% 0 0.694 0785 0.910
2 2.04% 0 0.394 0485 0.645
3 156% 0 0.179 0233 0352
4 1.08% 0 0072 0.092 0.145
5 0.60% 0 0.027 0032 0.046
6 0.12% 0 0.004 0.005 0.007
7 0.00% 0 0 0 0
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Fig. 11 Market value of equity default leg under different correlation assumptions. Number of
defaults on the z-axis

as the sum of expected discounted cash-flows posterior to this 14 weeks horizon
date and the accumulated defaults cash-flows paid before.*® We also plotted the
accumulated losses which represent the intrinsic value of the equity tranche default
leg. Unsurprisingly, we recognize some typical concave patterns associated with a
short put option payoff.

As can be seen from Fig. 11, prior to the first default, the value of the default
leg of the equity tranche decreases as the correlation parameter increases from 0 to
40%. However, after the first default the ordering of default leg values is reversed.
This can be easily understood since larger correlations are associated with larger

36 For simplicity, we neglected the compounding effects over this short period.
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jumps in credit spreads at default arrivals and thus larger changes in the expected
discounted cash-flows associated with the default leg of the equity tranche.?’

Therefore, varying the correlation parameter is associated with two opposite
mechanisms:

o The first one is related to a typical negative vanna effect.’® Increasing correlation
lowers loss “volatility” and leads to smaller expected losses on the equity tranche.
In a standard option pricing framework, this should lead to an increase in the
credit delta of the short put position on the loss.

o This is superseded by the shifts due to contagion effects. Increasing correlation is
associated with bigger contagion effects and thus larger jumps in credit spreads
at the arrival of defaults. This, in turn leads to a larger jump in the market value
of the credit index default swap. Let us recall that the default leg of the equity
tranche exhibits a concave payoff and thus a negative gamma. As a consequence
the credit delta, i.e., the ratio between the change in value of the option and the
change in value of the underlying, decreases.

3.5.6 Model Calibrated on a Loss Distribution Associated with CDO
Tranche Quotes

Up to now, the probabilities of number of defaults were computed thanks to a
Gaussian copula and a single correlation parameter. In this example, we use a steep
upward sloping base correlation curve for the iTraxx, typical of June 2007, as
an input to derive the distribution of the probabilities of number of defaults (see
Table 5). The maturity is still equal to 5 years, the recovery rate to 40% and the
credit spreads to 20 bps. The default-free rate is now equal to 4%.

Rather than spline interpolation of base correlations, we used a parametric model
of the 5 year loss distribution to fit the market quotes and compute the probabilities

Table S Base correlations with respect to attachment points
(iTraxx June 2007)

Base tranches [0-3%] [0-6%] [0-9%] [0-12%] [0-22%]
Base correlations 18%  28%  36%  42% 58%

37 Let us remark that the larger the correlation the larger the change in market value of the default
leg of the equity tranche at the arrival of the first default. Indeed, in a high correlation framework,
this default means relatively higher default likelihood for the surviving names. This is not incon-
sistent with the previous results showing a decrease in credit deltas when the correlation parameter
increases. The credit delta is the ratio of the change in value in the equity tranche and of the change
in value in the credit default swap index. For a larger correlation parameter, the change in value in
the credit default swap index is also larger due to magnified contagion effects.

38 We recall that in option pricing, the vanna is the sensitivity of the delta to a unit change in
volatility.
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Fig. 12 Number of defaults distribution obtained from the base correlation structure described in
Table 5. Number of defaults on the z-axis

of the number of defaults. This produces arbitrage free and smooth distributions
that ease the calculation of the loss intensities.** Figure 12 shows the number of
defaults distribution. This is rather different from the 30% flat correlation Gaussian
copula case both for small and large losses. For instance, the probability of no de-
faults dropped from 48.7 to 19.5% while the probability of a single default rose
from 18.2 to 36.5%. Let us stress that these figures are for illustrative purpose. The
market does not provide direct information on first losses and thus the shape of the
left tail of the loss distribution is a controversial issue. As for the right-tail, we have
o5 (5, k) = 1.4 x 1073 and p(5, 50) ~ 3.3 x 1076, p(5,125) ~ 1.38 x 103.
The cumulative probabilities of large number of defaults are larger, compared with
the Gaussian copula case. The probability of the names defaulting altogether is
also quite large, corresponding to some kind of Armageddon risk. Once again these
figures need to be considered with caution, corresponding to high senior and super-
senior tranche premiums and disputable assumptions about the probability of all
names defaulting.

Figure 13 shows the loss intensities calibrated onto market inputs compared with
the loss intensities based on Gaussian copula inputs up to 39 defaults. As can be
seen, the loss intensity increases much quicker with the number of defaults as
compared with the Gaussian copula approach. The average relative change in the

39 We also computed the number of defaults distribution using entropic calibration. Although we
could still compute loss intensities, the pattern with respect to the number of defaults was not
monotonic. Depending on market inputs, direct calibration onto CDO tranche quotes can lead to
shaky figures.
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Fig. 13 Loss intensities for the Gaussian copula and market case examples. Number of defaults
on the z-axis

loss intensities is equal to 19% when it is equal to 16% when computed under
the Gaussian copula assumption. Unsurprisingly, a steep base correlation curve is
associated with fatter upper tails of the loss distribution and magnified contagion
effects.

Table 7 shows the dynamics of the credit default swap index spreads &’ (i, k)
along the nodes of the tree. As for tree implementation, the time step is still
A = %. Let us remark that up to 12 defaults, loss intensities calibrated from
market inputs are on the whole smaller than in the Gaussian copula case. Then, the
contagion effect is smaller than in the flat 30% correlation Gaussian copula in low
default states and greater for high default states. Unsurprisingly, market quotes lead
to smaller index spreads up to 2 defaults at 14 weeks (see Tables 1 and 6). This
is also coherent with Fig. 14 where the conditional expected losses in the two ap-
proaches cross each other at the third default. However, as mentioned above, this
detailed pattern has to be considered with caution, since it involves the probabil-
ities of 0, 1 and 2 defaults which are not directly observed in the market. After
2 defaults, credit spreads become definitely larger when calibrated from market
inputs.

Thanks to Fig. 14 we can investigate the credit spread dynamics when using
market inputs. We plotted the conditional (with respect to the number of defaults)
expected loss E [Lp | Ny ] for T = 5 years and ¢ = 14 weeks for the previous market
inputs and for the 30% flat correlation Gaussian copula case. The conditional ex-
pected loss is expressed as a percentage of the nominal of the portfolio.*” We also

40 Thus, given a recovery rate of 40%, the maximum expected loss is equal to 60%.
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Table 6 Dygamics of credit Weeks
default swap index spread Nb defaults 0 12 36 84
k' (i, k) in basis points per
annum 0 20 19 17 16
1 0 31 23 20
2 0 95 57 43
3 0 269 150 98
4 0 592 361 228
5 0 1,022 723 490
6 0 1,466 1,193 905
7 0 1,870 1,680 1,420
8 0 2,243 2,126 2,423
9 0 2,623 2,534 2,423
10 0 3,035 2,939 2,859
Table 7 Delta O‘f the [0-3%] Outstanding Weeks
equity tr.anche with respect to Nb defaults nominal 0 2 36 82
the credit default swap index 0 3.00% 0645 0.731 0953 1.038
1 2.52% 0 0.329 0.584 0.777
2 2.04% 0 0.091 0.197 0.351
3 1.56% 0 0.023 0.045 0.090
4 1.08% 0 0.008 0.011 0.018
5 0.60% 0 0.004 0.003 0.004
6 0.12% 0 0.001 0.001 0.001
7 0.00% 0 0 0 0
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Fig. 14 Expected losses on the credit portfolio after 14 weeks over a 5 year horizon (y-axis) with
respect to the number of defaults (z-axis) using market and Gaussian copula inputs

plotted the accumulated losses on the portfolio. The expected losses are greater than
the accumulated losses due to positive contagion effects. There are some dramatic
differences between the Gaussian copula and the market inputs examples. In the
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Gaussian copula case, the expected loss is almost linear with respect to the number
of defaults in a wide range (say up to 15 defaults). The pattern is quite different
when using market inputs with huge non linear effects. This shows large contagion
effects after a few defaults as can also be seen from Table 6 and Fig. 13. This rather
explosive behavior was also observed by Herbertsson [35], Tables 3 and 4 and by
Cont and Minca [13], Figs. 1 and 3. In Lopatin and Misirpashaev [48], the contagion
effects are also magnified when using market data, compared with Gaussian copula
inputs.

Table 7 shows the dynamic deltas associated with the equity tranche. We notice
that the credit deltas drop quite quickly to zero with the occurrence of defaults.
This is not surprising given the surge in credit spreads and dependencies after the
first default (see Fig. 14): after only a few defaults the equity tranche is virtually
exhausted.

It is noteworthy that the credit deltas (¢, k) can be decomposed into a default leg
delta 64(, k) and a premium leg delta 6, (4, k) as follows:

8(i k) = dali, k) — kdp(i, k), (46)
where:
. D(@E+1L,k+1)-D(i+1,k)+O(k)—O(k+1)
0l k) = G R )~ VI G+ L k) + DTG, B) “7)
and
P(Gi+1,k+1)—P(i+1,k) + (O(k) — O(k + 1)) {1y, Ty} (ti+1 —T1)
op(i, k) = .

VIG+1,k+1)=VI(i+1,k)+ DI(i, k)
43)

Tables 8 and 9 detail the credit deltas associated with the default and premium
legs of the equity tranche. As can be seen from Table 7, credit deltas for the equity
tranche may be slightly above one when no default has occurred. Table 9 shows
that this is due to the amortization scheme of the premium leg which is associated
with significant negative deltas. Let us recall that premium payments are based on
the outstanding nominal. Arrival of defaults thus reduces the commitment to pay.
Furthermore, the increase in credit spreads due to contagion effects involves a de-
crease in the expected outstanding nominal. When considering the default leg only,
we are led to credit deltas that actually remain within the standard 0-100% range.
The default leg delta of the equity tranche with respect to the credit default swap
index is initially equal to 54.1%. Let us also remark that credit deltas of the default
leg gradually increase with time which is consistent with a decrease in time value.
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Table 8 Delta of the default Outstanding Weeks

leg of the [0-3%)] equity Nb defaults nominal 0 14 56 84
tranche with respect to the
credit default swap index 0 3.00% 0.541 0.617 0.823 0910
(6403, k)) 1 2.52% 0 0.279 0.510 0.690
2 2.04% 0 0.072 0.166 0.304
3 1.56% 0 0.016 0.034 0.072
4 1.08% 0 0.004 0.006 0.012
5 0.60% 0 0.002 0.002 0.002
6 0.12% 0 0.001  0.000 0.000
7 0.00% 0 0 0 0
Tablg 9 Deltas of the Outstanding Weeks
premium leg of the [0-3%] Nb defaults nominal 0 4 56 84
equity tranche with respect to
the credit default swap index 0 3.00% —0.104 -0.113 —-0.130 -0.128
(K6, (1, k) 1 2.52% 0 —0.050 —0.074 —0.087
2 2.04% 0 —0.018 —0.031 —0.047
3 1.56% 0 —0.007 —0.011 —0.018
4 1.08% 0 —0.004 —0.004 —0.006
5 0.60% 0 —0.002 —0.002 —0.002
6 0.12% 0 —0.001  0.000  0.000
7 0.00% 0 0 0 0

Table 10 Market delta
spreads and model deltas
(a default event) at inception

Tranches [0-3%] [3-6%] [3-9%] [9-12%] [12-22%]

Market deltas 27 4.5 1.25 0.6 0.25
Model deltas  21.5 4.63 1.63 0.9 0.6

3.5.7 Comparison with Standard Market Practice

We further examine the credit deltas of the different tranches at inception. These
are compared with the deltas as computed by market participants under the previous
base correlation structure assumption (see Table 10). These market deltas are calcu-
lated by bumping the credit curves by 1 basis point and computing the changes in
present value of the tranches and of the credit default swap index. Once the credit
curves are bumped, the moneyness varies, but the market practice is to keep constant
the base correlations when recalculating the CDO tranches. This corresponds to the
so-called “sticky strike” rule. The delta is the ratio of the change in present value of
the tranche to the change in present value of the credit default swap index divided
by the tranche’s nominal. For example, a credit delta of an equity tranche previously
equal to one would now lead to a figure of 33.33.

First of all we can see that the outlines are roughly the same, which is already
noticeable since the two approaches are completely different. Then, we can remark
that the model deltas are smaller for the equity tranche as compared with the market
deltas, while there are larger for the other tranches.

These discrepancies can be understood from the dynamics of the dependence
between defaults embedded in the Markovian contagion model. Figure 15 shows
the base correlation curves at a 14 weeks horizon, when the number of defaults is
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Fig. 16 Credit spreads on the 5 years iTraxx index (Series 7) in bps on the left axis. Implied
correlation on the equity tranche on the right axis

equal to zero, one or two. We can see that the arrival of the first defaults is associated
with parallel shifts in the base correlation curves. This increase in dependence coun-
terbalances the increase of credit spreads and expected losses on the equity tranche
and lowers the credit delta. The model deltas can be thought of as the “sticky im-
plied tree” model deltas of Derman [22]. These are suitable in a regime of fear
corresponding to systematic credit shifts.

The summer 2007 credit crisis provides some evidence that implied correlations
tend to increase with credit spreads and thus with expected losses. Figure 16 shows
the dynamics of the 5 year iTraxx credit spread and of the implied correlation of the
equity tranche. Over this period the correlation between the two series was equal to
91%. This clearly favors the contagion model and once again suggests a flaw in the
“sticky strike” market practice.
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3.5.8 Comparison with Deltas Computed in Other Dynamic Credit
Risk Models

We also thought that it was insightful to compare our model deltas and the results
provided by Arnsdorf and Halperin [1], Fig. 7 (see Table 11).

The market conditions are slightly different since the computations were done in
March 2007, thus the maturity is slightly smaller than 5 years. The market deltas
are quoted deltas provided by major trading firms. We can see that these are quite
close to the previous market deltas since the computation methodology involving
Gaussian copula and base correlation is quite standard. The BSLP*' model deltas
(corresponding to “model B” in [1]) have a different meaning from ours: there are
related to credit spread deltas rather that then default risk deltas and are not related
to a dynamic replicating strategy. However, it is noteworthy that the model deltas in
[1] are quite similar to ours, and thus rather far away from market deltas. Though
this is not a formal proof, it appears from Fig. 11, that (systemic) gammas are rather
small prior to the first default. If we could view a shock on the credit spreads as a
small shock on the expected loss while a default event induces a larger shock (but
not so large given the risk diversification at the index level) on the expected loss,
the similarity between the different model deltas are not so surprising. As above,
model deltas are lower for the equity tranche and larger for the other tranches, when
compared with market deltas.

We also compare our model deltas with credit deltas obtained by Eckner [26],
Table 5. Eckner model relies on an affine specification of default intensities (AJD
model). Conditionally on the path of default intensities, default times are indepen-
dent (i.e., there are no contagion effects at default times). The model is parametric
with respect to the term structure of credit spreads and to CDO tranches. Calibration
of the model parameters to credit spreads and liquid tranche quotes on the CDX NA
IG5 index in December 2005 is provided and hedge ratios with respect to the credit
default swap index are then computed. The sensitivities of CDO tranche and index
prices are computed with respect to a uniform and relative shift of individual inten-
sities. The approach can be extended in order to compute different hedge ratios with
respect to the single name default swaps. However, the overall procedure, including
the calibration and the computation of individual hedge ratios is likely to be rather
involved.

In Table 12, the deltas obtained in the AJD intensity model can be compared
with those computed from the Gaussian copula model and those computed within a
contagion model calibrated to the same data set.

Table 11 Market and model deltas as in Arnsdorf and Halperin [1]

Tranches [0-3%] [3-6%] [3-9%] [9-12%] [12-22%]
Market deltas 26.5 4.5 1.25 0.65 0.25
BSLP model deltas  21.9 4.81 1.64 0.79 0.38

41 Bivariate spread-loss portfolio model.
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Table 12 Market deltas, “intensity” model credit deltas in Eckner [26] and
contagion model deltas

Tranches [0-3%] [3-7%] [7-10%] [10-15%] [15-30%]
Market deltas 18.5 5.5 1.5 0.8 0.4
AJD model deltas 21.7 6.0 1.1 0.4 0.1
Contagion model deltas 17.9 6.3 2.5 1.3 0.8

Even though the approaches are completely different, once again the outlines are
quite similar. Moreover, we can remark that the equity tranche deltas computed by
Eckner are higher compared with the market deltas.

Another empirical comparison of various hedging strategies has recently been
proposed by Cont and Kan [12]. This study provides several interesting observations
related to the hedging of index CDO tranches, extending the ones presented in this
section.

4 Conclusion

In this section, we were able to show that a CDO tranche payoff can be perfectly
replicated with a self-financed strategy based on the underlying credit default swaps.
This extends to any payoff which depends only upon defaults arrivals, such as bas-
ket default swaps, but does not address the issue of tranche options for instance.
Clearly, the previous replication result is model dependent and relies on two critical
assumptions. First, we preclude the possibility of simultaneous defaults. In other
words, default times can be ordered from the first to the last default time. Hedging
against simultaneous defaults would require trading credit default swaps contingent
on several defaults, which are not currently traded in the market. The other impor-
tant assumption, which is likely to be more questionable, is that credit default swap
premiums are adapted to the filtration of default times, denoted H, which therefore
can be seen as the relevant information set on economic grounds. As a consequence,
default swap premiums are deterministic between two default times. Our framework
corresponds to a pure contagion model, where the arrival of defaults leads to jumps
in the credit spreads of survived names, the magnitude of which depending upon the
considered names and the whole history of defaults up to the current time. These
jumps can be related to the derivatives of the joint survival function of default times.
The dynamics of replicating prices of CDO tranches follows the same way. In other
words, we only deal with default risks and not with spread risks. At a given point
in time, there are only p sources of risk, related to the default occurrence of the p
non defaulted names and we can trade the corresponding p credit default swaps.
This provides the intuition of the completeness of the market following the rule of
the thumb, “as many hedging instruments as sources of risk.” The hedging strat-
egy deals thus with default risks only and not with credit spread risks. Even though
the underlying assumptions may look too restrictive, given the risk management
and regulatory issues related to CDOs, we think that it may prove useful to rely



Hedging CDO Tranches in a Markovian Environment 57

on benchmark models where the hedging can be fully described and analyzed in a
dynamical way.

Unsurprisingly, the possibility of perfect hedging is associated with a martin-
gale representation theorem under the filtration of default times. Subsequently, we
exhibit a new probability measure under which the short term credit spreads (up
to some scaling factor due to positive recovery rates) are the intensities associated
with the corresponding default times. For the ease of presentation, we introduced
first some instantaneous default swaps as a convenient basis of hedging instruments.
Eventually, we can exhibit a replicating strategy of a CDO tranche payoff with re-
spect to actually traded credit default swaps, for instance, with the same maturity
as the CDO tranche. Let us note that no Markovian assumption is required for the
existence of such a replicating strategy. Therefore the aggregate loss may not be a
Markov process either. Since we dealt first with the dynamics of individual defaults,
we are typically in a bottom-up model and no homogeneity assumption, such as
equal credit spreads across names is required.

However, when going to implementing actual hedging strategies, one needs extra
assumptions, both for the implementation to be feasible and to cope with quoted
CDO tranches. We therefore consider the simplest way to specialize the above
model: we assume that all pre-default intensities are equal and only depend on
the current number of defaults. We also assume that all recovery rates are con-
stant across names and time. In that framework, it can be shown that the aggregate
loss process is a homogeneous Markov chain, more precisely a pure death pro-
cess (thanks to the no simultaneous defaults assumption). The intensity associated
with the Markov chain is simply the pre-default intensity times the number of non-
defaulted names. Thanks to these restrictions, the model involves as many unknown
parameters as the number of underlying names. On the other hand, the knowledge of
upfront premiums of equity CDO tranches with different maturities and detachment
points (and given some recovery rate) is equivalent to the knowledge of marginal
distributions of the number of defaults at different time horizons. Thanks to the for-
ward Kolmogorov equations, one can then perfectly compute the intensities of the
aggregate loss process or the pre-default intensities of the names. Such fully cali-
brated and Markov model is also known as the local intensity model, the simplest
form of aggregate loss models. As in local volatility models in the equity derivatives
world, there is a perfect match of unknown parameters from a complete set of CDO
tranches quotes. In other words, the model is fully specified from market inputs,
which is clearly a desirable property, since given some market inputs, we deal with
a single model and not with a family of parameterized models. The numerical im-
plementation can be achieved through a binomial tree, well-known to finance people
or by means of Markov chain techniques. We provide some examples and show that
the market quotes of CDOs are associated with pronounced contagion effects. We
can therefore explain the dynamics of the amount of hedging CDS and relate them
to deltas computed by market practitioners. The figures are hopefully roughly the
same, the discrepancies being mainly explained by contagion effects leading to an
increase of dependence between default times after some defaults.



58 A. Cousin et al.

However, one cannot unfortunately observe a complete set of CDO tranche
premiums. The set of local intensities consistent with the actually CDO tranches
quotes is not a singleton. For a complete specification, one needs to introduce some
extra assumptions: either, one can constrain the shape of intensities, for instance as-
sume that there are piecewise constant with respect to the number of defaults with
shifts associated to detachment points of traded tranches. Otherwise, as an interme-
diary step, we may think of fitting some marginal distributions of aggregate losses
to CDO tranche quotes or use interpolation techniques consistent with the increase
and concavity of the expected loss on equity tranches. Numerical examples in this
section are constructed under the second approach. Unfortunately, for practical pur-
pose, the computed deltas and thus hedging performance seem rather sensitive to
the calibration technique.

One may compare the proposed framework with the standard structural ap-
proach, where default time of a given name is the first hitting time of a barrier
by a Brownian motion associated with the asset process of the corresponding name.
In that structural approach, dependence between default times stems from the cor-
relation between the Brownian motions. In the latter framework, quite similar to
a multivariate Black—Scholes setting, CDS are barrier-options and it is also pos-
sible to replicate a CDO tranche payoff by dynamically trading the CDS. While
the former Markov chain approach focused on default risk, neglecting credit spread
risk, the structural approach only deals with credit spread risk. Defaults are pre-
dictable and do not constitute an extra source of risk. On the other hand, a structural
model can be well approximated in most cases by a one period structural model,
where crossing the default barrier is only considered at maturity. This is known to
be equivalent to the Gaussian copula model commonly used by practitioners. As
mentioned above, an interesting feature is that the deltas with respect to underlying
credit default swaps have the same order of magnitude in the two approaches.

However, extending the scope of the approach would result in adding extra com-
plexity, both on mathematical grounds and regarding the specification of credit
spreads dynamics. For instance, if we were to introduce some Brownian risks on
top of jump to default risks, it is not clear how defaults would drive the volatility of
credit spreads. The uncertainty with respect to this substantial model risk is likely
to offset the benefit of dealing with credit spread and default risk altogether. At the
time being, extra-complexity conveys the risk of darkening the risk management
picture and providing a false sense of security. A better understanding of the multi-
variate dynamics of defaults and credit spreads is required before going any further.
Another, more down to earth issue, but of practical importance is related to the set of
hedging instruments. Given n names, one can think of using two credit default swaps
of different maturities for each underlying name to cope both with default and credit
spread risks. This induces extra complexity in implementing hedging strategies.

A more easy to reach extension of the previous framework consists in relaxing
the homogeneity of names assumption, while remaining in a pure default setting.
For instance, one could think of two homogeneous groups of names, say belong-
ing to two different geographical regions, the intensities depending both upon the
number of survived names in each group. This results in a two dimensional Markov
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chain, since the portfolio state is characterized by the number of survived names in
each group. We should then be able to discriminate CDS deltas for names within
each subgroup. Let us note that given that we rely upon a bottom-up approach,
once calibrated onto liquid CDO tranche quotes, one would be able to consistently
price CDO tranches on any sub-portfolio, thus solving the difficult issue of bespoke
tranche pricing.

Another possible and easy to implement extension of our setting consists in using
arecovery rate depending upon the number of defaults. The easiest way to proceed
is to assume some linear (and most likely negative) dependence with respect to the
number of defaults in the portfolio. Such assumption will tend to raise the probabil-
ity of large losses and ease the calibration to the senior tranches.

Eventually, we would like to stress that the approach described in this section
should be fruitful in computing so called values on defaults. These assess the mag-
nitude of losses on a portfolio (possibly including CDO tranches) after a default
occurs. Usually, market practitioners do not take into account credit contagion ef-
fects associated with shifts of credit spreads of survived names, which can lead
to gross misestimation of credit risk reserves. This can be easily dealt with in our
framework.
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Stéphane Crépey

Abstract In this article we study a decoupled forward backward stochastic
differential equation (FBSDE) and the associated system of partial integro-
differential obstacle problems, in a flexible Markovian set-up made of a jump-
diffusion with regimes.

These equations are motivated by numerous applications in financial modeling,
whence the title of the paper. This financial motivation is developed in the first part
of the paper, which provides a synthetic view of the theory of pricing and hedging
financial derivatives, using backward stochastic differential equations (BSDEs) as
main tool.

In the second part of the paper, we establish the well-posedness of reflected
BSDEs with jumps coming out of the pricing and hedging problems exposed in
the first part. We first provide a construction of a Markovian model made of a
jump-diffusion — like component X interacting with a continuous-time Markov
chain — like component N. The jump process /N defines the so-called regime of the
coefficients of X, whence the name of jump-diffusion with regimes for this model.
Motivated by optimal stopping and optimal stopping game problems (pricing equa-
tions of American or game contingent claims), we introduce the related reflected
and doubly reflected Markovian BSDEs, showing that they are well-posed in the
sense that they have unique solutions, which depend continuously on their input
data. As an aside, we establish the Markov property of the model.

In the third part of the paper we derive the related variational inequality ap-
proach. We first introduce the systems of partial integro-differential variational
inequalities formally associated to the reflected BSDEs, and we state suitable def-
initions of viscosity solutions for these problems, accounting for jumps and/or
systems of equations. We then show that the state-processes (first components Y')
of the solutions to the reflected BSDEs can be characterized in terms of the value
functions of related optimal stopping or game problems, given as viscosity solutions
with polynomial growth to related integro-differential obstacle problems. We further
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establish a comparison principle for semi-continuous viscosity solutions to these
problems, which implies in particular the uniqueness of the viscosity solutions. This
comparison principle is subsequently used for proving the convergence of stable,
monotone and consistent approximation schemes to the value functions.

Finally in the last part of the paper we provide various extensions of the results
needed for applications in finance to pricing problems involving discrete dividends
on a financial derivative or on the underlying asset, as well as various forms of
discrete path-dependence.

1 Introduction

In this article, we establish the well-posedness of a decoupled forward backward
stochastic differential equation and of the associated system of partial integro-
differential obstacle problems, in a rather flexible Markovian set-up made of a
jump-diffusion model with regimes.

These equations are motivated by numerous applications in financial modeling,
whence the title of the paper. This financial motivation is developed in Part I, where
we essentially reduce the problem of pricing and hedging financial derivatives to that
of solving (typically reflected) backward stochastic differential equations (BSDEs),
or, equivalently in the Markovian case, partial integro-differential equations or vari-
ational inequalities (PIDEs or PDEs for short).

In Parts II-TV, we tackle the resulting Markovian BSDE and PDE problems. In
Crépey and Matoussi [38], a priori estimates and comparison principles were de-
rived for reflected or doubly reflected BSDEs in the general, non-Markovian set-up
of a model driven by a continuous local martingale and an integer-valued random
measure. In Part IT we use these results to establish the well-posedness of Markovian
reflected BSDEs, which is used in Part III for studying the associated partial integro-
differential systems of obstacle problems, in a rather flexible Markovian set-up made
of a jump-diffusion model with regimes. As an aside we prove the convergence of
any stable, monotone and consistent approximation scheme for these problems. Part
IV provides various extensions of the previous results needed for applications in fi-
nance to pricing problems involving discrete dividends on a financial derivative or
on an underlying asset, as well as various forms of discrete path-dependence.

The main results are summed-up in Propositions 30 and 31, which synthesize the
major findings of Part I and III, respectively.

This paper lays the mathematical foundation of a large body of work in credit risk
and financial modeling [15, 16, 20, 39]. Even if rather expected in their statement,
many of the mathematical results derived in Parts II-IV are innovative. In particular,
doubly reflected BSDEs with a delayed or an even more general intermittent upper
barrier (RDBSDEs and RIBSDEs, see Definitions 9(ii) and 16), have not been con-
sidered elsewhere in the literature (if not for the preliminary results of Crépey and
Matoussi [38]). Also, the Markovian model which is considered in detail in Parts II
and IIT was already considered and some of the results of the present paper were
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already announced and used in [16,20, 38]. But the possibility to construct a model
with all the required properties was taken for granted there. The mathematical con-
struction of the model in Sect. 7 is non-trivial, and was not done elsewhere before.
The treatment of the Markovian BSDEs with jumps and of their PDE interpretation
in Parts II and III, including the proof of convergence of a numerical determinis-
tic scheme to the viscosity solution of a system of integro-differential variational
inequalities, is quite technical too.

As for Part I, we believe that, beyond providing the motivation for the mathe-
matical results of Parts II-1V, it also has the merit of giving a unified, cross market
perspective (see Sects. 3.3.3 and 6.6) on the theory of pricing and hedging financial
derivatives, via the use of BSDEs as a main tool.

Part I on one hand, and Parts II-IV on the other hand, can be read essentially
independently. The reader who would be mainly interested in the financial applica-
tions can thus read Part I first, taking for granted the results of Parts II-IV whenever
they are used therein (see Propositions 5, 6, 8, 14 and 16 in particular). Likewise
readers mainly interested by the mathematical results of Parts II-IV can skip Part I
at first reading.

1.1 Detailed Outline

Section 2 develops the theory of risk-neutral pricing and hedging of financial deriva-
tives, using BSDEs as a main tool (see El Karoui et al. [46] for a general reference
on BSDEs in finance). The central result, Proposition 3, can be informally stated as
follows: Under the assumption, thoroughly investigated in Part II, that a reflected
backward stochastic differential equation (BSDE) related to a financial derivative,
relatively to a risk-neutral probability measure P over a primary market of hedging
instruments, admits a solution I7, then I7 is the minimal superhedging price up to
a P — local martingale cost process for the derivative at hand, this cost being equal
to 0 in the case of complete markets. This notion of hedge with local martingale
cost thus establishes a connection between arbitrage prices and hedging, in a rather
general, possibly incomplete, market.

In Sect. 3, we consider the specification of these results to the Markovian set-up.
Using the results of Part III, a complementary variational inequality approach may
then be developed, and more explicit and constructive hedging strategies may be
given (see Sect. 3.5 in particular).

Section 4 presents various extensions of the previous results. Section 4.1 general-
izes the previous risk-neutral approach to a martingale modeling approach relatively
to an arbitrary numeraire B (positive primary asset price process) which may be
used for discounting other price processes, rather than a savings account (riskless as-
set) in the risk-neutral approach. This extension is particularly important for dealing
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with interest-rate derivatives. Section 4.2, which is based on Bielecki et al. [20],
refines the risk-neutral martingale modeling approach of Sects. 2 and 3 to the spe-
cific case, important for equity-to-credit applications, of defaultable derivatives,
with all cash flows killed at the default time 6 of a reference entity. Finally in
Sect. 4.3 we deal with the issue of callability and call protection (intermittent call
protection vs. call protection before a stopping time).

In Part I, well-posedness of the pricing BSDEs and PDEs is taken for granted.
The following sections of the paper (Parts II-IV) are devoted to the mathematics of
these pricing equations.

In Sect. 5 we recall the general set-up of [38] and the general form of the BSDEs
we are interested in.

In Sect. 6, we present a versatile Markovian specification of this general set-up,
made of a jump-diffusion X interacting with a pure jump process N (which in
the simplest case reduces to a Markov chain in continuous time). The interaction
between X and N is materialized by the fact that the coefficients of the dynamics
of X depend on NV, and also, by a mutual dependence of the jump intensity of either
process on the other one. Such coupled dependence is motivated by applications like
modeling frailty and contagion in portfolio credit risk (see [16]).

But the construction of a model with such mutual dependence is a non-trivial
issue, and we treat it in detail in Sect. 7, resorting to a suitable Markovian change of
probability measure.

This model may also be viewed as a generalization of the interacting Itd pro-
cess and point process model considered by Becherer and Schweizer in [10]. Yet as
opposed to the set-up of [10] where linear reaction-diffusion systems of parabolic
equations (pricing equations of European contingent claims, from the point of view
of the financial interpretation) are considered from the point of view of classical
solutions, here the application one has in mind consists of more general optimal
stopping or optimal stopping game problems (pricing equations of American or
game contingent claims, see Part 1) for which the related reaction-diffusion sys-
tems typically do not have classical solutions. This leads us to study in Sect. 8 the
related reflected and doubly reflected Markovian BSDE s (see [20,46,47]), showing
that they are well-posed in the sense that they have unique solutions, which depend
continuously on their input data.

In Sect. 9 we derive the associated Markov and flow properties.

In Sect. 10 we introduce the systems of partial integro-differential variational
inequalities formally associated to our reflected BSDEs, and we state suitable defi-
nitions of semi-continuous viscosity solutions and solutions for these problems.

In Sect. 11 we show that the state-processes (first components Y') of the solutions
to our reflected BSDEs can be characterized in terms of the value functions to related
optimal stopping or game problems, given as viscosity solutions with polynomial
growth to the related obstacle problems.

We establish in Sect. 12 a semi-continuous viscosity solutions comparison
principle, which implies in particular uniqueness of viscosity solutions for these
problems.
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This comparison principle is subsequently used in Sect. 13 for proving the con-
vergence of stable, monotone and consistent approximation schemes (cf. Barles and
Souganidis; see also [8] Briani et al. [28], Cont and Voltchkova [36] or Jakobsen
et al. [64]) to the viscosity solutions of the equations. These results thus extend to
models with regimes (whence systems of PDEs [9,60]) the results of [8,28], among
others.

In Sects. 14—16 we provide extensions of the previous results to a factor process
model (X, N) possibly involving further deterministic jumps at some fixed times
T}s. This is required for applications to pricing problems involving discrete divi-
dends on a financial derivative or on an underlying asset, and also, to be able to deal
with the issue of discrete path-dependence.
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Part I
Martingale Modeling in Finance

In this part (see Sect. | for a detailed outline), we show how the task of pricing and
hedging financial derivatives can generically be reduced to that of solving (typically
reflected) BSDE:s, or, equivalently in the Markovian case, PDEs. These equations
are called pricing equations in this paper. Well-posedness of these equations in suit-
able spaces of solutions will be taken for granted whenever needed in this part, and
will then be thoroughly studied in the remaining three parts of the paper.

2 General Set-Up

The evolution of a financial market model is given throughout this part in terms of
stochastic processes defined on a continuous time stochastic basis ({2, F, P), where
PP denotes the objective (also called statistical, historical, physical..) probability mea-
sure. We may and do assume that the filtration F satisfies the usual completeness
and right-continuity conditions, and that all semimartingales are cadlag (i.e., almost
surely right continuous with left limits). Finally, since we are always in the con-
text of pricing contingent claims with a fixed maturity 7', we further assume that
F = (Ft)tejo,r) With Fo trivial and Fr = F. Moreover, we declare that a process
on [0, T] (resp. a random variable) has to be F-adapted (resp. F-measurable), by
definition. N

We shall typically work under a risk-neutral probability measure P ~ P, or more
generally, under a martingale probability measure P relative to a suitable numeraire
(see Sect. 4.1), such that the prices of primary assets, once properly discounted and
adjusted for dividends, are IP — local martingales.

As we shall now see, under mild technical conditions, existence of such a mar-
tingale measure PP is equivalent to a suitable notion of no-arbitrage.

2.1 Pricing by Arbitrage

2.1.1 Primary Market Model

To model a financial derivative with maturity 7', we consider a primary market com-
posed of the savings account B and of d primary risky assets. The discount factor 8
is supposed to be absolutely continuous with respect to the Lebesgue measure, and
given by

t
B, = exp(— / o du) )
0

(so fp = 1 and B = B~1), for a bounded from below short-term interest rate
process 7.
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The primary risky assets, with R%-valued price process P, may pay dividends,
whose cumulative value process, denoted by D, is assumed to be an R%-valued
process of finite variation. Given the price process P, we define the cumulative price
P of the asset as

P,=P+08" | BudD,. )
[0,1]

In the financial interpretation, the last term in (2) represents the current value at time
t of all dividend payments of the asset over the period [0, ¢], under the assumption
that all dividends are immediately reinvested in the savings account.

For technical reasons we assume that P is a locally bounded semimartingale.

We assume that the primary market model is free of arbitrage opportunities
(though presumably incomplete), in the sense that the so-called no free lunch with
vanishing risk (NFLVR) condition is satisfied. This NFLVR condition is a specific
no arbitrage condition involving wealth processes of admissible self-financing pri-
mary trading strategies (see Delbaen and Schachermayer [42]). We do not reproduce
here the full definition of arbitrage price, since it is rather technical and will not be
explicitly used in the sequel. It will be enough for us to recall the related notions of
trading strategies in the primary market.

Definition 1. A primary trading strategy (C°, ¢) built on the primary market is an
R x R'®?_yalued process, with ¢ predictable and locally bounded, where ¢° and the
row-vector ( represent the number of units held in the savings account and in each
of the primary risky assets. The related wealth process VV is thus given by:

W, = (! B; + G P, 3)

fort € [0, T]. Accounting for dividends, we say that the strategy is self-financing if
dW; = (dB; + ( (AP, + dDy)

or, equivalently' R
d(BWe) = G d(Be ). 4)

If, moreover, the discounted wealth process WV is bounded from below, the strategy
is said to be admissible.

Given the initial wealth w of a self-financing primary trading strategy and the
strategy  in the primary risky assets, the related wealth process is thus given by, for
te 0,77

BW, = w+ [y G d(BuPu) (5)

' This equivalence is very general (cf. Sect.4.1), and it is an easy exercise in the present context
where (3, given by (1), is a finite variation and continuous process.
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and the process ¢° (number of units held in the savings account) is then uniquely
determined as

¢ = B:We — GPy).

In the sequel we restrict ourselves to self-financing trading strategies. We thus re-
define a (self-financing) primary trading strategy as a pair (w, ¢), made of an initial
wealth w € R and an R'®9-valued predictable locally bounded primary strategy in
the risky assets ¢, with related wealth process W defined by (5).

2.1.2 Financial Derivatives

In the sequel we are going to extend the financial market by introducing a financial
derivative relative to the primary market. A derivative is a financial claim between
an investor (or holder of a claim) and a financial institution (or issuer), involving in
a sense made precise in Definition 2 below, some or all of the following cash flows
(or payoffs):

e A bounded variation cumulative dividend process D = (D¢)se[o,17,

e Terminal cash flows, consisting of:

— A payment & at maturity T, where ¢ denotes a bounded from below real-valued
random variable,

— And, in the case of American or game products with early exercice features, put
and/or call payment processes L = (Ly).e[o,r) and U = (Uy)¢eo,77, given as real-
valued, bounded from below, cadlag processes such that L < U and L < & < Ur.

The put payment L, corresponds to a payment made by the issuer to the holder of
the claim at time ¢, in case the holder of the claim would decide to terminate (“put”)
the contract at time ¢. Likewise, the call payment U; corresponds to a payment made
by the issuer to the holder of the claim at time ¢, in case the issuer of the claim would
decide to terminate (“call”) the contract at time .

Of course, there is also the initial cash flow (only null in the case of a swapped
derivative with initial value equal to zero, by construction), namely the purchasing
price of the contract paid at the initiation time by the holder and received by the
issuer.

The terminology “derivative” comes from the fact that all the above cash flows
are typically given as functions of the “primary” asset price processes P. More gen-
erally, the price I7 of a derivative and the prices P of the primary assets may be given
as functions of a common set of factors (traded or not) X (cf. Sect. 3). One may then
consider the issue of factor hedging the claim with price process I1 by the primary
assets with price process P, via the common dependence of I7 and P on X.

Here and henceforth all the financial cash flows are seen from the point of view
of the holder of the claim. In this perspective, the assumption above that all the cash
flows are bounded from below, which from the mathematical point of view ensures
their integrability in R U {400}, is indeed satisfied by a vast majority of real-life
financial derivatives.
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Remark 1. Usually in the derivative pricing and hedging literature, dividends are
implicitly set to zero, or equivalently, implicitly amalgamated with the terminal cash
flows L, U and €. The related notion of price thus effectively corresponds to a cum-
dividend price (present value of future cash flows plus already perceived dividends
reinvested in the savings account), as opposed to the market notion of ex-dividend
price. Since an important proportion of financial derivatives (starting with all
swapped derivatives) only entails dividends (terminal cash flows L = U = £ = 0),
it is our opinion that it is better to make the dividends appear explicitly. This is in
fact a necessity for the study of defaultable derivatives in Sect. 4.2, where we shall
see that the specific structure of the products’ cash flows and their distribution be-
tween dividends (in the sense of coupons and recovery) and terminal payoffs, is
fruitfully exploited in the so-called reduced form approach to these problems.

We are now in a position to introduce the formal definition of a financial deriva-
tive, distinguishing more specifically European claims, American claims and game
claims. It will soon become apparent that European claims can be considered as
special cases of American claims, which are themselves included in game claims,
so that we shall eventually be able to reduce attention to game claims.

In the following definitions, the put time (put or maturity time, to be precise) T,
and the call (or maturity) time o, represent stopping times at the holder’s and at the
issuer’s convenience, respectively.

Definition 2. (i) An European claim is a financial claim with dividend process D,
and with payment £ at maturity 7'.

(i) An American claim is a financial claim with dividend process D, and with pay-
ment at the terminal (put or maturity) time 7 given by,

Loy Lr + Lr—m)é. (6)

(iii) A game claim is a financial claim with dividend process D, and with payment
at the terminal (call, put or maturity) time v = 7 A o given by,’

]l{l/:T<T}LT + ]l{U<T}U(T + ]l{l/:T}S' @)

Moreover, there may be a call protection modeled in the form of a stopping time &
such that calls are not allowed to occur before .

Example 1. Inthe simplest case of an European vanilla call/put option with maturity
T and strike K on S = P!, the first primary risky asset, one has D = 0 and
&= (St — K)*.

Note 1. (i) The above classification, which is good enough for the purpose of this
article, is by no means exhaustive. For instance Bermudan products corresponding

2 With priority of a put over a call, here, though this happens to be rather immaterial in terms of
pricing and hedging the claim.
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to constrained put policies might also be introduced. Note however that Bermudan
products can be included in the above set-up by considering a suitably adjusted
put payoff process L. This is indeed a consequence of Proposition 1(ii) below, in
conjunction with our boundedness from below assumption on all the cash flows
at hand.

On the opposite the explicit introduction of call protections appears to be a useful

modeling ingredient. Such protections are actually quite typical in the case of real-
life callable products like, for instance, convertible bonds (see Sect. 4.2.1), with the
effect of making the product cheaper to the investor (holder of the claim). The in-
troduction of such call protections also allows one to consider an American claim
as a game claim with call protection 6 = 7.
(ii) In Sect. 4.3, building on the mathematical results of Sect. 16, we consider prod-
ucts with more general, hence potentially more realistic forms of intermittent call
protection, namely call protection whenever a certain condition is satisfied, rather
than more specifically call protection before a stopping time above.

By classic arbitrage theory (see, e.g., [18, 32, 42]), the NFLVR condition in a
perfect market (without transaction costs, in particular) is equivalent to the existence
of a risk-neutral measure P’ € M, where M denotes the set of probability measures
P ~ P such that 5P is a IP — local martingale.

In the sequel, the statement (I1;);c(o, 1) is an arbitrage price for a derivative
is to be understood as (P, I1;);c(0,7) is an arbitrage price for the extended mar-
ket consisting of the primary market and the derivative. The notion of arbitrage
price process of a financial derivative referred to in the next result is the clas-
sical notion of No Free Lunch with Vanishing Risk condition of Delbaen and
Schachermayer [42] in the case of European claims, subsequently extended to game
(including American) claims by Kallsen and Kiihn [67]. The proof of this result is
based on a rather straightforward application of Theorem 2.9 in Kallsen and Kiihn
[67] (see Bielecki et al. [18] for the details).

Let 7; and 7; (or simply 7 and 7, in case ¢ = 0) denote the set of [t, T'|-valued
and [t V 7, T]-valued stopping times. Let also v stand for o A 7, for any (o,7) €
T x T;.

Proposition 1. (i) For any P € M, the process II = (II;),c(o,1) defined by
T
Gilly = Be{ [, BudDu+ Bre| i}, te0,T] ®)

is an arbitrage price of the related European claim. Moreover, any arbitrage price
of the claim is of this form provided

sup Ee{ [ B,dD, + Bré | < oo ©
PeM [0,7]

(ii) For any P € M, the process Il = (Il;).c[o,1) defined by

Billy = esssup, . Ee{ [ BudDutBr (1rary L + 1 rogy€) | i}, t€[0,7]
10)
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is an arbitrage price of the related American claim as soon as it is a semimartingale.
Moreover, any arbitrage price of the claim is of this form provided

sup E]P’SUptG[O,T]{/ BudDy + B (Lgpery Ly + 1{t:T}f)} <oo; (1D
PeM [0,1]

(iii) For any P € M, the process Il = (Il;)ic(o,1) defined by
esssupTeTtessinfaeﬁE]p{ / BudDu + By (LfyereryLr

t

+1iocryUs + ]l{V:T}f) | ]:t} = Bell:

= essinfgeﬁesssupTeTtIEH»{ / BudDy + By (L{y=r<ryLr
Jt

T g eryUs + T (ry€) |.7-"t}, teo,T] 12)

is an arbitrage price of the related game claim as soon as it is a well-defined semi-
martingale (which supposes in particular that equality indeed holds between the
left hand side and the right hand side in (12)). Moreover, any arbitrage price of the
claim is of this form assuming (11).

In view of these results, one may interpret an European claim as an American
claim with a fictitious put payment process L defined by 3L = —c, where —c is a
strict minorant of ftT Bu dD,, + Br€. Indeed, in view of Propositions 1(ii), for this
specification of L, exercise of the put before maturity is always sub-optimal to the
holder of the claim. It is thus equivalent for a process II to be an arbitrage price
of the European claim with the cash flows D, &, or to be an arbitrage price of the
American claim with the cash flows D, L, &, with L thus specified.

Henceforth by default, by “financial derivative” or “game option,” we shall mean
game claim, possibly with a call protection &, including American claim (case
o = T, in particular European claim with L as specified above) as a special case.
Arbitrage prices of the form (8), (10) or (12) will be called P-prices in the sequel.

2.2 Connection with Hedging

We adopt a definition of hedging of a game option stemming from successive de-
velopments, starting from the hedging of American options examined by Karatzas
[68], and subsequently followed by El Karoui and Quenez [45], Kifer [69], Ma
and Cvitani¢ [76], Hamadeéne [55], and, in the context of defaultable derivatives
examined in Sect.4.2, Bielecki et al. [20, 23] (see also Schweizer [85]). This
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definition will be later shown to be consistent with the concept of arbitrage pricing
of Proposition 1(iii) for a game option (which encompasses American and European
options as special cases).

We first introduce a (very large, to be specified later) class of hedges with semi-
martingale cost process (). The issuer of a financial derivative immediately sets up
a primary hedging strategy such that the corresponding wealth process WV reduces
to a cost or hedging error @, after accounting for the “dividend cost” — D and for
the “terminal loss” given by — L, —U or —¢&. The initial wealth w may then be used
as a safe issuer price, up to the hedging error ), for the derivative at hand. Recall
that we denote v = 7 A 0.

Definition 3. An hedge with semimartingale cost process QQ (issuer hedge starting
at time 0) for a game option is represented by a triplet (w, ¢, o) such that:

e (w,() is a primary trading strategy,

e The call time o belongs to 7,

e The wealth process W of the strategy (w, {) satisfies for every put time 7 in 7,
almost surely,

BVWV + /0 BudQu > /0 5udDu + ﬁl/ <1L{u:T<T}LT + ]l{O'<T}UU + 1{T:a:T}€)'
(13)

In the special case of European derivatives, in which case ¢ = T, and if moreover
equality holds in (13) at ¢t = 7T, then, almost surely,

BrWr + [if BudQu = [y BudDu + Bré. (14)
In this case one effectively deals with a replicating strategy with cost Q.

Note 2. (i) The process () is to be interpreted as the cumulative financing cost, that
is, the amount of cash added to (if dQ; > 0) or withdrawn from (if dQ; < 0) the
hedging portfolio in order to get a perfect, but no longer self-financing, hedge.

(ii) Hedges at no cost (that is, with Q = 0) are thus in effect super-hedges.

(iii) In relation with admissibility issues (see the end of Definition 1), note that the
left hand side of (13) (discounted wealth process with financing costs included) is
bounded from below, for any hedge (w, ¢, o) with cost Q.

This class of hedges with cost () is obviously too large for any practical purpose,
so we will restrict our attention to hedges with a local martingale cost () under a
particular risk-neutral measure [P (cf. the related notions of risk-minimizing strat-
egy in Follmer and Sondermann [50] and mean self-financing hedge in Schweizer
[85]). Henceforth in this part, we thus work under a fixed but arbitrary risk-neutral
measure P, with P-expectation denoted by E. All the measure-dependent notions,
like martingale, or compensator, implicitly refer to this probability measure P. In
practical applications, it is convenient to think of [P as “the pricing measure chosen
by the market” to price a contingent claim. For pricing and hedging purposes this
measure is typically estimated by calibration of a model to market data.
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2.2.1 BSDE Modeling

We shall now postulate suitable integrability and regularity conditions embedded
in the standing assumption that a related reflected backward stochastic differential
equation (BSDE, see El Karoui et al. [46] for a general reference in connection
with finance and El Karoui et al. [47] for a seminal reference on reflected BSDEs)
has a solution. We shall thus introduce a reflected BSDE (15) under the probabil-
ity measure P, with data defined in terms of those of a derivative. Assuming that
(15) has a solution (for which various sets of sufficient regularity and integrability
conditions are known in the literature, see Part II and [38, 56, 57]), we shall be in
a position to deduce explicit hedging strategies with minimal initial wealth for the
related derivative.

We assume further for the sake of simplicity that dD; = Cdt for some progres-
sively measurable time-integrable coupon rate process C.

Remark 2. 1t is important to note for applications that it is also possible to deal with
discrete dividends: see [20] and Sect. 14 in Part IV.

We then consider the following reflected BSDE with data 8, C, ¢, L, U, G:

Belly = Bré+ [ BuCudu + [ Bu(dE, —dM,), t€[0,T]
L <II; < Ut, te [O,T] (15)

I, = Ly dKF = [T (U, — IT,) dK; =0

where, with the convention that 0 X 00 = 0 in the last line above,
Ur = Ljpe530 + L5y Us (16)

Definition 4. (See Part Il for more formal definitions, including in particular the
specification of spaces for the inputs and outputs to (15)). By a P-solution to (15),
we mean a triplet (II, M, K) such that all conditions in (15) are satisfied, where:

e The state-process 11 is a real valued, cadlag process,

e M is a P-martingale vanishing at time 0,

e K is a non-decreasing continuous process null at time 0, and K £ denote the
components of the Jordan decomposition of K.

By the Jordan decomposition of K in the last bullet point, we mean the unique
decomposition K = K+ — K~ into the difference of non-decreasing processes K+
null at 0, defining mutually singular random measures on [0, T7].

Remark 3. The first line of (15) can be interpreted as giving the Doob—Meyer de-
composition fot Bu(dK, — dM,) of the special semimartingale

t
B0, == BT, + / B.Cludu. (17)
0
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So an equivalent definition of a solution to (15) would be that of a special
semimartingale I/ (rather than a triplet of processes (II, M, K)) such that all
conditions in (15) are satisfied, where M and K therein are to be understood as the
canonical local martingale and finite variation predictable components of process

Jio., B d(B.I0,).

Note that the first line of (15) is equivalent to

T
I, =¢ —|—/ (Cy — roIl)du + (Kp — K;) — (Mp — M), te€][0,T]. (18)
t

As established in [38, 56, 57], existence and uniqueness of a solution to (15)
(under suitable Lo-integrability conditions on the data and the solution) are es-
sentially equivalent to the so-called Mokobodski condition, namely, the existence
of a quasimartingale Y (special semimartingale with additional integrability prop-
erties, Sect. 16.2.2) such that L <Y <U on [0,T]. Existence and uniqueness of
a solution to (15) thus hold when one of the barriers is a quasimartingale and,
in particular, when one of the barriers is given as S V ¢, where S is a square-
integrable It process and c is a constant in RU{—oco} (see [38] as well as Note 8(v)
and Proposition 30 in Part II). This covers, for instance, the put payment process
L of an American vanilla option, or of a convertible bond (see Definition 7 and
Bielecki et al. [18, 19]). Moreover one typically has K = 0 in the case of an
European derivative.
We thus work henceforth in this part under the following hypothesis.

Assumption 1 Equation (15) admits a solution (I7, M, K'), with K equal to zero
in the special case of an European derivative.

Proposition 2. I1 is the P-price process of the derivative.

Proof. If (II, M, K) is a solution to (15), then IT is a (special) semimartingale (see
(18)), and, by a standard verification principle (cf. Proposition 18 in Part IT), IT sat-
isfies (12), which in the special cases of American (resp. European) options reduces
to (10) (resp. (8)). One thus concludes by an application of Proposition 1. O

We are now ready to interpret the P-price I, thus defined via (15), in terms of
the notion of hedging introduced in Sect. 2.2. Let us set

o =inf{ue[tveT); I, >U,} AT. (19)

Using the minimality condition (third line) in (15) and the continuity of K + one
thus has,

K= =0and K = Kt >00n|0,0*], Iy« = Uy on{o* <T}. (20)

Note that for any primary strategy ¢, the issuer’s Profit and Loss (or Tracking
Error) process (e¢)¢c(o,7 relative to the price process II of Proposition 2 is given
fort € [0, T by:
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Brer = Iy — /0 t BuCudu + /0 t Cud(BuPu) — Bell; = /O t (—d(ﬁuﬁu) +<ud(ﬁuﬁu))
Q1)

where I7 is defined by (17), so that, in view of Proposition 2, IT can be interpreted
as the P — cumulative price of the option (cf. (2)). Observe in view of (18) that the
tracking error process e is a special semimartingale. Let the P — local martingale
p = p(¢) be such that py = 0 and fo Bedpy is the local martingale component of the
special semimartingale e, so (cf. (21), (18))

dpy = dM; — ¢, B (B, Py) (22)
Bree = [y BudKy — [ Budpu. (23)

The arguments underlying the following result are classical, and already present for
instance in Lepeltier and Maingueneau [75] (in the specific contexts of the Cox—
Ross—Rubinstein or Black—Scholes models, analogous results can also be found in
Kifer [69]).

Proposition 3. (i) For any primary strategy ¢, (Ily,(,0*), is an hedge with P —
local martingale cost p(();

(ii) 11y is the minimal initial wealth of an hedge with P — local martingale cost;
(iii) In the special case of an European derivative with K = 0, then (Ily,() is a
replicating strategy with P — local martingale cost p. Il is thus also the minimal
initial wealth of a replicating strategy with P — local martingale cost.

Proof. (i) One must show that for any 7 € 7, almost surely:

o AT o AT
o+ / Cud(BuP) + / Budpe
0 0

o AT
> / ﬁucudu+ﬁa*AT (ﬂ{U*AT:T<T}Lt + ]l{cr*<T}Uo'* + ﬂ{U*:T:T}f)
0
(24)

or equivalently, using (22):

o AT
11y +/ BudM,
0

o AT
> / BuCudu + Bonr (]l{cr*/\T:T<T}LT + ]l{U*<T}UG'* + ]l{U*:T:T}é-)
0
(25)

where by the first line in (15):

AT

o AT o oAT
HO + / ﬁudMu - /BU*/\THU*/\T + / ﬂucudu + / 6udKu
0 0 0
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Inequality (25) then follows from (20) and from the following relations, which are
valid by the terminal and put conditions in (15):

HOp=¢, I, > L.

(ii) There exists an hedge with initial wealth 17y and P — local martingale cost, by (i)
applied with, for instance, { = 0. Moreover, for any hedge (w, ¢, o) with IP — local
martingale cost (), one has for every ¢ € [0, T':

oAt . oAt
wt [ @)+ [ e,
0 0
oAt
2 / ﬁucudu + ﬁa/\t (]l{d/\t:t<T}Lt + ]1{0<t}UU + ]l{U:t:T}S) (26)
0

The left hand side is thus a bounded from below local martingale, hence it is a
supermartingale. Moreover, (26) also holds with a stopping time 7 € 7 instead of ¢
therein. So, by taking expectations in (26) with 7 instead of ¢ therein:

w>E { ;JUAT BuCudu + Bonr (1{0'/\:T<T}LT + ]1{0'<T}UT + ]]‘{O':T:T}§) } .

Hence w > Iij follows, by (12).
(iii) In the special case of an European derivative, the stated results follow by setting
K = 01in the previous points of the proof. O

Note 3. (i) Proposition 3 thus characterizes the P-price (arbitrage price relative to
the risk-neutral measure PP) of a derivative as the smallest initial wealth of a hedge
with P — local martingale cost, under the assumption that the related reflected BSDE
(15) has a solution. For related results, see also Follmer and Sondermann [50] or
Schweizer [85].

(ii) The special case p = 0 in the previous results corresponds to a suitable form of
model completeness (replicability of European options, cf. point (iii) of the propo-
sition), in which the issuer of the option wishes fo hedge all the risks embedded in
the option.

The case p # 0 corresponds to either model incompleteness, or a situation of
model completeness in which the issuer wishes not fo hedge all the risks embedded
in the product at hand, for instance because she wants to limit transaction costs, or
because she wishes to take some bets in specific risk directions.

(iii) In case where p may be taken equal to O in Proposition 3, the minimality state-
ments in this proposition can be used to prove uniqueness of the related arbitrage
prices.

(iv) Analogous definitions and results hold for holder hedges.

(v) It is also easy to see that one could state analogous definitions and results regard-
ing hedging a defaultable game option starting at any date ¢ € [0, T'], rather than at
time 0 above.
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3 Markovian Set-Up

3.1 Markovian FBSDE Approach

In order to be usable in practice, a dynamic pricing model needs to be constructive,
or Markovian in some sense, relatively to a given derivative. This will be achieved by
assuming that the related BSDE (15) is Markovian (see Sect. 4 of [46] and Part II).

Definition 5. We say that the BSDE (15) is a Markovian backward stochastic
differential equation if the input data r,C, &, L and U of (15) are given by Borel-
measurable functions of some R?-valued (IF, P)-Markov factor process X, so

Tt = T(taXt)7 Ct = C(taXt)a é- = g(XT)7 Lt = L(tht)a Ut = U(ta Xt) )
(27

and is & is the first time of entry, capped at T, of the process (¢, X), into a given
closed subset of [0, 7] x R?.

Remark 4. By a slight abuse of notation, the related functions are thus denoted in
(27) by the same symbols as the corresponding processes or random variables.

In particular, the system made of the specification of a forward dynamics for X,
together with the BSDE (15), constitutes a decoupled Markovian forward backward
system of equations in (X, IT, M, K). The system is decoupled in the sense that the
forward component of the system serves as an input for the backward component
(X is an input to (15), cf. (27)), but not the other way round. See Definition 11 in
Part II for more complete and formal statements.

From the point of view of interpretation, the components of X are observable
factors. These are intimately, though non-trivially, related with the primary risky
asset price process P, as follows:

e Most factors are typically given as primary price processes. The components of
X that are not included in P (if any) are to be understood as simple factors that
may be required to “Markovianize” the payoffs of the derivative at hand, such as
factors accounting for path dependence in the derivative’s payoff, and/or non-traded
factors such as stochastic volatility in the dynamics of the assets underlying the
derivative;

e Some of the primary price processes may not be needed as factors, but are used
for hedging purposes.

Note that observability of the factor process X in the mathematical sense of
F-adaptedness is not sufficient in practice. In order for a factor process model to
be usable in practice, a constructive mapping from a collection of meaningful and
directly observable economic variables to X is needed. Otherwise, the model will
be useless.



80 S. Crépey

3.2 Factor Process Dynamics

Under a rather generic specification for the Markov factor process X, we now derive
a variational inequality approach for pricing and hedging a financial derivative. We
thus assume that the factor process X is an (F = F":V P)-solution of the following
Markovian (forward) stochastic differential equation in RY:

dX, = b(t, X)) dt + o(t, X¢) dWy + 6(t, X, )dN, (28)

where:

e TV is a g-dimensional Brownian motion, and

e N is a compensated integer-valued random measure with finite jump intensity
measure \(t, X;, dz), for some deterministic function A.

In particular §(¢, X;_ )dNy in (28) is a short-hand for [, 6(¢, X;_, x)N(dt, dx),
where the integration is with respect to the x variable. The response jump size func-
tion ¢ and the intensity measure \, like the other model coefficients b and o of X,
are to be specified depending on the application at hand: see Sect. 3.3 for specific
examples and Definition 10 in Part II for more precise statements.

Remark 5. The generic and “abstract” jump-diffusion (28) will be made precise and
specified in Part IT in the form of a process X = (X, N) in which a jump-diffusion —
like component X interacts with a continuous-time Markov chain — like component
N; so the process X in Part II corresponds to X here.

Let us introduce the following additional notation:

: . MtX_ d ..
e J;, arandom variable on R? with law ﬁ conditional on X;_, where x

represents the “mark™ of the jump of X in 6(¢, X;—, x),

e (t;), the ordered sequence of the times of jumps of N (note that we deal with a
finite jump measure A, so (t;) is well defined),

e For any vector-valued function v on R? and for every t € [0, T,

Su(t,z,y) = u(t,x + 8(t, x,y)) —ult,x), Su(t,z) = [ Su(t,z,y) At z, dy)
Ra

Sug = dult, Xo—, Jy), oup = dult, X;_) . (29)

We apologize to the reader for this admittedly heavy notation, which is motivated
by the wish to give intuitive and compact forms below to various expressions of the
model’s dynamics, generator and Itd formula. Denoting further

S(t,x) := 6ldga (t,z) = 0(t,x, Y A(t, z,dy), 6 = (t, Xe—, Ji),
R4

5 = 6(t, X;),
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one thus has for instance:

0(t, X~ )dNy =d <Z 5751) — &t (30)
<t
and the dynamics (28) of X may be rewritten as
dXy = b(t, X;)dt + o(t, X)) dW; + d ( > 5“) (31)
t <t

where we set b(t,z) = b(t, ) — 0(t, x).

3.2.1 1t6 Formula and Model Generator

In view of (31), the following variant of the It6 formula holds, for any real-valued
function u of class C12 on [0, T'] x R%:

du(t, X;) = Gu(t, X,) dt + Oult, X,) o(t, X;) dWy +d [ D duy, (32)
i<t
with
Gu(t, z) = Opu(t, z) + du(t, z)b(t, z) + %Tr[a(t, z)Hu(t, z)] (33)
where a(t,z) = o(t,x)o(t,r)", and where Vu and Hu denote the row-gradient

and the Hessian of u with respect to = — so in particular

Tr[a(t, z)Hu(t, z)] = Z Ui)k(t,x)0j7k(t7x)8£i)mju(t,x).

1<i,j,k<q

Using the short-hand du(t, X;—)dN; = |,

vera Ou(t, X¢—, )N (dt, dx), note that
one has (cf. (30)),

Su(t, X;_)dN; = d (2 5utl> — duydt. (34)

<t
The It6 formula (32) may thus be rewritten as

du(t, Xt) = gu(t, Xt) dt + Vu(t, Xt) U(t, Xt) th + 6U(t, Xt_)dNt (35)
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where we set
Gu(t,x) = Gu(t,x) + u(t, z)
— dyu(t,z) + Vult, 2)b(t, z) + %Tr[a(t, 2V Hu(t, 2)]
+ du(t, x) — Vu(t,)d(t, x). (36)

The process X is thus a Markov process with generator G (see Proposition 29 in
Part III for a more formal derivation).

Remark 6. By a convenient abuse of terminology we call here and henceforth G the
generator of X, whereas strictly speaking G is the generator of the time-extended
process (t, X) (the generator of X does not contain the J; term).

3.2.2 Brackets

Let I7¢ and ©°¢, resp. AIl and AO, denote the continuous local martingale compo-
nents, resp. the jump processes, of two given real-valued semimartingales /7 and 6.
Recall that the quadratic covariation or bracket [I1, ©) is given by

d[IT,0); = d(I1;0;) — II;_dO; — 6;_dII, (37)
= d(IT°, 0%, +d | > AIl, A6, (38)
s<t

with the initial condition [IT, 0]y = 0. The sharp bracket (II,©) corresponds to
the compensator of [I1, ©)], which is well defined provided [/, ©)] is of locally inte-
grable variation (see, e.g., Protter [84]). Assuming I7 and © to be defined in terms
of the process X of (28) by II; = u(t,X;) and ©; = v(t, X;) for determinis-
tic and “smooth enough” functions u and v, then (38) yields, in view of the 1t6
formula (35):

d[II,0]; = Vua(V)T (t,X;) dt +d ( > Sy, §vtl> .

t<t

The bracket [I1,0] thus admits a compensator < II,0> given as a time-
differentiable process with the following Lebesgue-density:

d<lII,0>;

n = (u,v) (¢, X¢) (39)
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where we denote, for any vector-valued functions « and v on R? such that the
matrix-product uv " makes sense:

(u,v)(t,z) = Vua(Vo)" (t,z) + /eRq Su(dv) T (t, z, y)A(t, ,dy).  (40)

Remark 7. In the vector-valued case Vu and Vv are defined component by compo-
nent, and can thus be identified to the Jacobian matrices of u and v.

Besides, (37) yields by application of the 1t6 formula (35) to the functions u, v

and uv, “2” standing for “equality up to a local martingale term”:

d[IT, 0, = d(I1,6;) — IT,_d6; — 6,_dIl,
£ {G(uv) — uGv — vGu} (¢, X;) dt.

This yields the following alternative expression for % (cf. (39)):

d<lIl,® >,

o = {G(uwv) — uGv —vGu} (¢, Xy). (41)

Remark 8. The bilinear operator
(u,v) — I'(u,v) = G(uv) — uGv — vGu

which appears in the right-hand-side of (41) is known as the carré du champ oper-
ator associated to G (see, for instance, Sects. XV.20-26 of Dellacherie and Meyer
[43]). In particular, formula (41) above corresponds to formula (22.1) on page 244
of [43].

We are now ready to prove the following,

Proposition 4. For processes I and © given as I, = u(t, X;) and ©p = v(t, Xy),
where v and v are “smooth enough,” one has in probability, for almost every t,

d(II, O),

i = hmhi,g h’l(Covt(HHh — Ht, @t+h — @t) (42)

where the subscript t stands for “conditional on F;.”
Proof. For any fixed h > 0, one has,

Cove(ITqp, — Iy, Opyn, — O1) + Ey(Iiyp, — II)E (O, — O4)
=E; (I 41Ot n — I1:0y) — ILE, (O, — Or) — OBy (I, — I1;) . (43)
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Now one has by the It6 formula (35) applied to u, v and uv, respectively:

}lllg%)h Et(Ht+h - Ht) gu(t, Xt)
}1111% h_lEt(9t+h — @t) = Qv(t,Xt)

}ILLIIIO h_lEt (Ht—i-h@t—i-h — Ht@t) = Q(uv)(t,Xt)

Hence, by (43):
}ILHHO hil(COVt(Ht_kh — Ht, @t+h — @t)

d{I1, )
dt
by (41). a

= {G(uv) — uGv —vGu} (t, X;) =

3.3 Examples

3.3.1 Model Specifications

In case A = 0, the jump component of the generic jump-diffusion (28) vanishes,
and we are left with a diffusion X.

Incaseb =6 (sob=0in(31))and o = 0, the general jump-diffusion X reduces
to a pure jump process.

Under a more specific structure on § and A (see Sect. 6 in Part II), the jump
process X is supported by a finite set which can be identified with E = {1,...,n},
without loss of generality, and X is a continuous-time F-valued Markov chain X
such that (cf. (31))

dX, =d (z 5tl> . (44)

t <t

The generator G of X us then given by, for any time-differentiable function u over
[0, T] x E (or, equivalently, any system u = (u')1<;<,, of time-differentiable func-
tions u over [0, T):

Gu'(t) = pu'(t) + du’(t) = yu'(t) + Y A" (t —u'(t)).  45)
J7#i

3.3.2 Unbounded Jump Measures

For simplicity we did not consider yet the “infinite activity” case of possibly un-
bounded jump intensity measures A(t, x, -). Note however that reinforcing our local
boundedness assumption on the response jump size function § into

[6(t, =, y)| < C(LAy]) (46)
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for some constant C locally uniformin (¢, z),? then most statements in this part (and
the related developments in Parts II-IV as well) can be extended to more general
Lévy jump measures A(t, x, ) on RY such that, locally uniformly in (¢, x),

/ (LA [yP)A(t, 2, dy) < C. (47)
Ra

The stochastic differential equation (28) then defines a Markov process X with gen-
erator written as (compare with (36))

1
Gu(t,z) = Owu(t,z) + Vu(t,z)b(t, ) + iTr[a(t,x)Hu(t, x)]
+ [ (sult..p) - Vulta)s(tz ) Neady)  G9)
Ra
where the integral converges for functions © = wu(t,z) of class C? in z, under

(46), (47).

Remark 9. In the context of Lévy jump measures A on R?, the process X is typi-
cally defined via its Lévy triplet (b, o, \) in the following form (see, e.g., Cont and
Tankov [35]):

dXy =b(t, Xy)dt + o(t, Xe) AWy +d | Y 8(t, Xg,—, Jg,)

El <t
+ / 0(t, Xi—,x) N(dt,dz) (49)
|z <1
where the £;s stand for the successive jump times of the process ¢ — N (Bj x [0,]),
in which B; denotes the complement of the unit ball in R? (note that the ordered

sequence (f;) is well defined, in the case of Lévy jump measures A(¢,z,-)). By
identification with (28), it comes:

b(t,r) = b(t, ) —|—/ o(t, z, y)A(t, z, dy).

ly|>1

The following equivalent form of the generator G in terms of b follows (cf. (48)):

Gu(t,xz) = Owu(t, ) + Vu(t, z)b(t,x) + %Tr[a(t, z)Hu(t, z)]

+ [ (Sutt..) — Vat. )5t . )Ly )Mt dy). - 50)
Ra

3.3.3 Applications

With such versatile specifications ranging from pure diffusions, or (resorting
to unbounded jump measures as explained in Sect.3.3.2) Lévy processes, to

3 In the sense that for every compact set in the (¢, x) variables there exists a constant C' such that
(46) holds for every (¢, z) in this set and y € RY.
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continuous-time Markov chains, the jump-diffusion model factor process model
(28) offers a flexible setting which is rich enough for most applications in financial
derivatives modeling.

This set-up includes in particular the most common forms of stochastic volatility
and/or jump equity derivatives models, like the Black—Scholes model, local volatility
models, the Merton model, the Heston model, the Bates model, or the most common
forms of Lévy models used in finance for pricing purposes.

As will be explained in Sect. 4.1, the risk-neutral modeling approach can be read-
ily extended to a martingale modeling approach relatively to an arbitrary numeraire,
rather than the savings account in the risk-neutral approach. This allows one to ex-
tend the previous models to inferest-rates and foreign exchange derivatives, yielding
for instance the Black model or the SABR model, to quote but a few.

Moreover, as we shall see in Sect. 4.2, one can easily accommodate in the risk-
neutral (or in a more general martingale) modeling approach defaultable derivatives
with terminal payoffs of the form 17 .9p(X7r) (or 1,99 (X, ) upon exercise at
a stopping time v, in case of American or game claims), where 6 represents the
default-time of a reference entity. This allows one to deal with equity-to-credit
derivatives, like, for instance, convertible bonds (see Sect.4.2.1). A model X as
of (28) is then typically used in the mode of a pre-default factor process model (see
Sect. 4.2 and [20]).

Finally continuous-time Markov chains, or continuous-time Markov chains mod-
ulated by diffusions, which, as illustrated in Sect. 3.3.1 and made precise in Part 11
(see Sects. 6 and 7 therein), can all be considered as specific instances of the general
jump-diffusion framework (28), cover most of the dynamic models used in the field
of portfolio credit derivatives. Let us thus quote:

e The so called local intensity model, or pure birth process, which is used for
modeling a credit portfolio cumulative loss process in Laurent et al. [74], Cont and
Minca [34] or Herbertsson [59],

e A more general homogeneous groups model considered for different purposes by
various authors in [22, 30, 53], among others,

e An even more general basket credit migrations model of Bielecki et al. [15,16] in
which the dynamics of the credit ratings of reference entities are modulated by the
evolution of macro-economic factors, or another generation of Markovian copula
models of Bielecki et al. [17] with model marginals automatically calibrated to the
individual CDS curves.

3.4 Markovian Reflected BSDEs and PDEs with Obstacles

3.4.1 No Protection Price

With the jump-diffusion factor process X defined by (28) and in the special case
of a game option with no call protection (¢ = 0), the partial integro-differential
equation formally related to the pricing BSDE (15) writes,
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min (max (gu(t, x) + C(t,x) — r(t, z)u(t, x),
L(t71’) —U(t,l’)>,U(t7l‘) —U(t7$)) =0, ¢ <T7 z GRQ’ (5D
with terminal condition (7', z) = £(«). An application of the results of Part ITI (see
Proposition 31(i) therein) yields,

Proposition 5. Under mild conditions, the variational inequality (double obsta-
cle problem) (51) is well-posed in the sense of viscosity solutions, and its solution
u(t, x) is related to the solution (II, M, K) of (15) as follows, for t € [0,T]:

Ht = U(t,Xt) (52)

In view of Proposition 3(ii), u(0,Xo) = Il is therefore the minimal initial
wealth of a super-hedge with P — local martingale cost process for the option.

Remark 10. When the pricing function u is sufficiently regular for an It6 formula to
be applicable, one has further, for t € [0, 7] (see, e.g., [4,5,7, 11, 12]),

th = Vua(t, Xt)th + 5U(t, Xt,)dNt. (53)

3.4.2 Protection Price
We now consider a call protection of the form
G=inf{t>0; X; ¢ O} AT (54)

for a constant T € [0, 7] and an open subset © C R satisfying suitable regularity
properties (see, e.g., Example 3 in Part II).
A further application of the results of Part III (Proposition 31 therein) then yields,

Proposition 6. (i) (Post-protection price). On [, T], the P-price process II can
be represented as IT; = u(t, X+), where  is the unique viscosity solution of (51);
(ii) (Protection price). On [0, 5], the P-price process II can be represented as
IT; = u(t, X¢), where the function 4 is the unique viscosity solution of the following
variational inequality (lower obstacle problem):

max (Qﬂ(t,x) + C(t,z) —r(t,x)u(t,x), L(t,x) — ﬁ(tw)) =0,t<T, €0,
(55)
with boundary condition @ = u on ([0,T] x R?) \ ([0,T) x O).

Remark 11. Because of the jumps in X, one needs to deal with the “thick™ parabolic
boundary ([0, 7] x R?) \ ([0,T) x O).
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Moreover (cf. Remark 10), in case the pricing functions u and u are sufficiently
regular for an Itd formula to be applicable, one has further, for ¢ € [0, T,

th = VVO'(t, Xt)th + 5V(t, Xt,)dNt, (56)

where the random function v therein is to be understood as u for ¢ > & and @ for
t<oao.

Remark 12. Under more specific assumptions on the structure of X (see, e.g.,
Sect. 6 in Part II), the generic cascade of two PDEs (51), (55) must be suitably
amended. For instance, in the case of a continuous-time Markov chain X over
E = {1,...,n} and for & defined by (54) with O therein given as a subset of
E, (51) and (55) on R? in fact reduce to a cascade of two systems of ODEs to be
solved in (u, @) = (u(t),u*(t))1<i<n, namely,

W(T)=¢(T), 1<i<n
min (max Gui(t) + O (t) — r () (),
Lit) — ui(t)),Ui(t) —wit)) =0, t<T,1<i<n (57)
u=wuon ([0,T] x E)\ ([0,T) x O)
max (Gai(t) + CH(t) — () (t), Li(t) — ai(t)) =0, t<T,i€O

with the generator G therein given by (45).

In this article we refer to a decoupled system of partial integro-differential equa-
tions or obstacle problems, as to a cascade of PDEs. In particular (but not only,
cf. above), this terminology will be used for systems consisting of equations de-
fined over successive time intervals [7;_1, 7], in which the solution of the equation
which is posed over the next (in “backward time”) time interval is used as a terminal
condition for the equation over the previous time interval.

3.5 Discussion of Various Hedging Schemes

In view of Proposition 6, the first line of (15) takes the following form (cf. (18)):

- dU(f, Xt) = (C — TV)(t, Xt)dt + th - VUO'(t, Xt)dBt - 6V(t, Xt_)dNt
(58)
where the function v therein is to be understood as u for ¢ > ¢ and @ for ¢t < &.

Let us assume the same structure (without the barriers) on the primary market
price process P, so P, = v(t, X;) for a deterministic function v(¢, z), and

— dl}(t, Xt) = (C - ’I”’U)(t,Xt)dt - v’UO'(t,Xt)dBt - 5U(t,Xt7)dNt, (59)
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where C(¢, X;) represents a primary market coupon rate process. Note that v is an
R?-valued function, so in particular Vv lives in R?®?, and identity (59) holds in R?.

The cost p relative to the strategy ¢ (cf. (22)) can in turn be expressed in terms of
the pricing functions v and v and the related delta functions.

Proposition 7. Under the previous conditions in the Markovian jump-diffusion set-
up (28), the dynamics (22) for the cost process p relatively to the strategy ¢ (and
thus the related tracking error e in (23)) may be rewritten as (using the notation
introduced in (29)):

dpt = (Vya(t, Xt) - CthU(t, Xt)) th + <5V(t, Xt,) - (t5v(t, th))dNt
(60)
It is thus possible to hedge completely the market risk W by setting, provided
Vo is left-invertible,
¢ = Vvo (Vo)7L (t, Xy) (61)
In the simplest case where ¢ = d and Vv and o are invertible this formula further
reduces to

G = Vu(Vu) 1t Xy) (62)

Plugging this strategy into (60), one is left with the cost process
pe=Jo (51/(@ Xi) = Gou(t, th))dNt (63)

with ¢ defined by (61) (or (62)). It is thus interesting to note that this strategy, which
is perfect on one hand from the point of view of hedging the market risk W, po-
tentially creates some jump risk on the other hand via the dependence on ( of the
integrand in (63).

At the other extreme, in case the jump measure has finite support (like in the case
of a continuous-time Markov chain X with state-space reducible to a finite set F,
cf. Remark 12), it is alternatively possible to hedge completely the jump risk N by
setting, provided dv (¢, X;_ ) is left-invertible,

Ct = 6V(6’l})_1(t,Xt_). (64)
Plugging this strategy into (60), one is left with the cost process
po= Jy (Vvolt,X) = GVvo(t, X)) W (65)

with ¢ defined by (64). Note however that this strategy potentially creates market
risk via the dependence in ( of the integrand in (65).
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Remark 13. In the context of credit derivatives (see also Sect.4.2 in this regard),
hedging the source risk W typically amounts to hedging the spread risk, whereas
hedging the source risk N typically amounts to hedging default risk. We thus see
that hedging the spread risk without caring about default risk, which has been the
tendency in the practical risk management of credit derivatives in the last years
(to spare the high cost of hedging default risk), can lead to leveraged default risk.

3.5.1 Min-Variance Hedging

Again a perfect hedge (p = 0) is hopeless unless the jump measure of X has finite
support In the context of incomplete markets the choice of a hedging strategy is up
to one’s optimality criterion, relatively to the hedgmg cost (22), (60) For instance,
a trader may wish to minimize the (objective, P — ) variance of fo Bidp;. Yet the

related strategy ZW is hardly accessible in practice (in particular it typically de-
pends on the objective model drift, a quantity notoriously difficult to estimate from
financial data). As a proxy to this strategy, traders commonly use the strategy (¢
which minimizes the risk-neutral variance of the error. Note that under mild con-
ditions fo BdM and 3P are square integrable martingales, as they can typically be
defined in terms of the martingales components of the solutions to related BSDEs.
The risk-neutral min-variance hedging strategy ¢"* is then given by the following
Galtchouk—Kunita—Watanabe decomposition of fo BdM with respect to 3P (see,
e.g., Protter [84, IV.3, Corollary 1]):

BedM; = (B, P,) + Brdpy® (66)

for some R?-valued ﬁﬁ-integrable process (“* and a real-valued square integrable
martingale B:dp}® strongly orthogonal to 5P. Denoting in vector-matrix form

<AB>= (<A B > <A>=<AA>,

77

one thus has by (66) and (39):

= (,0)((v,0)) 7" (t, X ). (67)

va  A<II,P>; (d< P>, -1
t dt dt

Note 4. (i) For every fixed ¢ € [0,7] and h > 0, it follows from (66) that
(Cza)ue[t,wh] minimizes

t+h t+h R
Var( [ BudM, - / Cud(BudP,)),
t t

where the subscript ¢ stands for “conditional on F;,” over the set of all primary
strategies (¢, ) on the time interval [t, ¢ 4 h]. Let likewise ¢/*" minimize



About the Pricing Equations in Finance 91

t+h

t+h .
Vary( BudM, — I / d(BudP,))
t

t

over the set of all buy-and-hold constant strategies (/' on the time interval [t, ¢ + h).
The strategy ¢, " is given as the solution of the linear regression problem of
ff+h BudM,, against ftt% d(B4dP,), so:

O = Cove(f, " BudMy, [ d(BudP)) Var( [ d(BudP))

In view of (43) we deduce that ¢/ = limp, o a’h, as it was natural to expect.

(ii) In case of a diffusion X (without jumps), sharp brackets coincide with square
brackets and are independent of the equivalent probability measure under consid-
eration. It follows that the risk- neutral min-variance hedgmg strategy ¢V defined
by (67) satisfies ;¢ = limp Ct where the strategies (, Pt are the counterpart
relatively to the objective probability measure P of the strategies ¢; " introduced in
part (i). In the no jumps case the risk-neutral min-variance hedging strategy (*“ is
thus also an objective locally (but possibly not globally) minimal variance strategy.

4 Extensions

4.1 More General Numeraires

Up to this point, we implicitly chose the savings account 31, assumed to be a
positive finite variation process, as a numeraire, namely a primary asset with posi-
tive price process, used for discounting other price processes. However for certain
applications, like dealing with stochastic interest rates in the field of interest rate
derivatives, this choice may not be available (inasmuch as there may not be a risk-
less asset in the primary market), or it may not be the most appropriate (even if there
is a riskless asset, the choice of another asset as a numeraire may be more conve-
nient). This motivates the extension of the previous developments to the case where
B is a general locally bounded positive semimartingale, not necessarily of finite
variation. The interpretation of B as savings account and of 3 = B~! as a riskless
discount factor is now replaced by the interpretation of B as a simple numeraire,
referring to the fact that other price processes will be typically expressed as relative
(rather than discounted) prices G P.

Understanding a discounted price as a relative price, a risk-neutral model as a
martingale model relatively to the numeraire B, etc., the risk-neutral modeling ap-
proach developed in the previous sections holds mutatis mutandis under this relaxed
assumption on B. Note in particular that the self-financing condition still assumes
the form of (4) (see, e.g., Protter [83]), though this is not as obvious as in the spe-
cial case where B was a finite variation and continuous process. Also note that the
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concept of arbitrage is now to be understood relatively to the numeraire B (the set
of admissible strategies being a numeraire dependent notion).

In this more general situation, we define a formal correspondence between
triplets of processes (II, M, K) and (7, m, k) by setting

Ty = ﬁth, dmt = ﬁt th y dkt = ﬁt th with moy = 0 and k() =0 (68)

where 3 now refers to the discount factor relatively to an arbitrary numeraire.
Note that the pricing BSDE (15) (with 3 therein as mentioned above) to be
solved in (IT, M, K), is equivalent to the following BSDE with data (c, x, ¢, h) :=
(BC, Bré&, BL, BU), to be solved in (7, m, k) (cf. (18)):

me=x+cr—c+kr—ke—(mp—my), te€l0,T]
b <m <hy tel0,T] (69)

I (= ) dif = [ (hu — ) dky =0,

which is but (15) with input data r, C, £, L, U defined as 0, ¢, x, £, h.

The conclusions of Propositions 2 and 3 are still valid in this context, provided
“a solution (IT, M, K') to (15)” therein is understood as the process (II, M, K) de-
fined via (68) in terms of a solution (7, m, k) to (69).

The Markovian case now corresponds to the situation where (cf. (27)):

Ct = C(taXt)a X = X(XT)7 ‘gt = ‘g(tht)a ht = h(taXt) (70)

for a suitable R?-valued (F,P)-Markov factor process X. In the generic jump-
diffusion model X defined by (28) under a valuation measure P corresponding to
the numeraire under consideration, with generator G given by (36), and for & given
by (54), the cascade of two PDEs to be solved in the no-protection and protection
pricing functions u, u formally related to the BSDE (69) writes:

uw(T,z) = x(z), x € RY

min (max (Gu+ ¢, £ —u),h—u) =00n[0,T) x R?

i =uon ([0,T] x RY) \ ([0,T) x O) 71
max (gﬂ—l-c,é—ﬂ) on [0,T) x O

We then have the following analog to Propositions 5 and 6.

Proposition 8. Under suitable conditions, the BSDE (69) admits a unique solution
(w,m, k), and the cascade of PDEs (71) admits a unique viscosity solution (u, ).
The connection between (w, m, k) and (u, @) writes, fort € [0,T]:

Ty = V(tht)

where v is to be understood as u fort > & and u fort < &.
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Moreover, in case the pricing functions u, @ are sufficiently regular for an It6 for-
mula to be applicable, one has further, for ¢ € [0, 77,

dmt = VVO'(t, Xt)th + 5V(t, Xt,)dNt.

Let us further assume that the primary risky price process P satisfies likewise p =
BP = v(t, X;) for a function v such that

d(B:P,) = Vo (t, X;)dW; + v(t, X;_)dN;. (72)

One then has the following analog to Proposition 7.

Proposition 9. 1y = Bov(t, Xo) (with By = 1, in our set-up) is the minimal initial
wealth of a super-hedge with P — local martingale cost process. Moreover the cost
process p = p(C) and the tracking error process e = e(() in (21)~(23) may be
rewritten as, respectively (with pg = 0):

dp; = (Vuo(t, X,) — GVual(t, Xt))th + (6u(t, Xo) — Gou(t, Xo)) dN,
(73)

t t t t
@tet:m—/ cudu +/ <ud(5u13u)—7rt:/ dku—/ Budpy . (74)
0 0 0 0

It is thus possible to hedge completely the market risk represented by W by
setting, provided Vvo is left-invertible,

¢ = Vvo (Vo)7L (t, Xy) (75)

In the simplest case where ¢ = d and Vv and o are invertible this formula further
reduces to

G = Vu(Vo) Tl (t, Xy) (76)

Alternatively, it is possible to hedge completely the jump risk IV by setting, provided
dv(t, X¢—) is left-invertible (assuming a jump measure with finite support, here),

Ct = 6V(6’l})_1(t7Xt_) (77)

Still another possibility is to use the strategy (*® which minimizes the risk-neutral
variance of the error, and which is given by

d<m,p>; (v,v)
d<p>;  (v,v)

va __
;=

(t, X ). (78)
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4.2 Defaultable Derivatives

To illustrate further the flexibility of the above martingale modeling approach
to pricing and hedging problems in finance, we now consider an extension of
the previous developments to defaultable derivatives. This class of assets, in-
cluding convertible bonds in particular (see Definition 7), plays an important
role in the sphere of equity-to-credit/credit-to-equity capital structure arbitrage
strategies.

Back to risk-neutral modeling with respect to a numeraire B given as a sav-
ings account and for a riskless discount factor 3 = B~! as of (1), we thus now
consider defaultable derivatives with terminal payoffs of the form 17 .gp(ST)
(or 1,.6¢(S,) upon exercise at a stopping time v, in case of American or game
claims), where 6 represents the default-time of a reference entity. We shall follow
the reduced-form intensity approach originally introduced by Lando [73] or Jarrow
and Turnbull [65], subsequently generalized in many ways in the credit risk liter-
ature (see for instance Bielecki and Rutkowski [14]), and extended in particular to
American and game claims in Bielecki et al. [18-20, 23], on which the material of
this section is based.

We shall give hardly no proofs in this section, referring the interested reader to
[18-20,23].

The main message here is that defaultable claims can be handled in essentially the
same way as default-free claims, provided the default-free discount factor process
0 is replaced by a credit-risk adjusted discount factor «, and a fictitious dividend
continuously paid at rate -y, the so-called default intensity, is introduced to account
for recovery on the claim upon default.

Incidentally note that the “original default-free” discount factor 3 can itself be
regarded as a default probability, at the killing rate r in (1).

4.2.1 Cash Flows

Given a [0, T] U {4o00}-valued stopping time 6 representing the default time of a
reference entity (firm), let us set

Ly =1g<py, i=1-1.

We shall directly consider the case of defaultable game options with call pro-
tection . For reasons analogous to those developed above, these encompass as a
special case defaultable American options (case & = T'), themselves including de-
faultable European options.

In few words, a defaultable game option is a game option in the sense of
Definition 2(iii), with all cash flows killed at the default time 6.

Given a call protection & € 7 and a pricing time ¢ € [0,7], let v stand for
o AT A, forany (o,7) € Ty x Ty.
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Definition 6. A defaultable game option is a game option with the ex-dividend
cumulative discounted cash flows (ymt(o,7), where the F,-measurable random
variable (o, 7) is given by the formula, for any pricing time ¢ € [0, 7], holder
call time o € 7; and issuer put time 7 € 7y,

Bt (o, T)
= / ﬁu dDy + /8UJV (]l{l/:T<T}LT + ]l{l/<T}UO' + ]l{l/:T}é-)? (79)
t

where:
e The dividend process D = (D;)c(o,1] equals

D, = / JuCudu + Ry dI,,
[0,4

for some coupon rate process C = (Cy)iejo,1], and some predictable locally
bounded recovery process R = (Rt)ic(o,1);

e The put payment L = (L¢)yc(o,7) and the call payment U = (Ut )4 (o,7) are cadlag
processes, and the payment at maturity £ is a random variable such that

L<Uon[0,T], Ly < ¢ < Ur.

We further assume that R, L and £ are bounded from below, so that the cumula-
tive discounted payoff is bounded from below. Specifically, there exists a constant ¢
such that

BudDy + Bii(Lpery L+ Lpey€) 2 =, t€[0,T].  (80)
[0,¢]

Remark 14. One can also cope with the case of discrete coupons (see [18-20, 23]
and Sect. 14 in Part IV).

Convertible Bonds

The standing example of a defaultable game option is a (defaultable) convertible
bond. Convertible bonds have two important and distinguishing features:
e Early put and call clauses at the holder’s and issuer’s convenience, respectively;
o Defaultability, since they are corporate bonds, and one of the main vehicles of the
so called equity to credit and credit to equity strategies.

To describe the covenants of a convertible bond, we need to introduce some ad-
ditional notation:

N: the nominal,
S’ the price process of the asset underlying the bond,
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R: the recovery rate process on the bond upon default of the issuer,

7: the loss given default on the underlying asset,

x : the bond’s conversion factor,

P, C: the put and call nominal payments, with by assumption P < N < C.

Definition 7. A convertible bond is a defaultable game option with coupon rate
process C, recovery process R and payoffs L, U, £ such that

R® = (1—n)kS;_ V Ry, € = NV xSy (81)
L = PV kS, U = CV kS, (82)

See [18] for a more detailed description of covenants of convertible bonds, with
further important real-life features like discrete coupons or call protection.

4.2.2 Reduction of Filtration in the Hazard Intensity Set-Up

An application of Proposition 1 yields (see Bielecki et al. [23]),

Proposition 10. Assume that a semimartingale 11 is the value of the Dynkin game
related to a defaultable game option under some risk-neutral measure P on the
primary market, that is, fort € [0,T):

esssup,. .. essinf, 7 Ep (7' (0, 7) | F¢) = II;

= essinf, c g esssup, o Ep (7' (0, 7) | 7). (83)

Then II is an arbitrage price process for the defaultable game option. Moreover, a
converse to this result holds under a suitable integrability assumption.

We work henceforth under a given risk-neutral measure P € M, with P-
expectation denoted by E.

In view of applying the so-called reduced-form approach in single-name credit
risk (see, e.g., [14]), we assume further that F = H Vv [, where the filtration H is
generated by the default indicator process Iy = 1(9<;y and F is some reference
filtration. Moreover, we assume that the optional projection of J, defined by, for
t€0,T7,

OJt :P(H >t|.Ft) =: Qt

(the so-called Azema’s supermartingale), is a positive, continuous and non-
increasing process.

Note 5. (i) If Q is continuous, @ is a totally inaccessible F — stopping time (see, e.g.,
Dellacherie and Meyer [43]). Moreover, 6 avoids F — stopping times, in the sense
that P(6 = 7) = 0, for any F — stopping time 7 (see Coculescu et al. [33]).

(ii) Assuming @ continuous, the further assumption that () has a finite variation in
fact implies that () is non-increasing. This further assumption lies somewhere be-
tween assuming further the (stronger) (), or immersion, Hypothesis, and assuming
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further that 6 is an F- — pseudo-stopping time. Recall that the (H) Hypothesis means
that all F-local martingales are IF — local martingales, whereas ¢ being an F -
pseudo-stopping time means that all F — local martingales stopped at 0 are F —
local martingales (see Nikeghbali and Yor [77]).

We assume for simplicity of presentation in this article that ) is time-
differentiable, and we define the default hazard intensity vy, the credit-risk adjusted
interest rate i and the credit-risk adjusted discount factor a by, respectively;

dln Qt
dt

t t
Ve == s e =T, ap = f GXP(—/ Yudu) = exp(—/ Hudu)
0 0

Under the previous assumptions, the compensated jump-to-default process H; =

— fg Juyudu, t € [0,T], is an F-martingale. Also note that the process « is
time-differentiable and bounded, like (3.

The quantities 7 and IT introduced in the next lemma are called the pre-default
values of T and II, respectively.

Lemma 1 (see, e.g., Bielecki et al. [23]). (i) For any F-adapted, resp. F-predictable
process II over [0, T|, there exists an unique F-adapted, resp. F-predictable process
II over [0,T] such that JII = JII, resp. J._IT = J._II over [0,T].

(ii) For any T € T, there exists a [0, T|-valued F - stopping time T such that
TANO=TANO.

In view of the structure of the payoffs 7 in (79), we thus may assume without
loss of generality that the data C, R, L, U, &, the call protection & and the stopping
policies o, 7 are defined relatively to the filtration I, rather than F above. More
precisely, we assume in the sequel that C,L,U are F— adapted, ¢ € .7:T, R is
F-predictable and 6, 0,7 are F — stopping times. For any t € [0,T], T (or T, in
case t = 0) henceforth denotes the set of [t, T|-valued F- (rather than F — before)
stopping times; v denotes o \ T (rather than o A T A 6 before), for any t € [0,T)
and o, € 1.

The next lemma, which is rather standard if not for the presence of the stopping
policies o and 7 therein, shows that the computation of conditional expectations of
cash flows 7' (o, 7) with respect to Fy, can then be reduced to the computation of
conditional expectations of F-equivalent cash flows 7t (o, T) with respect to Fe.

Lemma 2 (see Bielecki et al. [23]). For any stopping times (o,7) € T; x Ty,
one has,

E(Wt(o, T) | .7:,5) = J; IE(TTt(U, T) | j-:t),
where Tt (o, T) is given by, withv = T A o,

Oét%t(a, T) = / oy frudu + oy, (]l{l/:T<T}LT + 1y Us + ]l{l,:T}g) (84)
t

in which we set f = C +vR.
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As a corollary to the previous results, we have,

Proposition 11 (see Bielecki et al. [23]). If an F-semimartingule II solves the
F — Dynkin game with payoff 7, in the sense that, for any t € [0,T],

esssup, 7 essinf,e7. E(7 (0, 7) | F) = II

= essinf, ¢z esssup, 7 E(7(0,7)| j-:t) )

then IT := JII is an F-semimartingale solving the F — Dynkin game with payoff .

Hence, by Proposition 10, IT is an arbitrage price for the option, with pre-default
price process I1. A converse to this result may be established under a suitable inte-
grability assumption.

We thus effectively moved our considerations from the original market subject to
the default risk, in which cash flows are discounted according to the discount factor
0, to the fictitious default-free market, in which cash flows are discounted according
to the credit risk adjusted discount factor a.

4.2.3 Backward Stochastic Differential Equations Pre-Default Modeling

The next step consists in modeling IT as the state-process of a solution (1~7 , M , K ),
assumed to exist, to the following doubly reflected BSDE with data o, f = C +
YR, &, L, U = 1. 5300+ 1{.55,U (cf. Definition 4 for the definition of a solution
to (85)):

adl; = aré + [ ay (fudu+ dK, —dM,) , t € [0,T],
Lt<1~7t<f]t, telo,T],
S, = Ly dKf = [ (0, — T,)dK; = 0. (85)

Hence, by Proposition 2, the ﬁ-semimartingale ﬁ solves the ﬁ-Dynkin game
with payoff 7. Thus, by Proposition 11, IT := JII is an arbitrage price for the
option, with related pre-default price process I1.

Let us set further, for ¢ € [0, T (cf. (17)),

Iy =1yeqy Iy, Billy = BT + | BudD, (86)
[0,]

where we recall that D; = f[o.t] JuCydu + R, dI,,. We define M by My = 0 and,
fort € [0,T7,

t
mM@=@m+/ﬁum&, 87)
[0,¢] 0
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The following lemma is key in this section. It allows one in particular to interpret
(87) as the canonical decomposition of the [F — special semimartingale 311. In par-
ticular M is but the canonical I — local martingale component of f[o,] By td(BII})
(cf. Remark 3).

Lemma 3. The process M defined by (87) is an F — local martingale stopped at 6.

Proof. One has by (85), for every t € [0, T,

t t t
/ oy dM,, = oIl — Iy + / o, dK, + / vy (Cy + YuRy)du
0 0 0

So by standard computations (cf. Lemma 2), forany 0 <t < u < T,

85t [ b,

Ft) = JtE(O[;l/ Oy dM'u
t

ft):o.

Let
o* =inf{ue5,T]; I, >U,} AT. (88)

For any primary strategy ¢, let the F — local martingale p({) = p be given by
po = 0and

dpy = dMy — ¢ B d(B: Py). (89)

Proposition 12 can be seen as an extension of Proposition 3 to the defaultable
case, in which two filtrations are involved. Note that our assumptions here are made
relatively to the filtration I, the one with respect to which the BSDE (85) is defined,
whereas conclusions are drawn relative to the filtration F.

Proposition 12 (see Bielecki et al. [20, 23]). (i) For any hedging strategy (,
(I1y, ¢, 0%), is an hedge with (F,P) — local martingale cost p;

(ii) 1y is the minimal initial wealth of an hedge with (F,P) — local martingale cost;
(iii) In the special case of an European derivative with K = 0, then (I1y, () is a
replicating strategy with (F,P) — local martingale cost p. Iy is thus also the mini-

mal initial wealth of a replicating strategy with (F,P) — local martingale cost.

Analysis of Hedging Strategies

LetH, =1, — fot Juyudu stand for the compensated jump-to-default F-martingale.
Our analysis of hedging strategies will rely on the following lemma, which yields
the dynamics of the price process /I of a game option or, more precisely, of the
F - local martingale component M of process f[o,-] By td(BT,).
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Lemma 4. The F — local martingale M defined in (87) satisfies, fort € [0,T A 0):
dM, = dM, + All, dH, (90)
with Aﬁt = R; — ﬁt_.

Sketch of Proof. (see Bielecki et al. [23] for the detail). This follows by computa-
tions similar to those of the proof of Kusuoka’s Theorem 2.3 in [72] (where the (H)
hypothesis and a more specific Brownian reference filtration F=F" are assumed),
using in particular the avoidance property recalled at Note 5(i), according to which
P(# = ) = 0 for any F — stopping time 7. a

In analogy with the structure of the payoffs of a defaultable derivative, we assume
henceforth that the dividend vector-process D of the primary market price process
P is given as

D, = / Ju Cydu + Ry dH,,
[0,¢]

for suitable coupon rate and recovery processes C and R. We also assume that
P = JP, without loss of generality with respect to the application of hedging a
defaultable derivative (in particular any value of the primary market at 6 is em-
bedded in the recovery part of the dividend process D for P). We further define,
along with the cumulative price P as usual, the pre-default cumulative price, by, for
te[0,T]:

t
P, :Pt—i-oz;l/ Qy Gudu
0

where we set g = C + 7R. The following decomposition is the analog, relatively to
the primary market, of (90) for the game option.
Lemma 5 (see Bielecki et al. [20]). Process P is an F - local martingale and one
has, fort € [0,T A 6):

ﬂt_ld(ﬂtﬁt) = Oét_ld(O[tpt) —|— Aﬁt dHt (91)

with Aﬁt = Rt —ﬁt,.

Plugging (91) and (90) into (89), one gets the following decomposition of the
hedging cost p of the strategy (11, ¢, o).

Proposition 13. Under the previous assumptions, for any primary strategy (, the

related cost p = p(C) in Proposition 12 satisfies, for everyt € [0,T A 0],

dpt = th — Ct ﬂgld(ﬂtﬁt) = |:th — Ct Oé;ld(OétPt):| —+ |:Aﬁt — CtAﬁt:| dHt
92)
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4.2.4 Pre-Default Markovian Set-Up

We now assume that the pre-default pricing BSDE (85) is Markovian, in the sense
that the pre-default input data pn = 7 + v, f = C +vR, §, L, U of (85) are given
as Borel-measurable functions of an (F, P)-Markov factor process X, so

e = p(t, Xe), fo=f(t,Xs), =& X), Li = L(t, X)), Uy = U(t, Xy).

We assume more specifically that the pre-default factor process X is defined by (28)
with respect to F = FW-V | with related generator G, and that & is defined by (54).

One can then introduce the pre-default pricing PDE cascade formally related to
the pre-default pricing BSDE (85), to be solved in the pair (u, @) of the pre-default
no protection pricing function u and of the pre-default protection pricing function
u, namely (cf. (51), (55) or (71) above; see also [20]):

u(T,x) =&(x), x € RY

min (max (Gu + f — pu, L —u),U —u) =00n [0,T) x RY
u=won ([0,7] x R?)\ ([0,T) x O)

max (ga—f—f—uu,L—ﬂ> on [0,T) x O

93)

One then has as before, by application of the results of Parts IT and III,

Proposition 14. The variational inequality cascade (93) is well-posed in the sense
of viscosity solutions under mild conditions, and its solution (u, @) is related to the

solution (I, M, K) of (85) as follows, fort € [0,T):
II = v(t, Xy) (94)

where v is to be understood as u fort > o and u fort < o.

Moreover, in case the pricing functions u and « are sufficiently regular for an It6
formula to be applicable, one has further, for ¢ € [0, T],

dM, = Vvo(t, X, )dW; + dv(t, X,_)dN. (95)
Accordingly, the first line of (85) takes the following form:

—dv(t, X;) = (f — pv)(t, Xy)dt + dK; — Vvo(t, X,)dB, — 6v(t, X, )dN;.
(96)

Let us assume the same structure (without the barriers) on the primary mar-
ket price process P, thus P, = wv(t, X;), where, setting g(t,z) = C(t,2) +
~(t, 2)R(t, 2),

—dv(t, Xy) = (g — pv)(t, X¢)dt — Voo (t, Xy )dBy — dv(t, X~ )dNy.  (97)
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Exploiting (96) and (97) in (92), one gets, letting for notational convenience
R = R(t,X:-), Rt = R(¢, X¢—),

Proposition 15. Fort € [0,T A 6],

dp; = [(Vua(t,Xt),éu(t,Xt_),Au(t,Xt_))

—g(vua(t,xt),5v(t,Xt_),Av(t,Xt_))}d N, | 98

where we set Av(t,x) = (R — v)(t,x), Av(t,z) = (R — v)(t, z).

As in Sect. 3.5 (see also Bielecki et al. [19]), this decomposition of the hedging
cost p can then be used for devising practical hedging schemes of a defaultable
game option, like super-hedging (p = 0), hedging only the market (spread) risk B,
hedging only the default risk H, or min-variance hedging.

Note 6. (i) Under more specific assumptions on the structure of the jump component
of the model, the cascade of PDEs (93) can assume various forms, like, for instance,
being reducible to a cascade of systems of ODEs, cf. Remark 12 and Part III.

(ii) Analogous developments regarding defaultable derivatives can also be made
relatively to a more general numeraire, cf. Sect. 4.1.

4.3 Intermittent Call Protection

We now want to consider callable products with more general, hence potentially
more realistic forms of intermittent call protection, namely call protection whenever
a certain condition is satisfied, rather than more specifically call protection before
a stopping time earlier in this part. This leads us to introduce financial derivatives
with an effective call payoff process U of the following form:

Ut = QtCOO—f—QtUt, (99)

for given cadlag event-processes* (2;, 2 = 1 — (2,. The interpretation of (99) is
that call is possible whenever {2; = 1, otherwise call protection is in force. Note
that (16) corresponds to the special case where {2, = 1455y in (99).

The identification between the arbitrage, or infimal super-hedging, P-price pro-
cess of a game option with intermittent call protection, and the state-process II of
a solution (11, M, K), assumed to exist, to the BSDE (15) with U given by (99)
therein, can be established by a straightforward adaptation of the arguments devel-
oped in Sect. 2 (See also Remark 29 in Part IV).

4 Boolean-valued processes.
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In the Markovian jump-diffusion model X defined by (28), and assuming
02, = 02(t, Xy, Ny) (100)

for a suitably extended finite-dimensional Markovian factor process (X, V) and a
related Boolean function 2 of (¢, X, N), it is expected that one should then have
IT; = u(t, X+, N¢) on [0, T for a suitable pricing function u.

Under suitable technical conditions (including U being given as a Lipschitz
function of (¢, x)), this is precisely what comes out from the results of Sect. 16,
in case of a call protection discretely monitored at the dates of a finite time grid
T={To,T1...,Tm}

As standing examples of such discretely monitored call protections, one can
mention the following clauses, which are commonly found in convertible bonds
contracts on an underlying stock S.

Let S; be given by X/, the first component of our factor process X;.

Example 2. Given a constant trigger level S and a constant integer 2:

(i) Call possible whenever Sy > S at the last ¢ monitoring times 7;s, Call protection
otherwise,

Or more generally, given a further integer 7 > 1,

(ii) Call possible whenever Sy > S on at least 2 of the last 7 monitoring times 77s,
Call protection otherwise.

Let S = x; denote the first component of the mute vector-variable x, and let
u(T;—, z) be a notation for the formal limit, given a function u = u(t, ),

lim u(t, y). (101)
(t,y)—(Ty,z) wWith t<T;

One thus has by application of the results of Sect.16 (cf. in particular
(265)—(266)),

Proposition 16. In the situation of Example 2(i), the BSDE (15) with U given
by (99) admits a unique solution (II, M, K), and one has II; = u(t, X, Ny) on
[0, T, for a pricing function u = u(t, x, k) = ug(t,x) with k € N,, and where Ny
represents the number of consecutive monitoring dates Tys with S, > S from time t
backwards, capped at 1. The restrictions of the uys to every set [T;_1 T}) X [0, +00)
are continuous, and uy,(T;—, x) as formally defined by (101) exists for every k € N,
I > 1 and x in the hyperplane {S # S} of RY. Moreover u solves the following
cascade of variational inequalities:

Forl decreasing from m to 1,
o Att =T, fork e N,,

u (T— CE)_ Uk+1(Tl7:c),oruk(il’l7:c) l.fk:ly On{S>§}XRQ71
AN uo(T1, ), or min(uo(Ty, ), U(Ty,x)) if k=1, on{S < S} xRI™ Y
(102)

Oy, in case l = m, ui(T;—,x) = £(z) on RY,
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e On the time interval [T;—1,T}),

max (Gug +C —rug, L—ug) =0, k=0...2—1
min (max (Gu, + C —ru,, L —u,),U —u,) =0.

In the situation of Example 2(ii), the BSDE (15) with U given by (99) ad-
mits a unique solution (I1, M, K), and one has II; = u(t, Xy, Ny) on [0,T], for a
suitable pricing function v = u(t, S, k) = ux(t,S) with k € {0,1}?, and where
N represents the vector of the indicator functions of the events Sy, > S at the
last y monitoring dates preceding time t. The restrictions of the uys to every set
[T1—1T1) x [0,+00) are continuous, and the limit uy(T;—, x) as defined by (101)
exists for every k € {0,1}7, 1 > 1 and x in the hyperplane {S # S} of RY. More-
over u solves the following cascade of variational inequalities, with

|k|: Z k]v k+:k+(k7z):(15’25’7/{:17~-~7k]71):

1<5<y

For | decreasing from m to I, -
o Att =T, fork € {0,1},0on {S # S},

min(uy, (T,,x),U(T,,x)), if |k| > vand |ky| <,

103
u, (T,,x), else (103)

up(T,—, ) = {

Oy, in case l = m, ui(T;—,x) = £(z) on RY,
e On the time interval [T;_1,T}), for k € {0,1}7,

max (Guy +C —rug, L —u,) =0, k| <2
min (max (Gu, + C —ru,, L —u,),U —u,) =0, k| > (104)

Note 7. (i) Existence of the limits ux(T;—, x) in (102) or (103) for x in the hyper-
plane {S # S} of R? follows in view of Remark 34.

(ii) Note that the system (103)—(104) is a cascade of 27 equations, which precludes
the practical use of deterministic schemes for solving it numerically as soon as
is greater than a few units. Simulation methods on the opposite can be a fruitful
alternative (see [31,39]).

Moreover, in case the pricing functions us are sufficiently regular for an Itd
formula to be applicable, one has further, for ¢ € [0, T7,

th = Vu(t, Xt, Nt)O'(t, Xt)th + 5U(t, Xt,, Ntf)dNt.
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Part I1
Main BSDE Results

As opposed to Part I which was mainly focused on the financial interpretation and
use of the results, Parts II-IV will be mainly mathematical.

In this part (see Sect. 1 for a detailed outline), we construct a rather generic
Markovian model (jump-diffusion with regimes) X which gives a precise and rigor-
ous mathematical content to the factor process X underlying a financial derivative
in Part I, informally defined by (28) therein.

Using the general results of Crépey and Matoussi [38], we then show that
related Markovian reflected and doubly reflected BSDEs, covering the ones con-
sidered in Part I (see Definition 9, Note 8(v) and Definition 11), are well-posed,
in the sense that they have unique solutions, which depend continuously on their
input data.

This part can thus be seen as a justification of the fact that we were legitimate in
assuming well-posedness of the Markovian BSDEs that arose from the derivatives
pricing problems considered in Part I.

5 General Set-Up

We first recall the general set-up of [38]. Let us thus be given a finite time horizon
T > 0, a probability space (2, F, P) and a filtration F = ()0, 1) With Fr = F.
By default henceforth one considers the right-continuous and completed versions of
all filtrations, a random variable has to be F-measurable, and a process is defined
on the time interval [0, 7] and F-adapted. All semimartingales are assumed to be
cadlag, without restriction.

Let B = (B¢)c[o,1] be a d-dimensional Brownian motion. Given an auxiliary
measured “mark space” (E, Bg, p), where p is a non-negative o-finite measure on
(E,Bg), let p = (u(dt, de))icio,1),ec £ be an integer valued random measure on
([0,T) x E,B([0,T])® Bg) (see Jacod and Shiryaev [62, Definition I1.1.13, p. 68]).
Denoting by P the predictable sigma-field on 2 x [0, T'], we assume that the com-
pensator of y is defined by dt®(p(de) := (i (w, e)p(de)dt, for a P®Bg-measurable
non-negative bounded random intensity function . We refer the reader to the litera-
ture [13, 62] regarding the definition of the integral process of P ® Bg-measurable
integrands with respect to random measures such as u(dt, de) or its compensated
form i(dt, de) = u(dt, de) — (i (w, e)p(de)dt. By default, all (in)equalities between
random quantities are to be understood dIP — almost surely, dP ® dt — almost every-
where or dP ® dt ® (p(de) — almost everywhere, as suitable in the situation at hand.
For simplicity we omit all dependences in w of any process or random function in
the notation.

We denote by:

e |X|, the (d-dimensional) Euclidean norm of a vector or row vector X in R¢ or
Rl@d;
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e | M|, the supremum of | M X | over the unit ball of R?, for M in R9®;

e M, = M(E,Bg, p;R), the set of measurable functions from (E, Bg, p) to R
endowed with the topology of convergence in measure, and for v € M, and t €
[0,T]:

- /Ev<e>2<t<e>p<de>ﬁ € Ry U {+oo}; (105)

e 3(0), the Borel sigma-field on O, for any topological space O.

Let us now introduce some Banach (or Hilbert, in case of £2, Hﬁ or Hz) spaces
of random variables or processes, where p denotes here and henceforth a real num-
ber in [2, 00):

e [P the space of real valued (Fp-measurable) random variables £ such that

1€l co = (EM)% < +o0;

oS! (or 8P, in case d = 1), the space of R?-valued cadlag processes X such that

1

1Xllsg == (E[ts[gpﬂ X)) < ooy
€10,

e HY (or HP, in case d = 1), the space of R!'®?_valued predictable processes Z
such that

1

17 = (=] [ 122 ] ") < o

e H7,, the space of P ® Bp-measurable functions V' : 2x[0,T]x £ — R such that

Wi = ([ ' [ mratpa] ) < oo,

so in particular (cf. (105))

1

Vi = (E [/OT Vifzae] )

o A2, the space of finite variation continuous processes K with continuous Jordan
components K+ € S2, where by the Jordan decomposition of K € A?, we mean
the unique decomposition K = K™ — K~ of K as the difference of two non-
decreasing processes K * null at 0 and defining mutually singular random measures
on [0, T];

e A2, the space of non-decreasing processes in A2.

Remark 15. By a slight abuse of notation we shall also write || X | for

(E[/OTXEdt} 1

essarily predictable) real-valued processes X.

[NIiS)

)p in the case of merely progressively measurable (not nec-
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For the reader’s convenience we recall the following well known facts which will
be used implicitly throughout (Regarding (ii) see e.g., Bouchard and Elie [26]).

Proposition 17. (i) The processes / ZydB; and/ / Vi(e)u(dt, de) are mar-
0 0o JE

tingales, for any Z € HY, and V € HE;
(ii) Assuming that the jump measure p is finite, then there exist positive constants c,,
and C), depending only on p, p(E), T and a bound on (, such that:

eVl < | / [ Vi@t dellsy < CylIVIng (106)

Jorany Ve HE. O

5.1 General Reflected and Doubly Reflected BSDEs

Let us now be given a terminal condition &, and a driver coefficient g : 2 x [0,T] x
R x R'*®% x M, — R, such that:

(H.0) ¢ € £

(H.1.i) ¢.(y, 2, v) is a progressively measurable process, and ||g.(y, z, v)||#2z < 00,
foranyy € R, z € R1®4 ¢y € M,;

(H.1.ii) g is uniformly A - Lipschitz continuous with respect to (y, z,v), in the
sense that A is a constant such that for every ¢ € [0,7T],y,y" € R, 2,2/ €
R® 4 o' € M,, one has:

l9:(y, 2,0) — (W', 2 ) < Ally =y | + 12 = 2| + [o = V')
Remark 16. Given the Lipschitz continuity property (H.1.ii) of g, the requirement
that

g-(y, 2,v)||22 < oo forany y € R, z € R'®% v € M,

in (H.1.i) reduces of course to ||g.(0, 0, 0) |32 < 0.

We also introduce the barriers (or obstacles) L and U such that:
(H.2.i) L and U are cadlag processes in S?;
(H.2.ii) L; < U, t € [0,T) and Ly < £ < Uy, P-as.

Definition 8. (a) An (2,F,P), (B, u)-solution Y to the doubly reflected backward
stochastic differential equation (R2BSDE, for short) with data (g,&,L,U) is a
quadruple Y = (Y, Z,V, K), such that:
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(nYeS%ZeHiVeH?KeA%
(i) Y; =§+/ 9s(Yar 2o, Va)ds + K — K,

—/ ZsdBs / / i(ds,de) forany t € [0,7T], P-a.s.
t
(iii)) L; <Y; < U, foranyte [0,T], P-as.,

T
and/ (Y, — Ly)dK,; :/ (U —Y)dK,; =0, P-as.
0 0

(b) An (2,F,P), (B, u)-solution Y to the reflected BSDE (RBSDE, for short) with
data (g,¢, L) is a quadruple Y = (Y, Z, V, K) such that:

(DYGS%ZEH@VGH%KGA?
(ii)Yt:H/ 0s(Ya, Z0,Vo)ds + K — K,
t

—/ ZsdBs / / i(ds,de) forany t € [0,7T], P-as.
t
(iii) L; <Y; forany t € [0,T], P-ass.,

and/ (Y; — Ly)dK; =0, P-as.
0

(¢) When there is no barrier, we define likewise solutions to the BSDE with data

(9,€)-

5.1.1 Extensions with Stopping Times

Motivated by applications (cf. Part I), we now consider two variants of the
above problems involving a further [0,7]-valued stopping time 7. Note that
(1.<79,&, L.ary,Unr) satisfies (H.0), (H.1) and (H.2), like (g,£,L,U). One
can thus state the following

Definition 9. Assuming that £ is F.-measurable,

(i) A solution to the stopped R2BSDE with data (g,&,L,U,7) is a quadruple
(Y, Z,V, K) which solves the R2BSDE with data (1.<,g,&, L.a+, U.A~), and such
thatY =Y,, K=K,and Z =V =0on [r,T].

A solution to the stopped RBSDE with data (g, &, L, ) is a quadruple (Y, Z,V, K)
which solves the RBSDE with data (1.<;¢,&, L.a7), and such that Y = Y, K =
K;andZ =V =0on [r,T].

(ii) The RDBSDE with data (g,&, L, U, ) (where “D” stands for “delayed”) is the
generalization of an R2BSDE in which the upper barrier U is inactive before 7.
Formally, we replace U by

Up :=Lpperyoo + Lysn Uy (107)

in Definition 8(a)(iii), with the convention that 0 x +o0 = 0.



About the Pricing Equations in Finance 109

Note 8. (i) All these definitions admit obvious extensions to problems in which the
driving term contains a further finite variation process A (not necessarily absolutely
continuous).

(ii) In [38], reflected BSDEs stopped at a random time were introduced and pre-
sented as reflected BSDEs with random terminal time (only defined over the time
interval [0, 7]) as of Darling and Pardoux [41]. Such (possibly doubly) reflected
BSDEs stopped at a random time and the above stopped R(2)BSDEs are in fact
equivalent notions. We refer the reader to [38] for preliminary general results on
stopped RBSDEs and on RDBSDEs.

(iii) In the special case where 7 = 0, resp. 7 = T, then the RDBSDE with data
(9,&, L, U, ) reduces to the R2BSDE with data (g,&, L, U), resp. to the RBSDE
with data (g, &, L).

(iv) If (Y, Z,V, K) is a solution to the RDBSDE with data (g, &, L, U, 7), then the
process

(Y'AT’ ]l-STzv ]l.g-,—V, K-A‘r)

is a solution to the stopped RBSDE with data (g, Y.+, L, 7).

(v) It will come out from the results of this part (Theorem 2; see also [38]) that the
solution of an RDBSDE is essentially given as the solution of a stopped RBSDE
before 7, appropriately pasted at 7 with the solution of an R2ZBSDE after 7. So the
results of this part effectively reduce the study of RDBSDEs to those of RBSDEs
and R2BSDE:s. In Part I1I of this paper we shall not deal explicitly with RDBSDE:s.
Yet, given the results of this part, the results of Part III are applicable to RDBSDEzs,
giving a way to compute their solutions in two pieces, before and after 7 (cf. the
related cascades of two PDEs in Part I).

(vi) In Sect. 16 in Part IV we shall consider doubly reflected BSDEs with an in-
termittent upper barrier, or RIBSDEs, generalizing RDBSDEs to an effective upper
barrier U of the form (to be compared with (107))

Ut = .QtCOO+.QtUt, (108)

for a larger class of cadlag event-processes’® (2;, 28 = 1 — (2;.

5.1.2 Verification Principle

Originally, R2BSDEs have been developed in connection with Dynkin games, or op-
timal stopping game problems (see, e.g., Lepeltier and Maingueneau [75], Cvitani¢
and Karatzas [40]). Given a [0, T]-valued stopping time 6, let 7y (or simply 7,
in case § = 0) denote the set of [f, T]-valued stopping times. We thus have the

3 Boolean-valued processes.
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following Verification Principle, which was used in the proof of Proposition 2 in
Part I. We state it for an RDBSDE as of Definition 9(ii), which in view of Note
8(iii), covers RBSDEs and R2BSDE:s as special cases. Note that in the case of RB-
SDEs (special case where 7 = T') the related Dynkin game reduces to an optimal
stopping problem.

Proposition 18. IfY = (Y, Z,V, K) solves the RDBSDE with data (g9,&, L, U, 7),
then the state process Y is the conditional value process of the Dynkin game with
payoff functional given by, for any t € [0,T] and (p,0) € T, x T;:

pAO
J'(p,0) = / 9s(Ys, Zs, Vs)ds + Lol yrg—g<1) + Uplfpcgy + ELpro=1y-
t
More precisely, a saddle-point of the game at time t is given by:
pt:inf{se [tV 7,T]: Y, :US}/\T, 0, :inf{se [, 7] Y, :Ls}/\T.

So, forany t € [0,T):

E[J(pt,0)|Fe] < Yi =E[J (pt,00)|F] < E[T*(p,0:)|Ft] for any (p,0) € Tr x Ts.
(109)

Proof. Except for the presence of 7, the result is standard (see, e.g., Lepeltier and
Maingueneau [75]; or see also Bielecki et al. [23] for a proof of an analogous result
in a context of mathematical finance). We nevertheless give a self-contained proof
for the reader’s convenience. The result of course reduces to showing (109). Let us
first check that the right-hand side inequality in (109) is valid for any p € 7. Let 6
denote 6; A p. By definition of 6;, we see that K+ equals 0 on [¢, 6]. Since K~ is
non-decreasing, taking conditional expectations in the RDBSDE, and using also the
facts that Yy, < Lg, if 0, <T,Y, < U, if p < T (recall that p € 7, so that p > 7
and Up =U,), and Y7 = , we obtain:

(4
Vi <B( [ 0.0 2o Voyds + Yo 7))
t

9
< E(/ 9s(Ys, Zs, Vs)ds + (Lgp—g,<1y Lo, + Lip<o,yUp + Lip=1y€) ‘-7:9
¢

We conclude that Y; < E(J!(6;, p) } F;) for any p € 7T;. This completes the proof
of the right-hand side inequality in (109). The left-hand side inequality, which is in
fact standard since it does not involve 7, can be shown similarly. O
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Remark 17. For general well-posedness (in the sense of existence, uniqueness and a
priori estimates) and comparison results on the different variants of reflected BSDEs
(RBSDEs, R2BSDEs and RDBSDEs) above, we refer the reader to Crépey and
Matoussi [38]. We do not reproduce explicitly these results here, since we will state
in Sect. 16.2 extensions of these results to more general RIBSDEs (see Note 8(vi)).

5.2 General Forward SDE

To conclude this section we consider the (forward) stochastic differential equation
dX, = by(X,)ds + 55(X,) dBs + / 6s(Xs,€) Cs(e)fi(ds, de) ,  (110)
E

where b, (), 5s(z) and d,(z, ¢) are d-dimensional drift vector, dispersion matrix
and jump size vector random coefficients such that:
e by(x), 55(x) and 04(x, €) are Lipschitz continuous in # uniformly in s > 0 and
ec kE;
e b:(0),0,(0 )and§(O,e)areboundedinsZOandeeE.

The following proposition can be shown by standard applications of Burkholder’s
inequality used in conjunction with (106) and Gronwall’s lemma (see for instance
Fujiwara—Kunita [54, Lemma 2.1, p. 84] for analogous results with proofs).

Proposition 19. Assuming that the jump measure p is finite, then for any strong
solution X to the stochastic differential equation (110) with initial condition Xy €
Fo N LP the following bound and error estimates are available:

|\X||P <C IE[|X0|P+f0 |b |pds+f0 |55 (0)|Pds
+fy 10500, €)[P¢u(e) p(de) ds] (111)
IX = X'l < CoE[[Xo — Xgl7 + [ [b5(Xs) = B(Xo)Pds
+ i 154(Xs) = LX) Pds + [y [1106(Xs,e€)

—6,(Xs, €)[PC(e)p(de)ds] (112)

where, in (112), X' is the solution of a stochastic differential equation of the form
(110) with coefficients b' o, &' and initial condition X e Fon LP. o
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6 A Markovian Decoupled Forward Backward SDE

We now present a versatile Markovian specification of the general set-up of the
previous section. This model was already considered and used in applications in
[16, 20, 38], but the construction of the model has been deferred to the present
work.

6.1 Infinitesimal Generator

Given integers d and k, we define the following linear operator G acting on regular
functions u = u'(t, ) for (t,z,i) € € = [0,T] x RY x I with I = {1,...,k},
and where Vu (resp. Hu) denotes the row-gradient (resp. Hessian) of w(¢, x,7) =
u'(t, z) with respect to z:

Gu'(t,r) = Opu'(t,x) + %Tr[ai(t, T)YHu' (t, x)] + Vui(t, )b (t, x)

+/ (u'(t,x + 6 (t, 2, y)) — u'(t,z)) f(t, 2, y)m(dy)
R4

+Y_ nt () (u (tx) — it 2)) (113)

JeI

with
F@@:wmm—/awwywwmwmwy (114)
Rd

Assumption 2 In (113) and (114), m(dy) is a finite jump measure without atom
at the origin 04 of R%, and all the coefficients are Borel-measurable functions such
that:

e The a'(t,z) are d-dimensional covariance matrices, with a’(t,z) = o'(t,z)
oi(t,z)T, for some d-dimensional dispersion matrices o (¢, );

e The bi(t, z) are d-dimensional drift vector coefficients;

e The jump intensity functions f*(t, z,y) are bounded, and the jump size functions
§%(t, x,y) are bounded with respect to y at fixed (¢, x), locally uniformly in (¢, )°;
e The n™J(t,x); je; are regime switching intensities such that the functions
n®J(t, ) are non-negative and bounded for i # j, and n®*(¢,x) = 0.

Remark 18. We shall often find convenient to denote v(¢,x,4,...) rather than
vi(t,x,...) for a function v of (t,z,i,...), and n?(t,, i) rather than n*J (¢, x).
For instance, with X; = (X, N;) below, the notations f(t, X;,y) and n’(t, &;)

%In the sense that the bound with respect to y may be chosen uniformly as (¢, x) varies in a
compact set.
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will typically be used rather than ¢ (¢, X;, y) and n™Nt+J (¢, X;). Also note that a
function u on [0, 7] x R? x I is equivalently referred to in this paper as a system
u = (u');er of functions u’ = u’(¢, ) on [0, 7] x R?.

6.2 Model Dynamics

Definition 10. A model with generator G and initial condition (t,x, %) is a triple
(Q,Ft,Pt), (Bt,Xt, Vt), Xt — (Xt, Nt) )

where the superscript  stands in reference to an initial condition (¢, z,i) € £, such
that (£2, F*, P?) is a stochastic basis on [t, T, relatively to which the following pro-
cesses and random measures are defined:

(i) A d-dimensional standard Brownian motion B? starting at ¢, and integer-valued
random measures x* on [¢, 7] x R? and v* on [t, T] x I, such that x* and v* cannot
jump together at stopping times;

(ii)) An R? x I-valued process X* = (X*, N*) on [t, T] with initial condition (z, 7)
at t and such that for s € [t, T:

AN =327 (5 — Nio) dvi(j)
{ gel (115)
dXt =b(s, X)ds + o(s, XL) dBL + [pa 0(s, X!, y) X' (ds, dy) ,
and the P*-compensatrices ¢ and x* of v/ and x* are such that
dv(j) = dvi(j) — n’ (s, XL) ds
{ N (116)
Xt (ds,dy) = xt(ds,dy) — f(s, X!, y)m(dy)ds

with n/ (s, Xt) = nN;’j(s,Xﬁ), f(s, X y) = fN;(s,X;f,y).

Thus in particular v/ (5) counts the number of transitions of N* to state j between
times ¢ and s, and x*((0, s] x A) counts the number of jumps of X* with marky € A
between times ¢ and s, for every s € [t,T] and A € B(R?).

By an application of Jacod [61, Theorem 3.89, p. 109], the following variant of
the 1t6 formula then holds (cf. formula (35) in Part I).

Proposition 20. Given a model (£2,Ft,Pt), (B?, x!, vt), Xt = (X, Nt) with gen-

erator G, one has for any system u = (u');e; of functions u' = u'(t, ) of class
CY2on[0,T] x RY, fors € [t,T),

du(s, X!) = Gu(s, X!)ds + (Vuo)(s, X!)dBL.
+/ (u(s,X; +6(s, XL Jy), Nt ) — u(s,X;))f(ds,dy)
yeR

+D (W (s, XE) — uls, XL))dvL () (117)
jerl
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In particular (§2, F*, P*, X'") is a solution to the time-dependent local martingale
problem with generator G and initial condition (¢, x,¢) (see Ethier and Kurtz [48,
Sects. 7.A and 7.B]).

Note 9. (i) Of course, once the related semi-group and Markov properties will be
established (see in particular Proposition 26, 28 and 29 as well as Theorems 3
and 4), in applications one can restrict attention to a ‘“single” process X', cor-
responding in practice to the “true” initial condition (¢, z,%) of interest (cf. for
instance the last section of [38] in which some of the results of this part were an-
nounced without proof). In the context of pricing problems in finance this “true
initial condition of interest” corresponds to the current values of the underlyings
and to the values of the model parameters calibrated to the current market data, see
Part I.

Yet at the stage of deriving these results in the present paper, it is neces-

sary to consider families of processes X parameterized by their initial condition
(t,z,7) € £. We shall thus in effect be considering Markov families indexed by
(t,z,7) € €.
(ii) If we suppose that the coefficients b, o, and f do not depend on 4, then X is
a “standard” jump-diffusion. Alternatively, if n does not depend on x, then NV is
an inhomogeneous continuous-time Markov chain with finite state space I. In gen-
eral the above model defines a rather generic class of Markovian factor processes
X =(X,N), in the form of an N-modulated jump-diffusion component X and of
an X-modulated /-valued component N. The pure jump process N may be inter-
preted as defining the so-called regime of the coefficients b, o,  and f, whence the
name of jump-diffusion with regimes for this model.

For simplicity we do not consider the “infinite activity” case of an infinite jump
measure m. Note however that our approach could be extended to Lévy jump mea-
sures without major changes if wished (see in this respect Sect. 3.3.2 in Part I). Yet
this would be at the cost of a significantly heavier formalism, regarding in particu-
lar the viscosity solutions approach of Part III (see the seminal paper by Barles et
al. [9], complemented by Barles and Imbert [6]).

(iii) The general construction of such a model with mutual dependence between
N and X, is a non-trivial issue. It will be treated in detail in Sect. 7, resorting
to a suitable Markovian change of probability measure. It should be noted that
more specific sub-cases or related models were frequently considered in the liter-
ature. So (see also Sect. 6.6 for more comments about financial applications of this
model):

e Barles et al. [9] consider jumps in X without regimes N, for a Lévy jump mea-
sure m (cf. point (i) above);

e Pardoux et al. [79] consider a diffusion model with regimes, which corresponds
to the special case of our model in which f is equal to 0, and the regimes are driven
by a Poisson process (instead of a Markov chain in our case, cf. Sect. 7.1);

e Becherer and Schweizer consider in [10] a diffusion model with regimes which
corresponds to the special case of our model in which f is equal to 0.
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6.3 Mapping with the General Set-Up

The model Xt = (X*, N?) is thus a rather generic Markovian specification of the
general set-up of Sect. 5, with (note that the initial time is ¢ here instead of O therein;
superscripts * are therefore added below to the notation of Sect. 5 where need be):

e E (the “mark space”), the subset (R? x {0}) U ({0q} x I) of R4

e B, the sigma-field generated by B(R?) x {0} and {04} x Br on E, where
B(R?) and B; stand for the Borel sigma-field on R? and the sigma-field of all parts
of I, respectively;

e p(de) and (! (e) respectively given by, for any s € [t,T] and e = (y,j) € E:

_[mdy) i G=0 L [t XLy) i =0
pwd_{ Uity =0,0 ST Uiy iy =0

ey, the integer-valued random measure on ([t,T] x E,B([t,T]) ® Bg) counting
the jumps of X with mark y € A and the jumps of NV to state j between ¢ and s, for
any s >t, A€ B(R%) andj € I.

We denote for short:

(EaBE7p> = (Rd @IvB(Rd) ®Blvm(dy) @]l)u

and ' = x* @ v' on ([t,T] x E,B([t,T]) ® Bg). So the compensator of the
random measure £ is given by, for any s > t, A € B(R?),j € I, with A @ {j} :=

(4% {0}) U ({04} x {4}):

/ /A@{J}CT (de)dr _/ / fr dy)dr+/ts n?(r, X1) dr.

Note that 72, can be identified with the product space 7, x H7,, and that
M, = M(E,Bg, p;R) can be identified with the product space M(R?, B(R?),
m(dy); R) x R*. These identifications will be used freely in the sequel. Let ¥ denote
a generic pair (v, w) € M, = M(R?, B(R?), m(dy); R) x R*. We denote accord-
ingly, for s > ¢ (cf. (105)):

012 = Jpa v( sﬂ>(w+§w>wwﬂ> (118)

(with the slight abuse of notation that || implicitly depends on ¢, x, ¢ in (118)).

6.4 Cost Functionals

We denote by P, the class of functions u on & such that u’ is Borel-measurable
with polynomial growth of exponent ¢ > 0 in z, for any ¢ € I. Here by polynomial
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growth of exponent q in x we mean the existence of a constant C', which may depend
on u, such that for any (¢, z,7) € &:

[u'(t,2)| < C(1+ [=|?).

Let also P = UP, denote the class of functions u on & such that u’ is Borel-
measurable with polynomial growth in x forany 7 € 1.

Let us further be given a system C of real-valued continuous cost functions,
namely a running cost function g'(t, z,u, z,7) (Where (u, z,7) € RF x R1®4 x R),
a terminal cost function ®*(x), and lower and upper cost functions ¢*(t,z) and
hi(t, ), such that:

(M.O) & lies in Py ;

(M.1.i) The mapping (¢,z,i) — g¢'(t,z,u,z,7) lies in P,, for any (u,z,7) €
RF x R1®d » R:

(M.1.ii) g is uniformly A — Lipschitz continuous with respect to (u, z,7), in the
sense that A is a constant such that for every (¢, x,¢) € € and (u, z,7), (v, 2/, 7') €
RF x R1®4 x R:

|gi(t,x,u,z,r)—gi(t,x,u',z',r')| <SA(lu—d|+ |z =2+ |r=r']);

(M.1.iii) g is non-decreasing with respect to r;
(M.2.1) £ and h lie in Pg;
(M.2.ii) £ < h, (T, ") < & < h(T,").

Fixing an initial condition (¢,x,i) € & for X = (X,N), we define for
any (s,y,2,0) € [t,T] x R x R'® x M, with v = (v,w) € M, =
M(RY, B(RY), m(dy); R) x R*:

(s, XLy, 2,0) = g(s, XL, L, 2,7) = > wyn/ (s, XY) (119)

8% s
jel

(see Remark 18 regarding our notational conventions such as “g‘(t,z,...) =
g(t,z,i,...)"), where 7t = 7% (v) and u’ = @ (y, w) are defined by

= v(y)f(s,»c;,wm(dy),@zw‘—{ o a=Ne o (00)
Rd

Note 10. (i) The driver coefficient g = g(s, X!, y, z,v) only depends on the func-
tions v, w in ¥ = (v,w) through their integral (or summation, in case of the
“discrete function” w) with respect to the jump and regime switching intensities
f(s, XL y)m(dy) and n? (s, X?!). Indeed it is only under this structural assumption
on the driver coefficient that one is able to derive a comparison theorem for a BSDE
with jumps (see [38] or Sect. 16.2.3). As will be apparent in the proof of Theorem 11
in Part III, such a comparison theorem is key in establishing the connection between
a BSDE and the related PDE problem.
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(ii) The motivation to define g as g minus a regime switching related term in (119),
is to get a related PDE of the simplest possible form in Part III (variational inequality
problems (V2) and (V1) involving the operator G defined by (188) rather than the
“full generator” G of X).

(iii) In the financial interpretation, one can think of the mute variables y and w in
(119)—(120) as representing the price and the regime switching deltas (cf. (123),
(124) or (126), (127) in Definition 11 below). Consequently %' in (120) can be
interpreted as the vector of the prices corresponding to the different possible regimes
of the Markov chain component N, given the current time s and X!. As for the
mute variable z, it represents as usual the delta with respect to the continuous-space
variable x.

Given the previous ingredients and an F* — stopping time 7%, where the param-
eter ! stands in reference to an initial condition (¢,z,i) € & for X', we now define
the main decoupled forward backward stochastic differential equation (FBSDE, for
short) in this work, encapsulating all the SDEs and BSDEs of interest for us in
this article. Recall that g is defined by (119) and that ¥ denotes a generic pair
(v,w) € M.

Definition 11. (a) A solution to the Markovian decoupled forward backward
stochastic differential equation with data G, C and T is a parameterized family
of triples -

2' = (2,F,P), (B',x",v"), (X", V", "),
where the superscript ¢ stands in reference to the initial condition (t,x,i) € &, such
that:
(i) (2,F, P, (B, xt,vt), Xt = (Xt N?) is a model with generator G and initial
condition (¢, x,1);
(i) V' = (Y, 2" V"K', with V' = (VI W) € H2 = H2, x HZ,, is an
(02,F', P!, (B*, u*) — solution to the R2BSDE on [t, T'] with data

9(s, XLy, 2,0) , D(XL) | (s, XL), h(s, XL); (121)

(i) V' = (V1,20 V!, KY), with V' = (V8 W) € H2, = H2, x M2, is an

vty

(02,F1, P, (B*, u*) — solution to the stopped RBSDE on [t, T'] with data

g(S,X;,y,Z,E), Ytta E(S,X;), Tt (122)

T

where Yt is the state-process of V¢ in (ii).

(b) The solution is said to be Markovian, if:

(i) Y;! =: u'(t, z) defines as (¢, x, 1) varies in £, a continuous value function of class
P on &, and one has for every ¢ € [0, T], Pt-a.s.:

Yi=u(s, X, s€t,T) (123)
Forany j € I: Wi(j) = v/ (s, X!_) —u(s, X!), s € [t,T] (124)
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[ st vizLviac = [ [o¢ At ute. X0, 267

- Z n? (¢, XZ) (Uj (¢ Xf) — u(C, Xg))}

jerI

xd¢, s €[t,T) (125)

with in (125):

(G, XE) = (G X0 )jer 7= [ V(¢ AL gm(dy)
(cf. (120));

(i) Y;! =: vi(t,x) defines as (t,z,4) varies in £, a continuous value function of
class P on £, and one has for every ¢ € [0, 7], Pt-a.s.:

Yi=w(s, X, selt, 7] (126)

Foranyj € I: WI(j) =v/(s, X! ) —w(s, X! ) , se[t,7"] (127)
[ 9T 29 = [ ol XL ote. X0, 2t
t t

= 3G AN (0 (¢ XE) — oG X))

jerl

xd¢, s €[t (128)
with in (128):

oG XY = ¢ Xer = TV = [ V)G X pmd) (129

(cf. (120)).

Remark 19. The terminology Markovian solution in part (b) of these definitions
stands in reference to the fact that, as we will see in Part III, the Markovian consis-
tency conditions (123)—(125) or (126)—(128) are the keys in establishing the bridge
between the BSDE perspective and a PDE perspective, as well as in making the
connection with applications (see, e.g., (131)).

6.5 Markovian Verification Principle

The following proposition is a Markovian counterpart to the general verification
principle of Proposition 18 in Sect. 5.1.2.
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Proposition 21. If Zt = (02,F' PY), (B!, x!, '), (X4, V1, V), is a Markovian
solution to the Markovian decoupled forward backward stochastic differential equa-
tion with data G, C, T, with related value functions v and v, then:

(i) A saddle-point (py, 0;) of the Dynkin game related to Y is given by:

pr =inf{s € [t,T]; (s, X)) € E}NT , 6, =inf{s € [t,T]; (s, X)) € EL} AT,
with

E_={(t,x,i) €[0,T] x R x I'; u'(t,z) = h'(t,x)}

Ey ={(t,z,i) €[0,T] x RY x I'; ul(t,z) = 0i(t,x)};

(ii) An optimal stopping time 0, of the optimal stopping problem related to ' is
given by:

0, = inf{s € [t,7']; (5, X)) € ET} AT, (130)
with

EY = {(t,z,i) € [0,T] x R x I; vi(t,z) = i(t,x)}.

Proof. (i) This follows immediately from identity (123) and from the definition of
the barriers in (121), given the general verification principle of Proposition 18.
(ii) By (126) and the fact that ) is stopped at 7%, it comes,

Yi=uv(s ATt X!

K L), se[tT].

Using also the definition of the barrier in (122), 0; defined by (130) is hence an
optimal stopping time of the related optimal stopping problem, by application of the
general verification principle of Proposition 18 (special case 7 = T therein). a

6.6 Financial Application

Jump-diffusions, respectively continuous-time Markov chains, are the major ingre-
dients of most dynamic financial pricing models in the field of equity and interest-
rates derivatives, respectively credit portfolio derivatives. The above jump-diffusion
with regimes X = (X, N) can thus be fit to virtually any situation one may think
of in the context of pricing and hedging financial derivatives (see Sect. 3.3.3 in Part
I, where this model is represented, denoted by X, in the formalism of the abstract
jump-diffusion (28)).
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Let us give a few comments about more specific applications illustrating the fact

that the generality of the set-up of model X is indeed required in order to cover the
variety of situations encountered in financial modeling. So:
e In Bielecki et al. [20], this model is presented as a flexible risk-neutral pricing
model in finance, for equity and equity-to-credit (defaultable, cf. Sect. 4.2 in Part I)
derivatives. In this case the main component of the model, that is, the one in which
the payoffs of the product under consideration are expressed, is X, while IV repre-
sents implied pricing regimes which may be viewed as a simple form of stochastic
volatility. More standard, diffusive, forms of stochastic volatility, may be accounted
for in the diffusive component of X, whereas the jumps in X are motivated by the
empirical evidence of the short-term volatility smile on financial derivatives mar-
kets.

In the context of single-name credit derivatives, N may also represent the credit

rating of the reference obligor. So, in the area of structural arbitrage, credit—to—
equity models and/or equity—to—credit interactions are studied. For example, if one
of the factors is the price process of the equity issued by a credit name, and if credit
migration intensities depend on this factor, then one has an equity—to—credit type
interaction. On the other hand, if the credit rating of the obligor impacts the equity
dynamics, then we deal with a credit—to—equity type interaction. The model X can
nest both types of interactions.
e In Bielecki et al. [16], this model is used in the context of portfolio credit risk
for the valuation and hedging of basket credit derivatives. The main component in
the model is then the “Markov chain — like” component IV, representing a vector
of (implied) credit ratings of the reference obligors, which is modulated by the
“jump-diffusion — like” component X, representing the evolution of economic vari-
ables which impact the likelihood of credit rating migrations. Frailty and default
contagion are accounted for in the model by the coupled interaction between N
and X.

Now, in the case of risk-neutral pricing problems in finance (see Part I), the
driver coefficient function g is typically given as ci(¢, ) — p'(t, x)y, for dividend
and interest-rate related functions ¢ and g (or dividends and interest-rates ad-
Jjusted for credit spread in a more general context of defaultable contingent claims,
cf. Sect.4.2). Observe that in order for a Markovian solution Z? to the Markovian
FBSDE of Definition 11 to satisfy

[ a6 a2 vidc = [ (6,20 - 6. XY de s € )
t t
[ 36T 2LV = [ (el ) - ul¢ ROV de s € 7]
t t
for given functions ¢ and p on &, it suffices in view of identities (123)—(125) to set

gtz u,z,r) = (t,x) — p'(t, x)u’ + Zni’j(t,x)(uj —u').  (131)
JeI
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Note that g in (131) does not depend on z nor 7, so ¢*(t, z,u, z,7) = g'(t,z,u)
here. However, modeling the pricing problem under the historical probability (as
opposed to the risk-neutral probability in Part I) would lead to a (z, r)-dependent
driver coefficient function g.
Also, we tacitly assumed in Part I a perfect, frictionless financial market. Ac-
counting for market imperfections would lead to a nonlinear coefficient g.
Moreover, in the financial interpretation (see Part I):
e $(X1) corresponds to a terminal payoff that is paid by the issuer to the holder at
time 7' if the contract was not exercised before T';
o ((X!), resp. h(X!), corresponds to a lower, resp. upper payoff that is paid by the
issuer to the holder of the claim in the event of early termination of the contract at
the initiative of the holder, resp. issuer;
e The stopping time 7¢ (corresponding to & in Part 4.2) is interpreted as the time of
lifting of a call protection. This call protection prevents the issuer of the claim from
calling it back before time 7¢. For instance, one has 7t = T in the case of American
contingent claims, which may only be exercised at the convenience of the holder of
the claim.
The contingent claims under consideration are thus general game contingent
claims, covering American claims and European claims as special cases;
e X (alias X in Part I) corresponds to a vector of observable factors (cf. Sect. 3.1).
Recall finally from Sect. 4.2 that in a context of vulnerable claims (or defaultable
derivatives), it is enough, to account for credit-risk, to work with suitably recovery-
adjusted dividend-yields c and credit-spread adjusted interest-rates p in (131).

Remark 20. In Sect. 16 in Part IV (see also Sect.4.3 in Part I), we consider prod-
ucts with more general forms of intermittent call protection, namely call protection
whenever a certain condition is satisfied, rather than more specifically call protec-
tion before a stopping time.

7 Study of the Markovian Forward SDE

Sections 7-9, which culminate in Proposition 30 below, are devoted to finding ex-
plicit and general enough, even if admittedly technical and involved, conditions on
the data G, C and 7, under which existence of a Markovian solution

Zt = (2,F,P"), (B', X", "), (X, V", )"

to the related Markovian FBSDE can be established.

Our approach for constructing a Markovian model X = (X, N) with mutual
dependence between X and NV is to start in Sect. 7.1 from a model with independent
components. We shall then apply in Sect.7.2 a Markovian change of probabil-
ity measure in order to get a model with mutual dependence under the changed
measure.
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7.1 Homogeneous Case

In this section we consider a first set of data with coefficients n, f,b = , f,g and
the related generator G such that

Assumption 3 (i) f = 1, A% (¢, z) = A" > 0 forany i,j € I, and A"¢ = 0 for
any: € [;

(ii) ' (¢, 2), o (, x) and &' (t, z, ) are Lipschitz continuous in z uniformly in ¢, y, i;
(iiii) 0'(£,0), 0" (,0) and [y, 8°(¢,0,y)m(dy) are bounded in ¢, .

Let us be given a stochastic basis (§2,FF,P), with F = (F;)¢¢j0,7), assumed to
support the following processes, independent of each other’:
e A d-dimensional standard Brownian motion B;
e A compound Poisson process P with jump measure m(dy);
e A continuous-time Markov chain @ on the state space I? with jump intensity
from (I, ) to (I, ') given by nt"3, for every (I,7) # (I',5') (and a given law at
time 0, the nature of which plays no role in the sequel).
Remark 21. Since P and () are independent of each other and the jumping times of
P are totally inaccessible, thus P and () cannot jump together.

We denote by y the random measure x(ds, dy) on [0, T] x R¢ counting the jumps
of P with mark y between times 0 and s, and by v the random measure dv,(l, j) on
[0, T] x I? counting the jumps of Q to the set (, j) between times 0 and s.

Lemma 6. The P-compensatrices X of x and U of v are respectively given by
X(ds,dy) = x(ds,dy) — m(dy)ds , dvs(l,j) = dvs(l,§) — a7 ds. (132)

Moreover, for every (1,5) € I%, v(1, j) is a Poisson process with intensity n'J.

Proof. That m(dy)ds P-compensates x directly results from the definition of x. Let
us thus prove the results regarding v. The chain @ is a bi-dimensional F — Markov
chain with the generic state denoted as (j,1). Let A\;(¢’, ¢) denote the measure that
counts the number of jumps of the chain @ from state ¢’ = (j',1’) to state ¢ = (4,1)
(¢" # ¢) on the time interval (0, s]. By the characterization of Markov chains in
Bielecki et al. [21, Lemma 5.1], the F-compensator ¢ of the measure )\ is given as

dﬂsa (qla Q) = ]lQS:q’ﬁqu.

Thus, the F-compensator of the measure v5(g) counting the jumps of @ to the
state ¢ = (j,1) on the time interval (0, s], is given as

N dey(d q) =10 g,y ds = nds.

q q

71 thank Tomasz R. Bielecki for interesting discussions regarding the construction of this section,
and in particular, for the proof of Lemma 6.
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Consequently, 7, (j, () is an F-martingale. In view of Watanabe characterization of a
Poisson process (see, e.g., Brémaud [27, Chap. II, Sect. 2, t5, p. 25]), v(I, j) is thus
a Poisson process. O

We now consider the following stochastic differential equation, for s € [¢, T:

dNg =37 (j — Ni_) dvs(N;_, j)

jei (133)
dX{ = b(s, X!)ds + o (s, X)) dBs + [pa 0(s, X, y) X(ds, dy).

Proposition 22. The stochastic differential equation (133) on [t, T| with initial con-
dition (1) on [0,t] has a unique (2,F,P) — solution® X* = (X*, N*). For any
p € [2,400), one has:

X se < Cp (14 [2?) (134)
1o,y (XF = X)'sn < Cp (1 [2]7) (r = 5). (135)

’ . . .. .. .
Moreover, t referring to a perturbed initial condition (', z',1), one has:

P(N* # NY) < Clt —t| (136)
1Xt = X¥||5, < Cp (|x — P+ (1 + 7P| — t'|%) (137)

’

where we set T = |x| V |z

Proof. Note that the first line of (133) can be rewritten as

dN! = Z (=0 Ly=ne ydvs(l, ) (138)
(1,4)er?
= 3 G -Dlgenyatds+ Y (=D Lgone ydin(l,j). (139)
(1,5)er? (1,5)er?

The last formulation corresponds to the special semimartingale canonical decompo-
sition of N'*. One thus has the following equivalent form of (133),

(l,5)er? (l,5)er?

dN:;’: Z (]_l) ls<t1{l:N§}ﬁl’jd8+ Z (]_l)15<tl{l:N;7}dﬁs(lv‘7)
dX! = Losib(s, X2)ds + Laro(s, XE) dBs + [ga Ls8(s, XL, y) X(ds, dy) -

(140)

8 Defined over [0, 7.
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Any square integrable martingale or martingale measure is an Lo-integrator in
the sense of Bichteler [13] (see Theorem 2.5.24 and its proof page 78 therein).
Therefore by application of [13, Proposition 5.2.25, p.297], the stochastic differ-
ential equation (140) with initial condition (x,¢) at time ¢, or, equivalently, the
stochastic differential equation (133) with initial condition (x,¢) on [0,¢], has a
unique (2, F, P) — solution X* = (X, N*?). The general estimates (111) and (112)
then yield, under Assumption 3:

X7l < CoCy (141)
Loy (X! = XD < CoCh(r — 5) (142)
IXt = X% < (Chlt =)+ C1Y) (143)
with
C;, = |z|” +E |sup |§(',O,N_t)|p + sup |o(-,0, NH)|P
[t,7) [t,7)

=+ sup |5(707Nt7y)|pm(dy)]
[t,T] JRE

T
tt 7 t t 7 t t
ct —|x—x’|p+E/t (s, X1, N'Y — B(s, X', N )Pds

At/

T
4 / lo(s, X, NY) — o (s, X!, NY)Pds
t

At/

T
+/ / |5(87X.§7Nst7y) _5(57X§7N;,7y)|pm(dy)d5
tAt JRE

The bound estimates (134) and (135) result from (141) and (142) by the bounded-
ness Assumption 3(iii) on the coefficients. As for the error estimates (136)—(137),
note that by construction of N via @ in (133), one has (assuming ¢ < ¢/, w.l.o.g.):

N'ZN"= > wlij)> > wnli.j) (144)
eI} jeN{i}

(which in words means, “at least one jump of v on (¢,¢']”). Now, in view of
Lemma 6, the probability of at least one jump of v/(i, 7) on (¢,¢/]is 1 — e~/ It=t']
and therefore,

P(Nt ?_é Nt’) < Z (1 _ e—ﬁi’jlt—t/l) < ( Z ﬁi,j) |t _ tl| ’
JEI\{i} JEI\{i}
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which proves (136). Thus

T
E / [B(s, X¢, N?) — B(s, X1, N )Pds
t

=

<cle-tl}(E /T (Ib(s, XE, NOP? + [bls, X2, N2)|*)ds)
t
where by (134) and the properties of b:
E [ [b(s, X, N1)[2Pds < CE [ ([b(s,0, N})|2P + | XL[2P)ds < Co, (1 4 2%P)
and likewise for IEftT b(s, X!, N')|?Pds. So
E [ [b(s, X!, NL) = b(s, XL, N YPds < Cp(1+ 2°)[t — t/|*
and by similar estimates regarding the terms in ¢ and § of C’Zt;t,:
Cht' <o —a'|P + Cp(1 + 2P|t — t'] 3.

Hence (137) follows, in view of (143). O

Note 11. (i) Given the definition of N* in the first line of (133), an application of
Lemma 5.1 in Bielecki et al. [21] yields that N* is an IF — Markov chain (and there-
fore, a Markov chain with respect to its own filtration). The Markov property of N*
will be recovered independently in Proposition 29, as a by-product of Theorem 3
(cf. Note 9(i)). Note however that one of the messages of the present paper is that
Markov properties are not really needed if one works in a SDE set-up. Indeed, SDE
uniqueness results are then enough for most related purposes. In fact one of the keys
of Theorem 3 precisely consists in SDE uniqueness results which underlie the SDE
and BSDE semi-group properties of Sect. 8.

(ii) The reason why we introduce N indirectly via @) through (133) is the follow-
ing. Defining a process N for every initial condition (¢, z, 7), and getting a “Markov
family” X' = (X*, N*) parameterized by ! standing for a generic initial condition
(t,z,i) € &, is not enough for the purpose of establishing the connection between
an SDE and a PDE perspective in Part III. For this purpose, one also needs this
“Markov family” to be “well-behaved” in the sense of bound and error estimates like
(135) and (137) to be available. This is why we resort to the above “bi-dimensional
construction” of N via ), which implies (144), and yields as a consequence the
error estimate (136) on N?.

(iii) In case where there are no regimes in the model (case £ = 1), one can see by
inspection of the above proof that [t — ¢/|2 can be improved into |t — #/| in (137).

Let us define further on [t, T):

Bt :B_Bt ) Xt =X~ Xt Vt(j) = V(N-t—vj) _Vt(ivj)' (145)
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Note that % is a random measure on [0,7] x I, such that for every j € I, v!(3)
counts the number of jumps of N to regime j on (¢, s]. By contrast, v is a random
measure on [0, 7] x I?, such that for every (j,1) € I?, vs(j, 1) counts the jumps of
the bi-dimensional Markov Chain @ to state (j, ) on (0, s].

Remark 22. Of course dB% = dB; and x*(ds, dy) = x(ds, dy), so the introduction
of B and x! is not really necessary. The reason why we introduce B* and ! is for
notational consistency with /! (also note that B?, x! and v* are defined over [t, T,
whereas B, x and v live over [t, T')).

Let Fp, Fy+, F,+ and F* stand for the filtrations on [t, T'] generated by B*, x*,
vt, and the three processes together, respectively. Given a further initial condition at
time ¢ (F-measurable random variable) denoted by Mt, with generated sigma-field
denoted by X (Mt) letin turn F e, IE‘X , F,+ and F* stand for the filtrations on [¢, T
generated by E(Mt) and, respectively, F ¢, F ¢, F,: and F*.

Proposition 23. (i) Let Xt be defined as in Proposition 22. The stochastic differ-
ential equation (133), or equivalently (140), on [t,T], with initial condition (x,1)
at t, admits a unique strong (2, ¢, P) — solution, which is given by the restriction
of Xt to [t,T). In particular, (£2,Ft,P), (B, xt,vt), Xt is a solution to the time-
dependent local martingale problem with generator G and initial condition (t,z,1).
(ii) (F*,P; B, x?, ) has the local martingale predictable representation property,
in the sense that for any random variable ]\Z, any (ﬁt, P) — local martingale M
with initial condition ]\Z at time t admits a representation

M Mt—l-/ZdB +// (dx)X (dx, dr)
Rd

+Z/ W, (j)dv(Nt_,j), s €[t T) (146)
Jjel
for processes Z,V, W in the related spaces of predictable integrands. O

Proof. (i) is straightforward, given Proposition 22 and the fact that the restriction of
Xt to [t,T)is Ft-adapted. The fact that (£2, Ft, P), (B?, xt, v*), X* is a model with
generator G immediately follows in view of the Itd formula (117).

(ii) One has the following local martingale predictable representation properties for
(Fp:,P; BY), (Fyt,P; x*) and (F,+,P; '), respectively (see, e.g., Jacod—Shiryaev
[62, Theorem 4.34(a) Chap.III, p. 189] for the two former and Boel et al. [24, 25]
for the latter): .

e Every (Fp:,P; BY) — local martingale M with initial condition M; at time ¢
admits a representation

MS:MH—/ Z.dB,, s€[t,T];
t
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e Every (Fxt ,IP; x!) —local martingale M with initial condition ]\Z at time ¢ admits
a representation

MS:Mt—i—/ / Vi (dz)x(dz,dr), se€t,T];
t Jra

e Every (Fl,t ,P; ) —local martingale M with initial condition ]\Z at time ¢ admits
a representation

M, = Mt+Z/W Ndv(Nt_,j), selt,T],

jel

for processes Z, V, W in the related spaces of predictable integrands.

By independence of B, P and @, added to the fact that the related square brackets
are null (see, e.g., Jeanblanc et al. [66]), this implies the local martingale predictable
representation property (146) for (Ft, P; Bt xt, vt). 0

7.2 Inhomogeneous Case

Our next goal is to show how to construct a model with generator of a more general
form (113) (if not of the completely general form (113): see Remark 23 below),
under less restrictive conditions than in the previous section, with state-dependent
intensities. Towards this end we shall apply to the model of Sect. 7.1 a Markovian
change of probability measure (see Kunita and Watanabe [70], Palmowski and
Rolski [78]; cf. also Bielecki et al. [16] or Becherer and Schweizer [10]).

Let thus a change of measure function ~ be defined as the exponential of a func-
tion of class C1:? with compact support on £. Starting from g we define the operator
G of the form (113) with data n, f and b as follows (and other data as in g) for
(t,z,3) € E:

I (t,3) ~;
it x) = zlgzwgn J
J“(t ,y) = %ﬂ(t ,y), (147)

b (t, @) =0 (t, ) + foa 8 (t, 2, y) (1 (t,2,y) — Fi(t, 2, y))m(dy)

(where we recall that f =1).

Lemma 7. (i) The function n is bounded, and the function f is positively bounded
and Lipschitz continuous with respect to T uniformly in t,y, 1.

(ii) The (F*,P) — local martingale I'* defined by I'} = 1 and, for s € [t, T},

drt f(s,Xst_,y) n’ (s, XL) Xt ~ )
Tt :/Rd<A Rds, dy) + >~ (5= = 1) din(NVE_ )

f(stg—vy) jel

(148)



128 S. Crépey

is a positive (F,P)-martingale with EI'' = 1 and such that (with I'* extended by
one on [0, t]):

|\Ft||p < Cp. (149)

Proof. (i) is straightforward, given Assumptions 3(ii) and the regularity assump-
tions on 7.

(ii) By application of Bichteler [13, Proposition 5.2.25, p.297], the stochastic
differential equation (148) with initial condition 1 on [0, ¢], has a unique (£2, F, P)-
solution I"*. Estimate (149) follows by application of the general estimate (111) to
I't. In particular the local martingale I'® is a genuine martingale. O

We then define for every s € [t,T] an equivalent probability measure P’ on
(2, F!) by setting

dPt

t
P =1I,, P-as. (150)

and we let finally P* = P%.. Note that I'! is the F!-measurable version of the Radon—
Nikodym density of P* with respect to I’ on F?, for every s € [t, T'.
Let us define, for s € [t, T':

{ Xi(ds, dy) = xt(ds,dy) — f(s, X!, y)m(dy)ds (151)
dvl(j) = dvl(j) —ni (s, X!)ds.

The proof of the following lemma is classical and therefore deferred to Appendix
17.1. Note that this result does not depend on the special form of b in (147). Recall
(145) for the definition of B.

Lemma 8. B! is an (F*,P*) — Brownian motion starting at time t, and X' and v*
are the Pt-compensatrices of x* and v*.

Proposition 24. (i) The restriction to [t, T] of Xt = (X, N*t) in Propositions 22
and 23(i) is the unique (2, F*,Pt) — solution of the following SDE on [t,T] with
initial condition (x,1) at time t:

{ng =Y (= NL)dvi(G)= ¥ (G—N!_)ni(s, &) ds+ X (5 — Ni_)dit(j)
JEI JEI jer

dXt=0b(s, Xl)ds + o (s, XE) dBE + [pa 0(s, X!_,y) X' (ds, dy). (152)

In particular (2, ¢, Pt), (B, xt, vt), Xt is a solution to the time-dependent local
martingale problem with generator G and initial condition (t, x,1).
(i) (F*, Pt; B, x*, v?) has the local mamngale predictable representation property,

in the sense that for any random variable Mt, any (IFt P*) — local martingale M
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with initial condition Mt at time t, where F! denotes the filtration on [t, T') generated
by Ft and X (M), admits a representation

M :Mt—i-/ ZﬁdBi—i—/ / Vi(dz)X (dr, dz)
t t JRA

+3 [ Wi, se (153

jer”t

for processes Z, VY, W in the related spaces of predictable integrands.

Proof. (i) In view of (147) and (151), X is a strong (§2,F, P!) — solution of the
stochastic differential equation (152) with initial condition (x, ) at time ¢ if and only
ifitis a strong (§2, F*, P) — solution of the stochastic differential equation (133) with
initial condition (z, ) at time ¢. The result hence follows from Proposition 23(i).

(ii) The local martingale predictable representation property is preserved by equiva-
lent changes of probability measures (see, e.g., Jacod—Shiryaev [62, Theorem 5.24,
p- 196]), so the result follows from Proposition 23(ii). d

Note 12. (i) One might work with the following variant of (148):

-, 2t
df;s = Y09 xt)aB, +/ (fA(S—t‘y) - 1) X(ds, dy)
It gl R\ f(s, X, y)
n’ (s, X! ~ .
+> (—m(.(Nt )) - 1) dvg(N*_, 7). (154)
jeI 5=

As compared with (148), the change of probability measure defined by (154), which
is used for instance in [16], would have the additional effect to further change the
Brownian motion into

dB! = dB! — 270 (s, X!)ds (155)

in (151), and to modify accordingly the coefficient of the first-order term in the
generator of X.
(ii) From the point of view of financial interpretation (see Part I):
e The changed measure P! with associated generator G of X may be thought
of as representing the risk-neutral pricing measure chosen by the market to value
financial instruments (or, in the case of defaultable single-name credit instruments
as of Sect. 4.2, the pre-default pricing measure).

In the risk-neutral pricing context, this imposes a specific arbitrage consistency
condition that must be satisfied by the risk-neutral drift coefficient b of G in (147).
Namely, in the simplest, default-free case, and for those components x; of X which
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correspond to price processes of primary risky assets, in an economy with constant
riskless interest-rate r and dividend yields q;, arbitrage requirements imply that

bf(t,x) =(r—q)z,

for (¢t,x,i7) € &£. An analogous pre-default arbitrage drift condition may also be
derived in the case of a pre-default factor process X in the case of defaultable
derivatives, see Sect. 4.2 and [20]. The corresponding components b; of b are thus
pre-determined in (147). The change of measure (147) must then be understood in
the reverse-engineering mode, for deducing gl from b; rather than the other way
round. The change of measure function «y in (147), possibly parameterized in some
relevant way depending on the application at hand, may be determined along with
other model parameters at the stage of the calibration of the model to market data;
e Another possible interpretation and use of the change of measure (as in
Bielecki et al. [16], using (154) instead of (148)), is that of a change of numeraire
(cf. Sect.4.1).

7.3 Synthesis

In Sects. 8 and 9, we shall work with the models (2, Ft, Pt), (B, x*, vt), Xt =
(Xt N*) with generator G thus constructed, for initial conditions (¢, z,4) varying
in&.

Remark 23. We thus effectively reduce attention from the general case (113) to the
case of a generator with data n, f, b deduced from one with “independent ingredi-
ents” 1, f = 1, b by the formulas (147).

P*-expectation and P-expectation will be denoted henceforth by E? and E, respec-
tively. The original stochastic basis (£2,F,P) and generator G will be used for
deriving error estimates in Sects. 8 and 9, where we shall express with respect to
this common basis differences between ({2, F*, P*)-solutions corresponding to dif-
ferent initial conditions (¢, x, ).

Towards this view, in addition to the notation already introduced in Sect. 6.3 in
relation to process X' considered relatively to the stochastic basis (2, Ft, Pt), we
define likewise, in relation with the process X't considered relatively to (£2, F, P):

e F, the subset (R? x {02}) U ({04} x I?) of R? x R?;

e Bp, the sigma-field generated by B(RY) x {02} and {04} x B> on F, where
B(R?) and B;- stand for the Borel sigma-field on R? and the sigma-field of all parts
of I, respectively;

o 7(de) and (;(e) respectively given by, forany ¢t € [0,T] and e = (y, (I,7)) € F:

_ [ mldy) it (1. j) = 03 [ Lif (1) =0,
7T(de)_{ufy_od + GO = ey — o,
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e 4, the (£2,F,P) - integer-valued random measure on ([0, T x F, B([0, T]) ® Br)
counting the jumps of x with mark y € A and the jumps of v to (I, j) between 0
and t, forany t > 0, A € B(R%), (1, 5) € I%.
We denote for short (cf. Sect. 6.3):
(F,Bp,7) = (RY@ I?, BR?Y) @ B2, m(dy) ® 1)

and p = x ®v. The (2, F, P)-compensator of 1 is thus given by, forany ¢t > 0, A €
B(R),(1,j) € I?, with A @ {(1, )} := (A x {02}) U ({04} x {(1.5)}):

// deds-//mdyds+/ nba ds.
AGB{(LJ)}

Note that H?, can be identified with the product space H x HZ, and that M, =
M(F, Br, 7; R) can be identified with the product space M (R?, B(R?), m(dy); R)
xR¥* . For

5= (v,w) € My = MR B(RY), m(dy); R) x RF,

we denote accordingly (cf. (105)):
o8 = [ otwPmidy) + > wlaat (156)
R (Li)el

In the sequel ¥ and v denote generic pairs (v, w) in M, and M , respectively.

8 Study of the Markovian BSDEs

We assume that the cost functions C satisfy the Markovian BSDE assumptions
(M.0)—-(M.2) introduced in Sect. 6.4, as well as
(M.3) ¢ = ¢V c for a C*2-function ¢ on & such that

¢, G, Vo, (tz,i)— [ |tz + 6 (tz,y)|m(dy) € P (157)
]Rd

and for a constant ¢ € RU {—o0}.

Note 13. (i) The standing example for ¢ in (M.3) (see [38]) is ¢ = =z, the first
component of z € R? (assuming d > 1 in our model), whence Gy = b;. In this
case (157) reduces to

MJMMMH/MmeMMGP.
Rd
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(ii) Alternatively to (M.3), one might work with the symmetric assumptions regard-
ing h, namely h = ¢ A c where ¢ satisfies (157). However it turns out that this kind
of call payoff does not correspond to any known applications, at least in finance.

In part (i) of the following theorem, building in particular upon the (F?, Pt; B?,
x*, V%) — martingale representation property of Proposition 24(ii), one establishes
existence and uniqueness of an (£2, F*, P*), (B*, u') — solution )* of the R2BSDE
on [¢t,T] with data (121). This result is then “translated” in part (ii) in terms of an
(2,F,P), (B, 11) — solution V' to another, auxiliary R2BSDE. The interest of the
auxiliary R2BSDE is that the solutions YVt as (t,x,1) varies in & are defined with
respect to the common stochastic basis ({2, F,P) (cf. Sect.7.3). One can then pro-
ceed by application of the general estimates of [38] for deriving in Proposition 25
Markovian stability results regarding the J'*s. These estimates are then used in Part
III of this article for establishing the analytic interpretation of Y, the first compo-
nent of ), which essentially coincides with that of )! (see part (ii) below).

Theorem 1. (i) The R2BSDE on [t, T| with data (cf. (121))
9(s, X3y, 2,0) , B(Xp) , (s, X) 5 h(s, XS) (158)

has a unique (2,Ft, P, (BY, ut) — solution Y* = (Y, Zt, V! KY).
(i) Denoting V' = (V! W*) with V' € H2,, W' € ., we extend Y* by Y} and

vty

K Z' and V' by 0 on [0, t], and we define on [0, T):
Wst(luj) = ]l{l:Nzi}Wz(])forlvj er, ﬁt = (Vtth)'

Then Y = (Y, 2!V, K" is an (12, F,P), (B, ju) — solution to the R2BSDE on
[0, T') with data

ﬂ{s>t}/g\(57 Xstv Y, 27%\) ) ¢(X’1t“) ) Z(S v tv Xst\/t) ) h(S v tv Xst\/t)a (159)
where

(s, XLy, 2,0) == g(s, XL, 0L, 2,78) + (74 — 7) — Z wy ;A (160)

’h s

(l,5)eI?
with
- " Y, j=N;
)= [ otwmldn) . @0) =3y S, 5N
lel

Proof. (i) Given assumptions (M.0)—-(M.2) and the bound estimates (134) on X*
and (149) on I', the following conditions are satisfied:
(H.0) &(XL) € L
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(H.1.1) g(-, X%, y, 2,7) is a progressively measurable process on [t, T'] with

T
Et [/ fgv('v‘)(-tvyvzvfﬁ)2 dt < +007
t

forany y € R, z € R1®4 & € M, (where E! denotes P*-expectation);
(H.1.i)* g(-, X*,y,2,0) is uniformly A — Lipschitz continuous with respect to
(y, 2,0), in the sense that forevery s € [t, T),y,y' € R, 2,2’ € R1®L 53" € M,:

|§(57X;7y7275) - g(Svatvylvz/vfﬁ/” < A(|y - y/| + |Z - Z/| + |f17_ 5/|S)

(cf. (118) for the definition of |7 — ¥'|5);

(H.2.i)’ £(s, X) and h(s, A7) are cadlag quasi-left continuous processes in S?;

(H.2.i) £(-, Xt) < h(-, X!) on [t,T), and £(T, X%) < B(XL) < h(T, XL).
Therefore the general assumptions (H.0)—(H.2) are satisfied by the data (158)

relatively to (£2,F%, P?), (Bt ut). Given the local martingale predictable represen-

tation property of Proposition 24(ii) and the form postulated in (M.3) for ¢, existence

and uniqueness of an (£2,Ft Pt), (B!, u?) — solution Y* = (Y, Z* V! K?) to

the R2BSDE with data (158) on [¢t, T follows by application of the general results

of [38].

(ii) By the previous R2BSDE, one thus has for s € [t, T]:

—dY! =g(s, XL, YL ZE Vids + dK! — Z'dB, —/ VEiy)X' (ds, dy)

) S
Rd

=Y W) ()

jel

= g5, X0, T, 28, T)ds + K — 2B+ [ VIR~ X, dy)

s)Wsr syl s
Rd

- [ ViwRtds.dy = S WEGG).

jer
Given (151), (147) (where f: 1) and the facts that for s > ¢:

EjGI Wst(])dyg(j> = i ;12 Wg(lajﬁlys(l?]) ’ ﬂg(ytst7W§) = ﬂg(Y;?Wg) )
IS

one gets that for s > ¢:

—dY! = g(s, X!, at, 2, 7)ds + dK! — Z'dB,

s s RN}

+ [ V(s ) - Dm(dy)ds
Rd

- [ ViwRtsan = 3 Wi (i)

(Li)er?
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It is then immediate to check that J' is an (£2,F,P), (B, 1) — solution of the
R2BSDE with data (159) on [0, T7. O

By application of the general estimates of [38] to JNJt, where the Y's for varying
(t,x,1) are defined with respect to the common stochastic basis (2, F,P), one then
has the following stability result, whose proof is deferred to Appendix 17.2.

Proposition 25. (i) One has the following estimate on Yt in Theorem 1:
1Y 132 + 1215 + IV 5 + 1K F 1% + K5 (3 < C(L+ o). (161

(ii) Moreover, ' referring to a perturbed initial condition (tn, xTn,i) € E with
(tn,Tn) — (t,x) as n — oo, then V' converges in S? x 'Hﬁ X Hi x A% to

Ytasn — oo.

8.1 Semi-Group Properties

Let ! refer to the constant initial condition (£, x, %) as usual. Let X* = (X*, N*) and
V! be defined as in Proposition 22 and Theorem 1, respectively. Given ¢’ > ¢, let

F*' stand for (F!'),> with for r > t/

Fi =o(xh)\/ 7.

As for F = (F!'),>p, PY', Bt and pit", they are still defined as in Sects. 7.1 and

T

7.2, with ¢’ instead of ¢ therein. Note in particular that F! is embedded into the
restriction Ff,, ;) of F* to ¢/, T.

Proposition 26. (i) The stochastic differential equation (133), or equivalently
(140), on [t', T, with initial condition X/, at ', admits a unique strong (2, F" | P)
—solution Xt = (X' N*'), which coincides with the restriction of X* 1o [t', T}, so:

XY = (XY Ny <rer = (X)p<rer.
(ii) The R2BSDE on [t', T| with data
s, XLy, 2,0), DXL, (s, X)), h(s, XL) (162)

has a unique (Q,Ft,,]P’t,), (BtI,/ﬁ,) — solution Yt = (YtI,Zt/, th,KtI), such
that:

V= ZE VK Y vrer = (VL ZE VLKL — Kl )pv<r<r.  (163)
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Proof. (i) By Bichteler [13, Proposition 5.2.25, p.297], the stochastic differential
equation (133) with initial condition (¢, X;) admits a unique (£2,F",P) — so-
lution X* = (X N'), and it also admits a unique (£2,Fj(,, 1, P) — solution,
which by uniqueness is given by X as well, since F*' is embedded into F‘t[t,,T].
Now, (N})y << is an ]F‘t[t,’T]-adapted process satisfying the first line of (133) on

[t/,T]. (X!)p<r<r is then in turn an IFT[t, 7-adapted process satisfying the second

line of (133) on [t/, T]. Therefore X* = (X!);<,<r, by uniqueness relatively to
(2, Fly 1) P).

(ii) Note that the bound estimate (134) on X is also valid for solutions of stochastic
differential equations with random initial condition like X  in part (i) above, by
application of Proposition 19 (cf. proof of Proposition 22). One thus has for any

p € [2,+00), with X*' extended by X* = X, on [0, #]:

X[ < Cp (L +EIXLP) < Cp (14 J2?)
where the last inequality comes from (134). Consequently, (H.0)’—(H.2)’ in the
proof of Theorem 1(i) still hold with ¢ (in the sense of the initial condition (¢, Xtt/)
for X) instead of ? therein. Given the local martingale predictable representation
property of Proposition 24(ii) applied with ¢ and M; therein equal to ¢’ and X},
here, and in view of the form postulated in (M.3) for /, existence and uniqueness
of an (2, F¢ PY), (BY, ut) —solution Y = (Y Z¥ V' K?) to the R2BSDE
with data (162) on [/, T'] follows by application of the general results of [38]. These
results also imply uniqueness of an (£2,Ff;, 5, P"), (B",u") - solution to the
R2BSDE with data (162) on [t/,T], by (H.0)’—(H.2)’ as above. Since F* is em-
bedded into IFT[t, 7] Vo= (vt z¢" V' K" is thus the unique (12, IFT[t, T],]P’t/),
(B, ") = solution to the R2BSDE with data (162) on [t/, T]. Finally given part
(i) it is immediate to check that (Y;', Z}., Vi, Ki— K{\)v <r<7 isan (2, Fly, 7, P"),
(B, ut") - solution to the R2BSDE with data (162) on [t',T]. We conclude by
uniqueness relatively to (£2, Ff;, 1, P"), (B", u"). ]

8.2 Stopped Problem

Let 7t denote a stopping time in 7;, parameterized by the initial condition (¢, z, )
of X.

Theorem 2. (i) The RDBSDE on [t, T] with data (cf. (122))
9(s, X5, y,2,0), B(X7), (s, &), h(s, XJ), ' (164)
has a unique (2,F* P, (B, u*) — solution yt = (f/t,it,?}t,i&t). Moreover,

Yt =Yt on [7¢,T), where Y is the state-process of the solution V' defined at
Theorem 1.



136 S. Crépey

(ii) Let us denote Vt = (Vt,W*) with V' € Hit,wt € H2,. We extend Ytby Y
and K, Z" and V' by 0 on [0, t], and we define on [0,T):

Vi=Yi ., Z' =12t V=1V Kt =K', .
W'l 5) = Lgene \WiG) forlj eI, V' = 1oV
V= (L2 VLY, Y = (v 20V RY,
Then (cf. (119) and (160) for the definitions of g and g):
o Viisan (2,F! P'), (B, ut) —solution to the stopped RBSDE on [t, T| with data

G(s, Xy, 2,0), Yh =Yh | (s, X1) , 7, (165)

T

. 7 is an (£2,F,P), (B, p) — solution to the stopped RBSDE on [0, T with data

]l{s>t}§(s7Xst,y,z,@) , Y L(s Vt, Xstvt) , Tt (166)

T

Proof. (i) By the general results of [38], existence of an (2, Ft, P?), (B?, u') — solu-
tion )! to the R2BSDE on [t, T'| with data (158) in Theorem 1(i) implies existence
of an (£2,F!,P!), (B!, ') — solution (Y, Z!, V', K') to the RDBSDE on [t,T]
with data (164), such that Y* = Y on [, T).

(if) This implies as in the proof of Theorem 1(ii) that J* = (Y, Z*, (V!, '), k),
defined on [0, T'] as described in the statement of the theorem, is an (£2,F,P), (B, p)
— solution to the RDBSDE on [0, 7] with data

]1{s>t}§(87 Xst7 Y, zaﬁ) ) @(X%) ) é(t Vs, Xstvt>7 h(t Vs, Xstvt>7 a
The results of part (ii) follow in view of Note 8(iv). O

We work henceforth in this part under the following standing assumption on 7.
Assumption 4 7 is an almost surely continuous random function of (¢, z,) on &.

Example 3. Let ¢ denote the minimum of T and of the first exit time by X of an
open domain D C R? x I, that is:

' =inf{s>t; X! ¢ DYAT (167)
where for every ¢ € I:

DN (R x {i}) = {¥" > 0} for some ¢* € C*(R%) with [V¢)'| > 0 on {3* = 0}.
(168)

Then Assumption 4 is typically satisfied under a suitable uniform ellipticity condi-
tion on the diffusion coefficient o of X. For related results, see, e.g., Darling and
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Pardoux [41], Dynkin [44, Theorem 13.8], Freidlin [51], or Assumption A2.2 and
the related discussion in Kushner—Dupuis [71, p.281]. See also [31] for a precise
statement and proof in case of a diffusion X (case y = 0).

Under Assumption 4, one has the following stability results on Tt = (Yt Z¢,
Vt, K*) in Theorem 2(ii). The proof is deferred to Appendix 17.3.

Proposition 27. (i) The following bound estimate holds:
— — _t —
IV lI5 + 12152 + IV 13 + 1K 5 < OO+ |2*). (169)

(ii) Moreover,

" referring to a perturbed initial condition (t,,x,,1) € &£ with
~tn .
(tn,zn) — (t,z) as n — oo, then Y " converges in 8* x Hj x H;, x A to

—t
Y asn — oo.

8.2.1 Semi-Group Properties

Let X* = (X*, N*) and ' be defined as in Sect.8.1, Y = (V*, 2!, V', K*) and
V! be defined as in Theorem 2(ii), and let X* = (X, N*) stand for X’ _,. Given
t' > t,let ¥ = (F!'), >y be defined by, for r € [t/, T):

T

Fi =o(x)\ 7,

andlet 7/ := t/V7t. Asfor F = (F!'),>y, P!, B and ', they are still defined as
in Sects. 7.1-7.2, with ¢’ instead of ¢ therein. Note in particular that F* is embedded
into the restriction IFT[ o7 of F to [t', T]. We make the following
Assumption 5 7/ is an F* -stopping time.

Note that since we took D open in (167), Assumption 5 is satisfied in the case of
Example 3.

Remark 24. Assumption 5 would not satisfied if the domain D had been taken
closed instead of open in (167), for instance with {1)¢ > 0} instead of {+)* > 0} in
(168).

Proposition 28. (i) The following stochastic differential equation on [t', T):

dN;,:]lKTt( > G-y yids
(l,j)el?

X G0 ey (0, 5))
(l,j)er?

d)_(g/ =Tyept (3(3, jst/)d3+a(s, fst/) dB, + fRd a(s, X’;L,y) i(ds,dy))
(170)
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with initial condition X} at t' admits a unique strong (2, F , P) — solution, which
is given by the restriction of X to [t', T, so:

vt _ (vt nt) — (%t vt _ [t
&= (XY W) = (X000 N ) = (Xr)ygrg' (171)
(ii) The stopped RBSDE on [t', T| with data
g(s,fst,,y,zﬁ) LY E(s,)?st,) , T (172)

has a unique (2, P, (BY , ut") = solution Y* = (Y}, Zt' V' | Kt )y crer,
given by:

(ve.20 0 KY)  —(VLZLVLRL-RL) . am)

t<r<T t<r<T

Proof. (i) By Bichteler [13, Proposition §.2.25, p-297], the stochﬁastic differential
equation (170) with initial condition (¢', X, ) admits a unique ({2, F* , P) — solution
X" = (X¥ N), and it also admits a unique (Q,Flt[t, 1), P) — solution, which
by uniqueness is given by X as well, given that F* is embedded into IFT[t, -
Now, (N})y << is an F‘t[t, T]-adapted process satisfying the first line of (170) on
[t',T]. (X%)v<r<r is then in turn an ]F‘t[t, 1-adapted process satisfying the second
line of (170) on [t/, T]. Therefore X* = (X!);<,<7, by uniqueness relative to
(2, Flgy 7y, ).
(ii) One has as in the proof of Proposition 26(ii):

X% < Cp (L+EIXEP) < C, (L [2).
Consequently the data
1{S<T/}§<3,22;’,y,z,’5) LYY, é(sm’,)?;’m/) (174)

satisfy the general assumptions (H.0), (H.1), and the assumptions regarding L in
(H.2), relatively to (2,F",P"), (B, ") or (2,Fly, ;,P"), (BY,u""). Given
the local martingale predictable representation property of (Ft P!; Bt x¢ vt)
(cf. Proposition 24(ii)) and the form postulated in (M.3) for ¢, the general results
of [38] imply existence and uniqueness of an (£2,F* Pt'), (B!, u") - solution
Y= (v", 2", V" K") to the stopped RBSDE with data (172) on [t/, T], which
is also the unique (Q,Ff[t,7T],Pt,), (B, ") - solution to the stopped RBSDE
with data (172) on [t',T]. Besides, by Theorem 2(ii), (Y;!, Z!, V!, K!)i<r<r
is an (£2,Ft Pt), (B u') — solution to the stopped RBSDE on [t,T] with
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data (165), where in particular V! = ﬂ_STtlA/t and V! = (‘A/t,/Wt) for some
V' e H2,, W € H2,. So by Definition 9(i):

t
T

Vio v+ / Glr BV, 28 Ve + K — KY L

Y ro
t
SAT +

[ zan - [ [ Vitagan =X [ W) se
sAT? sATt JRA

jel sAT?t
t

0(s, %) < Y fors € [t,71] , and / (VL — 0(s, B))dR: = 0
t

Y, K constant on [7%, T).

Therefore, given in particular (171) in part (i):

Y=Y +/ g(r, X! Y Z, Vhdr + KL — KL,
, SAT! , o
[ zas- [ ] G- Y [ W) se e
SAT’ sAT! JR4 jel SAT’

((s,X!') < Y!forsin (t/,7'], and /

(V! = s, X)) d(RL = KE) =0
o %
Yt K' — K}, constant on [/, T].

where £(s, X!') < Y! for s in (¢', 7] in the third line implies that the last inequality
also holds at s = t/, by right-continuity. So (V;!, Z!, Vi, Kt — K!,)y<,<r is an
(02, F‘t[t,,TPIP’t/), (B, ut") — solution to the stopped RBSDE with data (172) on
[t/,T] (cf. Definition 9(i)). This implies (173), by uniqueness, established above,
of an (£2, Ff[t,)T] P, (BY, ut") = solution to the stopped RBSDE with data (172)
on [t',T]. O

9 Markov Properties

Our next goal is to establish the Markov properties which are expected for the so-
lutions X of our Markovian forward SDE and the solutions ), ) of our Markovian
reflected backward SDEs.

Theorem 3. For any initial condition (t,z,i) € £, let Y' = (Y, Zt, V¢, K*t) with
VE= (V5 W) € (H2., H,) be the (2, F,PY), (B*, u*) - solution to the R2BSDE
on [t, T] with data (158) of Theorem 1.

() Y defines as (t, x,1) varies in € a continuous function u of class P on E.

(ii) One has, Pt-a.s. (cf. (123)—(125)):

Yi=wu(s, X&), se[tT] (175)
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Foranyj € I: Wi(j) =u/(s, X! ) —u(s, XL ), s € [t,T] (176)
/ GG, XL YE 28V =/ lg(gxg,u(g){z)zm)
t t

= (¢ X (W (¢ XE) — (¢ X))
jer
xd¢, s € [t,T] (177)

with in (177):
WG XY = W XD)er 7= [ Vi) (G A pm(ay)
(cf. (120)).
Proof. Letting r = ¢’ = s in the semi-group property (163) of ) yields:
Yi=u(s, X)), Pl—a.s. (178)
for a deterministic function » on £. In particular,
Y} = wi(t,x) , forany (t,z,4) € £. (179)

The fact that u is of class P then directly follows from (179) by the bound estimate
(161)on YV'. Let £ 3 (tn, xyn) — (t, ) as n — oo. We decompose

W' (t,2) — ' (tn, wa)| = Y = Y| < [BQYY =Y+ B[y, Y],
where the second term goes to 0 as n — oo by Proposition 25(ii). As for the first
term, one has by the R2ZBSDE with data (159) solved by V¢

tVin _

B = YOI <E [ 05,20 YE 20 Dhlds + EIR L, - Ky,

tAty
in which the second term goes to 0 as n — oo by Proposition 25(i), and
tVin _ _ )

E/ |§(Sv Xstv }/stv Z;v V£)|d8 < ||§(a X-tv th Ztv Vt)”?‘lz |t - tn|§7

tAty

which also goes to 0 as n — oo, by the properties of g and the bound estimate (25)
on Yt So u'(ty,, x,) — ui(t,z) whenever £ > (t, z,) — (t,z) asn — oo, which
establishes the continuity of v on £. Identity (175) then follows from (178) by the
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fact that Y'* and (given the continuity of u) u(-, X'*) are cadlag processes. One then
has on { AN? # 0} (set on which AX® = 0), using also the continuity of u:

AY] =wus, X0) —u(s, X_) = (u (s, XI1) = uls, XLL)) Avi(j)
Jel
=D Wi()Avi()).
JeI
where the last equality comes from the R2BSDE with data (121) satisfied by J¢. The

last equality also trivially holds on { AN® = 0}. Denoting W!(j) = u/(s, X!_) —
u(s, X!_), one thus has on [t, T':

0=3" (WLG) — W) Avt()

jel
=> (W) - ) ATE(G) + Y (WL () n (s, XL)ds
jel jerl

(recall (151) for the definition of %), P! — almost surely. Therefore WE(j) = WE(j)
on [t, T], P! — almost surely, by uniqueness of the canonical decomposition of a spe-
cial semimartingale. This proves (176). Now note that for (y, z,v) = (Y}, ZL, VY)
in (120):

U (Ng) =Y = u(s, X7),

by (175), and then for j # N
(ﬁZ)J = Yst + W;(]) = U(S, Xst) + (uj(37X§7) - U(S7Xstf))7

by (176). Therefore %, = u(s, X!_), so that by definition (119) of g:
[ atcanviziviic
t

= [ otttz - S Wi e an)] g
] jel
= /t :g(CaXt,az y 2 ’r‘<> Z(UJ(S’XZE*)_u(gng))n](gxgt)]dg

jel

- /t (G XL (¢ XE), 27E) = 3G X — ulC, X)) (¢, X)) d¢

jel
= [ [ote.atule. X027 = o6, XY — ul X (¢, X e
to- jeI

which gives (177).
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As a by-product of Theorem 3, one has the following

Proposition 29. X' is an (F*, P')-Markov process.

Proof. In the case of a classical BSDE (without barriers) with

g'(t,x,u,z,7) = Zni’j(t,x)(uj — ),
jeI
using the Verification Principle of Proposition 18, identities (175) and (177) give:
Y =E'[o(X7)| ] = uls, &7),
for a continuous bounded function w in P. Therefore
E' [@(X7)[F7] = B [@(x7) | 2(X7)], (180)

where X' (X!) denotes the sigma-field generated by X!. By the monotone class
theorem, identity (180) then holds for any Borel-measurable bounded function @
on &, which proves that X is an (F*, P*)-Markov process. O

9.1 Stopped BSDE

For any initial condition (¢, x,i) € £,1let Y = (Y, Zt V!, K'),<,<r, with in par-
ticular V! = 1. ..V and V! = (V{, W) € H>2<t X H?2,, be the unique (£2, F*, P*),

(B, ut) — solution to the stopped RBSDE on [¢, T'] with data (165) of Theorem 2(ii).

Theorem 4. (i) Y/ defines as (t,x,1) varies in € a continuous function v of class
Ponk.
(ii) One has, Pt-a.s. (cf. (126)—(128)):

Yi=uw(s, X)), s€ltT! (181)
o(rt, X)) = u(rt, XL) (182)

Foranyj e 1: Wi(j) =vi(s, X! ) —v(s, Xt ) |, selt,7] (183)

[ atc v ziviac= [ ot x0. 2610
t t

_,E:yﬂ(Cwa)Qﬂ(ngz)—1(§,A%)ﬂ
jel
xd¢ , s € [t,7'] (184)
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with in (184):
XY = (€ XD ser 74 = RO = [ DG KL ymla)
(cf. (120) for the definition of 7).

Proof. Letting r = t' = s in the semi-group property (173) of ) yields:
Yi=uv(s, XL, Pl—a.s. (185)
for a deterministic function v on . In particular,
Y} =v'(t,x), forany (t,z,i) € &. (186)

The fact that v is of class P then directly follows from the bound estimate (169)
onY'. Moreover, given € 3 (tn, z,) — (t,x) as n — oo, we decompose

[0 (t, @) — 0" (tn, 2n)| = [V = Vi | S [E(Y = V)| + EY,, - ¥/,

where the second term goes to 0 as n — oo by Proposition 27(ii). As for the first
term, one has by the stopped RBSDE with data (166) solved by 7:

tVi, _ _ o _ _
E(¥ - V)| <E / G(s, &1V, 20,V )ds + BIRL,, — Kiy, |

tAty

in which the second term goes to 0 as n — oo by Proposition 27(i), and:

tVin,
B [ e LV 2LV ds < (G T 28 relt - b
tAty

which also goes to 0 as n — oo, by the properties of g and the bound estimate
(169) on Y. So V' (tn, Ty) — vi(t,x) whenever £ 3 (t,, ) — (¢, ) asn — oo,
which establishes the continuity of v on £. Identity (181) then follows from (185)
by the fact that Y* and (given the continuity of v) v(-, X'*), are cadlag processes.
Since }_/Ttt = YTtt (cf. Theorem 2(ii)), (181) and (175) in turn imply (182). One has
further on {(w, s); s € [t, '], N! # N!_} (on which AX* = 0), using also the
continuity of v:

AY;t = ’U(Sv‘X;) - U(S7Xst—) = Z (Uj(‘S?Xz—) - U(SaXst—))Ayﬁ(J)
jel

jerI
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where the last equality comes the stopped RBSDE on [¢, 7| with data (165) solved

by V*. The last equality also trivially holds on {(w, s); s € [t,7!], N = N!_}.
Denoting We(j) := v7(s, X!_) — v(s, X!_), one thus has, on [t, 7']:

0= (W) - WL(5)Avi())

jel
=" (W) = WEGD) ATLG) + D (W) — Walh))nd (s, XL)ds
Jjel jel

(recall (151) for the definition of 7*), P* — almost surely. Therefore W (j) = W, (5)
on [t, 7t], by uniqueness of the canonical decomposition of a special semimartin-
gale. Hence (182) follows. Finally (184) derives from (181) and (182) like (177)
from (175) and (176) (cf. proof of (177)). O

In summary, one has established in Sects. 7-9 the following proposition relatively
to the Markovian FBSDE of Definition 11.

Proposition 30. Under the assumptions of Sects. 7-9, the Markovian FBSDE with
generator G, cost functions C and (parameterized) stopping time T has a Markovian
solution Z* = (£2,F*,P*), (B*, x*,v"), (X", V', ).

The related assumptions, based on the Markovian change of probability measure
defined by (147) and (148) (see Remark 23), are admittedly technical and involved,
and by no means minimal. In the sequel we shall give up all these specific assump-
tions, merely postulating instead that the Markovian FBSDE with data G, C and
T has a Markovian solution (as is for instance the case under the assumptions of
Sects. 7-9).
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Part II1
Main PDE Results

In this part (see Sect. 1 for a detailed outline), we derive the companion variational
inequality approach to the BSDE approach of Part II, working in a suitable space of
viscosity solutions to the associated systems of partial integro-differential obstacle
problems.
The results of this part are used in Part I for giving a constructive and computational
counterpart to the theoretical BSDE results of Sect. 2, in the Markovian factor pro-
cess set-ups of Sects. 3, 4.1 or 4.2.4. We refer the reader to [31,39] for an alternative,
simulation-based, computational approach.

As announced at the end of Part II, we give up all the specific assumptions made
in Sect. 7-9. We make instead the following standing

Assumption 6 The Markovian FBSDE with data G, C, 7 has a Markovian solution
Zt — (Q,Ft,]P’t), (Bt, Xta Vt), (Xt, yt’yt).

As illustrated in the previous sections, Assumption 6 covers various issues such
as Lipschitz continuity properties of the forward SDE coefficients b, o, § with re-
spect to x, martingale representation properties, some kind of consistency between
the drivers B?, x%, vt as t = (¢, z,i) varies in £, and almost sure continuity of the
random function 7t of (¢, z,4) on &.

10 Viscosity Solutions of Systems of PIDEs with Obstacles

Our next goal is to establish the connection between Z and related systems of ob-
stacle problems associated to the data G, C, 7, problems denoted by (V1) and (V2)
below. In this article we shall consider this issue from the point of view of viscos-
ity solutions to the related systems of obstacle problems. We refer the reader to the
books by Bensoussan and Lions [11, 12] for alternative results in spaces of weak
Sobolev solutions (see also [4,5,7,11,12]).

We postulate from now on in this part that

Assumption 7 (i) All the (¢, 2, i)—coefficients of the generator G are continuous
functions;

(ii) The functions ¢ and f are locally Lipschitz continuous with respect to (¢, x),
uniformly in y, 7;

(iii) 7 is defined as in our standing Example 3 in Part II.

Let D = [0,7] x D, where D denotes the closure’ of D in R? x I. Let also

9 In the sense that for every i € I, DN (R x {i}) is the closure of D N (R¢ x {i}), identified to a
subset of R<.
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It =[0,T)xRIx T, :=E\IntE = {T} xR x T
IntD =[0,T) x D, 9D := £\ IntD (187)

stand for the parabolic interior and the parabolic boundary of £ and D, respectively.

Remark 25. The use of the “thick” boundary 0D is motivated by the presence of
the jumps in X.

Given locally bounded test-functions ¢ and ¢ on € with ¢ of class C1+? around a
given point (¢, x,i) € £, we define (cf. (113) and (114)):
~ ) . 1 . .
Gl 0)'(t,2) = 01p'(1,2) + 5T [a (1, 2)Hep! (1, )
+V (t, )3 (t, x) + L' (t, x) (188)

with
T (t,2) 1= [ra (¢t + 0/t y)) = ' (t,0) ) F(t, 2, y)m(dy). (189)

Let also G¢ stand for G(y, ¢). So in particular (cf. (113)):

Go'(ta) + 3 n(t,2) (¢ (6 2) - (1 0)) = G (). (190)

JeI

The problems (V2) and (V1) that we now introduce will ultimately constitute a
cascade of two PDEs, inasmuch as the boundary (including terminal) condition ¥ in
the Cauchy-Dirichlet problem (V1) will be specified later in the paper as the value
function u of Definition 11 (cf. Assumption 6), characterized as the unique viscosity
solution of class P of (V2).

We thus denote by (V2) the following variational inequality with double
obstacle:

max (min ( — Gu'(t,x) — g'(t, z, u(t, z), (Vuo ) (t, z), Tu' (t, z)),
wi(t, ) — (¢, a:)),ui(t,x) - hi(t,x)) =0
on Int £, supplemented by the terminal condition @ (the terminal cost function in the

cost data C) at T'. We also consider the problem (V1) obtained by formally replacing
h by +o00 in (V2), that is

min ( - g~ui(t, z) — g'(t, z, u(t, z), (Vuo)'(t, z),

x Tui(t,z)) , u'(t,z) — zi(t,x)) =0

on Int D, supplemented by a continuous boundary condition ¥ extending ¢ on 0D.



About the Pricing Equations in Finance 147

The following continuity property of the integral term T in G (cf. (189)) is key in
the theory of viscosity solutions of nonlinear integro-differential equations (see for
instance Alvarez—Tourin [1, p.297]).

Lemma 9. The function (t,x,1) — T (t, x) is continuous on €, for any continu-
ous function 1y on &.

Proof. One decomposes

TP (tn, on) — TY' (¢, @)
o /R (9 (b ) £ (s s ) = 0 (1 0) (2 2, ) ) ()

‘ mnsy n 61 mnH mny ‘ mny n»y
[ (0 ) )
Ut @+ 6 (b, y)) £ (2, ) ) m(dy),

where

/]Rd (wi(tmzn + 5i(tnvzmy))fi(tm$my)
— (1@ + (2, ) £t 2, ) ) m(dy)
= [ (0t 4 8, ) = 6+ 81, .9))) ()

[+ ) (£ s y) = S0 2,0) ) mldy) (191

goesto 0 as € S (tn,xn) — (t,x), by Assumption 7(ii), and likewise for

L (0 m) ) = 0 ) t.9) )

O

The following definitions are obtained by specifying to problems (V1) and (12)
the general definitions of viscosity solutions for nonlinear PDEs (see, for instance,
Crandall et al. [37] or Fleming and Soner [49]), adapting further the definitions to
finite activity jumps and systems of PIDEs as in [1,9,28, 60, 79].

Definition 12. (a)(i) A locally bounded upper, resp. lower semi-continuous, func-
tion v on &, is called a viscosity subsolution, resp. supersolution, of (V2) at
(t,x,i) € Int&, if and only if for any ¢ € CH?(€) such that u’ — ¢* reaches a
global maximum, resp. minimum, at (¢, z), one has,



148 S. Crépey
max (min (= Glu,9)'(t,2) = g'(t, 2, u(t, @), (Vo) (t,2), Tu' (t,2)),

u'(t,z) — Ei(t,x)),ui(t, x) — hi(t,:c)) <0, resp. > 0.

Equivalently, u is a viscosity subsolution, resp. supersolution, of (V2) at (¢, x, 1), if
and only if u’(t,z) < h'(t, ), resp. u'(t,z) > (*(t, ), and if u'(t, x) > ((t,z),
resp. u'(t, x) < hi(t,z), implies that

75(“‘7 QO)i(t’ I)_gi(ta x,u(t,x), (V(pa)l(tvx)vzul(tvx)) < 07 resp. > 07 (192)

or inequality (192) with G (u, @) and Zu replaced by Gy and T, for any ¢ €
CH2(€) such that u’ — ¢* reaches a global null maximum, resp. minimum, at (¢, x),
ot, in turn, with global null maximum, resp. minimum, replaced therein by global
null strict maximum, resp. minimum.

(ii) A continuous function u on £ is called a viscosity solution of (V2) at (t, z,i) €
Int&, if and only if it is both a viscosity subsolution and a viscosity supersolution
of (V2) at (¢, z,1).

(b)(i) By a P — viscosity subsolution, resp. supersolution, u of (V2) on £ for the
boundary condition ¢, we mean an upper, resp. lower semi-continuous function of
class P on &, which is a viscosity subsolution, resp. supersolution of (12) on Int&,
and such that v < @, resp. u > & pointwise at T

(ii) By a P — viscosity solution u of (V2) on £, we mean a function that is both a
‘P-subsolution and a P-supersolution of (V2) on £ —hence u = P at T.

(¢) The notions of viscosity subsolutions, supersolutions and solutions of (V1) at
(t,x,1) € IntD, and, given a continuous boundary condition ¥ extending ¢ on 9D,
P — viscosity subsolutions, supersolutions and solutions of (V1) on &, are defined
by immediate adaptation of parts (a) and (b) above, substituting (V1) to (V2), 400
to h, IntD to Int&, C°(E) N CL2(D) to CH2(E), “on OD” to “at T” and ¥ to &
therein.

Note 14. (i) We thus consider boundary conditions in the classical sense, rather than
in the weak viscosity sense (cf. the proof of Lemma 13(ii) for more on this issue,
see also Crandall et al. [37]).

(ii) A classical solution (if any) of (V1), resp. (V2), is necessarily a viscosity solu-
tion of (V1), resp. (V2).

(iii) A viscosity solution u of (V2) necessarily satisfies £ < u < h. However a
viscosity subsolution (resp. supersolution) u of (V2) does not need to satisfy u > ¢
(resp. u < h). Likewise a viscosity solution v of (V1) necessarily satisfies ¢ < w,
however a viscosity subsolution v of (V1) does not need to satisfy u > ¢.

(iv) The fact that G(u, ) and Zu may equivalently be replaced by Gy and Z¢ in
(192), or in the analogous inequalities regarding (1), can be shown by an imme-
diate adaptation to the present set-up of Barles et al. [9, Lemma 3.3, p. 66] (see also
“Definition 2 (Equivalent)” page 300 in Alvarez—Tourin [1]), using the monotonicity
assumption (M.1.iii) on g.
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Since we only consider solutions in the viscosity sense in this article, (resp. P —)
subsolution, supersolution and solution are to be understood henceforth as
(resp. P —) viscosity subsolution, supersolution and solution.

11 Existence of a Solution

The value functions v and v appearing in the following results are the ones intro-
duced in Definition 11, under Assumption 6. This result establishes that v and v are
viscosity solutions of the related obstacle problems, with « as boundary Dirichlet
condition for v on 0D.

Theorem 5. (i) The value function u is a P-solution of (V2) on E for the terminal
condition ® at T.

(ii) The value function v is a P-solution of (V1) on & for the boundary condition u
on 0D.

Proof. (i) By definition, u is a continuous function of class P on £. Moreover by
definition of u and ) one has that, the superscript T referring to an initial condition
(T, z,1) for X:

u'(T,x) = Y} = &(x)
Ot x) <Y = ul(t,z) < hi(t,x).

Sou = @ pointwise at T'and ¢ < u < h on £. Let us show that « is a subsolution
of (V2) on IntE. We let the reader check likewise that w is a supersolution of (V2)
onInt€. Let thus (t,z,4) € Int€ and ¢ € CH2(&) be such that u’ — ¢’ reaches its
maximum at (¢, z). Given that u < h, it suffices to prove that

— GOl (t,x) — g'(t, z,ult, z), (Vo) (t, z), T (t,2)) <0, (193)
where it is further assumed that u’(¢,z) > ¢'(t,z) and u'(t,z) = ¢'(t,x) (cf.

Definition 12(a)(i)). Suppose by contradiction that (193) does not hold. Then by a
continuity argument using in particular Lemma 9:

D(s,y) = Gl (5,y) + g (5,9, u(s, ), (Vo) (s,9), Ze' (s,9)) <0 (194)

forany (s, y) such that s € [¢,t+ o] and |y — x| < «, for some small enough o > 0
witht +a < T. Let

0=inf{s>¢t; X! —z|>a N £i, Y} =0(s, X))} ANt +a) (195)
(Y, 2,V KY) = (11.<9Yt FLogui(6, XE), 1.<pZt, T.ogV?, KFAG) (196)
(?t’2t7‘7t) = (Spi('X-t/\O% ]l'SG(VSDU)i('aX-t)v (197)

Lo([¢ (XL 46X 9) = @' (X)) )
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Note that 6 > ¢, P! — almost surely. Thus, using also the continuity of u’:
Y=Y} =ui(t,z) = ¢i(t,x) = Y}, Plas. (198)

Also observe that K™ = 0 on [t, 6] by the related minimality condition in the
R2BSDE equation for J*, given that £*(s, X!) < Y! on [t, ). Let us now show that
one has, for s € [t, 0]:

0
Y! =u'(0, X§) +/ g (¢, XEu(¢, XE), 2L, 7hyd¢ — (Ky~ — Kb7)
0 =R 0 =R
- / Z{dBg — / / VEy)X (dy, dC). (199)
s s Rd

Indeed this holds true on {s = 6} by definition of Y* in (195). Furthermore, on
{s < 0}:
e Either x?, whence X?, do not jump at 6, and identity (199) with # replaced by
r < 6 follows from the R2BSDE equation for )* (in which K“* = 0 on [t, §]), so
that (199) itself holds by passage to the limit as r ] 6,
e Or (cf. Definition 10(i)) N* does not jump at #, in which case the R2BSDE
equation for )? integrated between s and 6 directly gives (199).

Besides, by application of the Itd formula (117) to the function ¢ defined by
@’ = ¢ forall j € I, one gets for any s € [t, 0]:

46'(5, X1) = Gp(s, X! )ds + (Vipo) (s, 1) B!
X 8 X ) = (5, )T (s )
= G3(s, X)ds + (Vo) (s, X)aB!
X 8 X ) = (5, )T (s )
= G (5, X2)ds + (Vi) (5, X1)dB

+/ (@i(SaXﬁf + 61’(37X§77y)) - (pi(saXzf))S(it(d‘S?dy)u
Rd

where the second equality uses (190) applied to ¢ and the third one exploits the
facts that N'* cannot jump before § and that x* cannot jump at @ if N* does. Hence
(cf. (197)):

- ) o _ . o _ o r -
= 0.xp— [ Gelxtar— [ Ztast— [ [ V)R dan)
Js Js Js
. 0 . . .
= ¢' (6, Xg)~ / (w(r, XD 19" (r, X, u(r, X0),(Vp0)' (r, X1), T (1, X)) ) e
S

0~ 9 , _
- / ZtdBt - / / V)X (dy, dr),
s Js R4
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by definition (194) of . One thus has for s € [t, 0]
Yst = Qpl(ang) - / (w(C,X@ - gZ(C,X27U(C,XELZE,IQDZ(C,XE)))(ZC

0 9
- / ZtdBg — / / VE(y)X' (dy, dC) (200)
s s Rd

Note that in (199) and (200), one has by definitions (120) of 7“"”2 = ?‘2 (Vgt), (189) of
7 and (197) of V:

[ (et uie xt). 267 ic

’ 6

= [ o (6 XE e XD.ZL [ Vel (¢ X pmidn))dg
/S g (¢ X8 (¢, X0, 2T (¢ XD ) ¢

= /86 gi(C,Xéu(C,XE)aZZa/Rd Vc(y)fi(C,Xéy)m(dy))dC-

In conclusion, (199) and (200) respectively mean that:
o (YU ZV V') isan (£2,F P!), (B, x") - solution to the stopped BSDE on [t, ¢ +
« with driver (cf. Definition 8(d) and Note 8(i))

g (s,Xﬁ,u(s,Xﬁ),z,/

oY) (s, X4, y)m(dy) ) ds — dR S
Rd

and terminal condition u‘ (6, X}) at 6;
o (YU Z1 V) is an (2,F,P?), (B, x!) - solution to the stopped BSDE on
[t,t 4+ «] with driver

g (s,Xﬁ,u(s,Xﬁ),z,/

o) (s, X2 y)m(dy) ) ds — (s, X!)ds
Rd

and terminal condition ¢’ (0, X}) at 6.

Setting §Y* = Yt — V' | we deduce by standard computations (see for instance
the proof of the comparison principle in [38]):

0
Itoyt =g [Fgmf + / F;dAg] (201)
¢
where:

o OV =Y} -V} =40, X)) — (0, X)) <0, by making s = 6 in (199) and
(200) and since u? < ¢;
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o dA! = (r, X!)ds — dK'~ , so that A* is decreasing on [t, 6], by (194);
e Itisa positive process, the so-called adjoint of 3Y'? (see, for instance, [38]).

Since furthermore > ¢ P!-a.s., we deduce that fte I'tdAL < 0 P'-a.s., whence
JY,! < 0, by (201). But this contradicts (198).

(ii) v is a continuous function on &, by definition. Moreover by definitions of u, v,
Y and Y (with 7 defined as in Example (3)), we have, for (¢, z,4) € 9D:

Ui(t,.’L') = Y;ft = Y;tt = ui(t,.’L’),
and for any (¢, z,i) € &:
C(t,x) <YP =v'(t,x).

Sov =wuwondD and £ < v on £. We now show that v is a subsolution of (V1) on
IntD. We let the reader check likewise that v is a supersolution of (V1) on IntD.
Let then (¢,,i) € IntD and ¢ € C°(£) N CH?(D) be such that v* — ¢* reaches its
maximum at (¢, z). We need to prove that

= G¢'(t,2) = g'(t, 2, v(t, ), (Vo) (t,2), T (1,0)) <0, (202)
where it is further assumed that v(t,z) > ¢'(t,z) and v'(t,z) = ¢'(t,z) (cf.

Definition 12(a)(i)). Suppose by contradiction that (202) does not hold. One then
has by continuity,

W(s,y) = Ge'(s,y) + ' (5,5, v(s,9), (Vo) (5,9), Lp'(s,y)) <0  (203)

for any (s,y) such that (s,y,i) € IntD, s € [t,t + o] and |y — x| < «, for some
small enough o > 0. Let

0 =inf{s >t; | X! 2| >a, NE#£i, VI=0(s, XD)}A(t+a)AT" (204)

(V4,28 VKt = (]1.<917t FLogvi(0,XY), 1.cpZ', 1.V, wa)
(205)
(V4,247 = (#'(X%)  L<a(Vip0) (- XE).

]l'§9([50i('aX-t— + 5l(aXt—7y)) - @i('aX-t—)])yeRd)' (206)

Using in particular the fact that D is open in (167), one has that § > ¢, P! — almost
surely. Thus, using also the continuity of v':

Y=Y} =vi(t,z) = ¢i(t,x) =Y}, Pl-as. (207)
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Note that by the minimality condition in the stopped RBSDE for J!, one has that
K = 0on [t, 0], since ¢’(s, X!) < Y! on [t,f) and § < 7t. By using the stopped
RBSDE equation for )*, one can then show like (199) in part (i) that one has, for
any s € [t,0]:

0
V! = vi(9, X)) + / g6, XL u(C, XE), 2L, 7 )dC

- / ZtdBt — / / VE(y)XH(dC. dy) (208)

with (cf. (129)):

(4
/gi(g,Xg,u(g,Xg),Zg,fg)dg
’ 0
= [ o (et o¢ X0 2L [ Vet (¢ Xt ypm(ay) dc

Otherwise said, (Y, Z¢, V) is an (2, F*,Pt), (B!, x!) — solution to the stopped
BSDE on [t, t 4+ «] with driver (cf. Note 8(i))

gi (SvX;U(SvX;)vzv /]Rd V(y)fi(st;7y>m(dy)>d8

(where, to avoid confusion with the value function v = v'(t,x) in v(¢, X}),
v(y) here, usually denoted by v(y) elsewhere, refers to a generic function v €
M(R?, B(RY), m(dy); R)), and terminal condition v* (6, X}) at 6. Besides, one can
show as in part (i) above that (Y, Z%, V) is an (£2,F', P*), (B*, x') — solution to
the stopped BSDE on [¢, ¢ 4+ o] with driver

g (s X005, X002 [ v (o X)) ds — (s, X
Rd

and terminal condition ¢*(#, X}) at 6. We conclude as in part (i). ad

12 Uniqueness Issues

In this section we consider the issue of uniqueness of a solution to (V2) and
(V1), respectively. We prove a semi-continuous solutions comparison principle for
these problems, which implies in particular uniqueness of P-solutions. For related
comparison and uniqueness results we refer the reader to Alvarez and Tourin [1],
Barles et al. [6,9], Pardoux et al. [79], Pham [82], Harraj et al. [58], Amadori [2, 3]
and Ma and Cvitanic [76], among others.
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Assumption 8 (i) The functions b, o and § are locally Lipschitz continuous in
(t,x,1), uniformly in y regarding §;

(ii) There exists, for every R > 0, a nonnegative function ng continuous and null
at 0 (modulus of continuity) such that

|gi(t,x,u,z,7') - gi(t,x/,u,z,rﬂ < WR(|$ - II|(1 + |Z|))

forany t € [0,7],7 € I,z € R'®? r € Rand 2,2/ € R? u € R* with
||, |2'], |u] < R;
(iii) The function g* is non-decreasing with respect to u/, for any (i, ) € I? with
i .
Note 15. (i) By Assumption 8(i), one has in particular

b V |o| V |8] < C(1 + |z|) (209)

oné.
(ii) The monotonicity Assumption 8(iii) on g means that we deal with a cooperative
system of PIDEs (see, for instance, Busca and Sirakov [29]).

We are now in position to establish the following

Theorem 6. One has i < v on &, for any P-subsolution . and P-supersolution
v of (V2) on & with terminal condition ¢ at T, respectively of (V1) on E with
boundary condition u on 0D.

As we first show, one can reduce attention, for the sake of establishing Theorem
6, to the special case where g° is non-decreasing with respect to v/ for any (i, j) €
I?, rather than g non-increasing with respect to u/ for any (4,5) € I? withi # j
in Assumption 8(iii). Note that g’ being non-decreasing with respect to u’ for any
(i,4) € I?is in fact equivalent to g being non-increasing with respect to u as a
whole, rather than g’ non-increasing with respect to u? for any (i,5) € I? with
1 # 7 in Assumption 8(iii). Thus,

Lemma 10. If Theorem 6 holds in the special case where g is non-decreasing with
respect to u’ for any (i, j) € I?, then Theorem 6 holds in general.

Proof. This can be established by application of the special case to the transformed

functions e 1/’ (¢, v) and e~ F*1 (¢, x) for large enough R. Indeed, under the gen-

eral assumptions of Theorem 6, e, and e~y are respectively P-subsolution
and P-supersolution of the following transformed problem, for (V2),
max (min (= Gp'(t,2) — e~ Mg (t, @, M (t, 2), e (Vipor) (1, ),
eRtI(pi(ta $)) - sz(ta !E),
o't x) — e_RtEi(t,x)) Lot (t, o) — e B, x)) =0
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on Int&, supplemented by the terminal condition ¢ = e #'@ at T (and like-
wise with h = 400 for (V1) on IntD, supplemented by the boundary condi-
tion ¢ = e F'W on 9D). Now, for R large enough, Assumption 8(iii) and the
Lipschitz continuity property of g with respect to the last variable imply that
e ftg(t, x, efftu, efttz ef'r) + Ru' is non-decreasing with respect to u. One thus
concludes by an application of the assumed restricted version of Theorem 6. a

Given Lemma 10, one may and do reduce attention, in order to prove Theorem 6,
to the case where the function g is non-decreasing with respect to u. The statement
regarding (V2) in Theorem 6 is then obtained by letting v go to 0 in part (iii) of
the next lemma. The proof of the statement regarding (V1) in Theorem 6 would be
analogous, substituting (V1) to (V2), +o0 to h, IntD to Int€ and C°(£) N CY12(D)
to C1%(£) in Lemma 11 below and its proof.

Let A; = kA where A is the Lipschitz constant of g (cf. Assumption (M.1.ii) in
Sect. 6.4).

Lemma 11. Given a P-subsolution p and a P-supersolution v of (V2) on &, as-
suming g non-decreasing with respect to u :
(i) w = p — v is a P-subsolution of

min (w, —Guw — Al(I?g;((wj)-F + |Vwol| + (Iw)+)> =0

on € with null boundary condition at T, in the sense that:
o w<0atT, and
e Wi(t,x) > 0implies
G (t,2) — A (max(e! (t,2))F + [V 2)o' (1,2)] + (Zo' () ") <0
VIS
(210)
for any (t,x,i) € Int€ and ¢ € CY%(&) such that w* — ¢* reaches a global null
maximum at (t,x).
(ii) For every q1 > 0, there exists C1 > 0 such that the regular function

(k) = (14 [af )T
is a strict P-supersolution of
min (x, —Gx — A (x + |Vxo| + (Ix)+)) =0
on &, in the sense that x > 0 and
—Gx — M(x+ |Vxo| + (ZTx)T) >0 @11)

on €.
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(iii) For q1 in part (ii) greater than gz such that ji, v € Py, , where qa is provided by
our assumption that i, v € P, one has max;e(w®)t < ax on [0,T] x RY, for any
a> 0.

This lemma is an adaptation to our set-up of the analogous result in Barles
et al. [9] (see also Pardoux et al. [79] and Harraj et al. [58]). Here are the main
differences (our assumptions are fitted to financial applications, cf. Part I):

e We consider a model with jumps in X and regimes represented by N, whereas
[9] or [58] only consider jumps in X, and [79] only considers regimes;

e We work with finite jump measures m, jump size & with linear growth in x,
and semi-continuous solutions with polynomial growth in x, whereas [9] or [58]
consider general Levy measures, bounded jumps, and continuous solutions with
sub-exponential (strictly including polynomial) growth in x;

e [9] deals with classical BSDEs (without barriers);

e We consider time-dependent coefficients b, o, § whereas [9] considers homoge-
neous dynamics.

Because of these differences we provide a detailed proof in Appendix 18.1.

To conclude this section we can state the following proposition, which sums-up
the results of Theorems 5 and 6.

Proposition 31. (i) The value function u is the unique P-solution, the maximal
‘P-subsolution and the minimal P-supersolution of (V2) on € with terminal condi-
tion @ at T,

(ii) The value function v is the unique P-solution, the maximal P-subsolution, and
the minimal P-supersolution of (V1) on € with boundary condition w on 0D. O

13 Approximation

An important feature of semi-continuous viscosity solutions comparison principles
like Theorem 6 above is that they ensure the stability of the related PIDE problem,
providing in particular generic conditions ensuring the convergence of a wide family
of deterministic approximation schemes. These are the so called stability, mono-
tonicity and consistency conditions originally introduced for PDEs by Barles and
Souganidis [8]. See also Briani, La Chioma and Natalini [28], Cont and Voltchkova
[36] or Jakobsen et al. [64] for various extensions of these results to PIDEs.

The following results thus extend to models with regimes, thus systems of PIDEs,
the results of [8,28], among others.

The following lemma is standard and elementary, and thus stated without proof.

Lemma 12. Let (£1) >0 denote a family of rectangular time-space meshes of step
h over &, the time mesh including in particular the maturity time T, for every h > 0.
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Let (up)n>o0 be a family of uniformly locally bounded real-valued functions with uy,
defined on the set &y, for any h > 0.
(i) For any (t,x,i) € &, the set of limits of the following kind:

111_{1 ujy (tn, @) with hy, — 0and E™ > (ty, 2y, 1) — (t,7,1) as n — oo,
212)

is non empty and compact in R. It admits as such a smallest and a greatest element:

u'(t,x) <u'(t,x) inR.

(ii) The function u, respectively u, defined in this way, is locally bounded and lower

semi-continuous on &, respectively locally bounded and upper semi-continuous

on E. We call it the lower limit, respectively upper limit, of (up)n>o at (t,x,1) as

h — 0+. We say that uy, converges to l at (t,x,i) € € as h — 0, and we denote :
lim ul (th,zn) = 1,

h—0+
Ep2(ty mp,i)—(t,x,1)

if and only if u' (t, x) = u'(t,x) = I, or; equivalently:

lim u} (tn,z,) = I
n— 400 n

forany h, — 0 et EM > (t,, xpn,i) — (t,7,1).
(iii) If up, converges pointwise everywhere to a continuous function v on £, then this
convergence is locally uniform:

max |up, —u| — 0
EnNC

as h — 0+, for any compact subset C of £. O
Definition 13. Let us be given families of operators

Gh = ghui(th,fﬂh) , Vi = Vpu(tn, zn), In = Ipu'(tn, xr)

devoted to approximate gui(th, xp,), Vu'(ty, ) and Zu'(ty, xp) on &, for real-
valued functions u on &, respectively. For £L = V, T or G, we say that:
(i) The discretized operator L;, = Vj,, I, or Gy, is monotone, if

Lyl (th, zn) < Lpuh(tn, zn) (213)
for any functions u; < ug on &, with u} (ty, zp) = ub(th, zn);

(ii) The discretisation scheme (L, )n~0 is consistent with £, if and only if for any
continuous function ¢ on & of class C*? around (¢, x, %), we have:

Ln(p+ &) (th, zn) — Lo (t,2) (214)

whenever h — 0+, &, 3 (tp, zp,1) — (t,z,4) € EandR 3 &, — 0.
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Moreover we also assume g to be monotone in the following sense.

Assumption 9 The function
R* x RY®? x R 3 (u,p,7) — g (-, -, u,po,r) € R® (215)

is non-decreasing, in the sense that for any (u,p,r) < (v/,p,r') coor-
dinate by coordinate in RF x R!®? x R, one has ¢(t,,u,po'(t,x),r)
< gi(t,z, v, p'oi(t,z),r") for any (t,2,i) € £.

Note 16. (i) The “abstract” monotonicity and consistency conditions of Defini-
tion 13 need to be verified carefully on a case-by-case basis for any concrete
approximation scheme under consideration (e.g., finite difference schemes). We re-
fer the reader to Cont and Voltchkova [36] (see also Jakobsen et al. [64]) for the
complete analysis of specific schemes under various sets of assumptions.

(ii) The monotonicity of g with respect to p, which is the most stringent condition
in Assumption 9, is obviously satisfied in every of the following three cases:

e The function g = g¢*(t,x,u, z,7) does not depend on the argument z, which is
typically the case with risk-neutral pricing problems in finance (see Sect. 6.6);

e (o is equal to zero, which corresponds to the situation of pure jump models; note
however that our continuity Assumption 4 on 7 fails to be satisfied in this case for
domains as simple as D = {|z| < R} x I, 7 being defined as in Example 3 (cf.
Assumption 7(iii));

e The dimension d of the jump-diffusion component X of X is equal to one and
V is discretized by decentered forward finite differences, yielding an upwind dis-
cretization scheme for Vo, by non-negativity of o in the scalar case (see, for
instance, Kushner and Dupuis [71]).

(iii) Under the weaker assumption that g*(¢, z,u,po®(t,z),r) is non-decreasing
with respect to (p,r) and non-decreasing with respect to u’ for j # i, then, for
R large enough, the mapping u'(t, ) — u'(t,x) := e Flui(t,z) transforms the
problem into one in which Assumption 9 holds (see the proof of Lemma 10). Suit-
able approximation schemes may then be applied to the transformed problem, and
a convergent approximation to the solution of the original problem is recovered by
setting uf, (¢, z) = efi*a} (¢, z).

By (un)n>0 uniformly polynomially bounded in part (a) of the following lemma,
we mean that uy, is bounded by C(1 + |z|?) for some C' and ¢ independent of /.

Lemma 13. Let us be given monotone and consistent approximation schemes
(Gr)n>0, (Vi)n>0 and (Zn)n>0

for G , Vand T respectively, g satisfying the monotonicity Assumption 9.
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(@) Let (up)n>o be uniformly polynomially bounded and satisfy

max (min ( - éhuhi(th,xh) - gi(th,xh,uh(th,xh), (thhcr)i(th,xh),
XTIy (th, zn)), (216)
ufl(th7xh) — Ei(th,xh)),uﬁl(th,xh) — hi(t;“xh)) =0 217)

onIntENEL and up, = @ on OE N &y, for any h > 0. Then:

(i) The upper and lower limits w and u of up as h — 0, are respectively viscosity
subsolutions and supersolutions of (V2) on Int E;

(ii) One has w < @ < w pointwise at T.

(b) Let (vp,) >0 be uniformly polynomially bounded and satisfy

min ( — éhvfl(th,xh) - gi(th,xh,vh(th,xh), (thha)i(th,xh),
X Iy, (th, on)), (218)
vp, (th, xn) — éi(th,xh)) =0 (219)

onIntD N Ep and vy, = uon D N &y for any h > 0. Then:

(i) The upper and lower limits v and v of vy, as h — 0, are respectively viscosity
subsolutions and supersolutions of (V1) on Int D;

(ii) One has v < u(= @) < v pointwise at T.

Proof. We only prove (a), since the proof of (b) is similar (cf. the comments preced-
ing Lemma 11). Note that one only hasv < u < v at T in (b), and not necessarily
v < u < vondD; see comments in part (ii) below.

(i) We prove that @ is a viscosity subsolution of (V2) on Int&. The fact that u is
a viscosity supersolution of (V2) on Int& can be shown likewise. First note that
u < h, by (216) on IntE N &, inequality @ < h at T (cf. Assumption (M.2.ii)
in Sect. 6.4) and continuity of i and @. Let then (t*,2*,7) € Int& be such that
wH(t*,2*) > £(t*,2*) and (t*,2*) maximizes strictly ' — ' at zero for some
function ¢ € C12(£). We need to show that (cf. (192)):

— Gt a*) — ¢ (¢, z*, a(tr, 2*), (Vo) (t*, %), I (t*,2*)) < 0. (220)

By a classical argument in the theory of viscosity solutions (see, e.g., Barles and
Souganidis [8]), there exists, for any & > 0, a point (¢, z) in [0, T'] x B, where Br
is a ball with large radius R around z*, such that (we omit the dependence of £, z in
h for notational simplicity):

ul, < @'+ (up — )i (t, @) (221)

with equality at (t,z), and &, := (un — ¢)'(t,z) goes to 0 = (T — @)*(t*,2%),
whence ut (t,z) goes to u'(t*,z*), as h — 0 (cf. an analogous statement and
its justification in the second part of the proof of part (ii) below). Therefore
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' (t*, 2*) > (H(t*, 2*) implies that u (¢, x) > ¢'(t, ) for h small enough, whence
by (216):

— Gl (t, ) — g'(t, 2, un(t, @), (Vauno) (8, z), Tyl (t,2)) < 0. (222)
Given (221), one thus has by monotonicity of the scheme and of g (Assumption 9):

—Gn(p+ &)t )< g’ (t, 2, un(t,2), (Vi(p 4+ &)o) (t,2), Tn(e + &) (t, z))
<g' (t*,x*,ﬂ(t*,x*), (Vgpcr)i(t*,x*),Igpi(t*,x*))
+n(lt = t]) + nr(jz — 2*|(1+ (Vo) (%, 27)]))
+ M I?g;((ui(ta z) =@ (t*,2")) " + A|(Vi(p + &n)o)' ()

= (Vo) (t*,2%)| + A(Tn(o + €)' (t w) = T (t*, %)),

where in the last inequality (cf. the proof of Lemma 11(i) in Appendix 18.1):
e 7 is a modulus of continuity of ¢* on a “large” compact set around

(", 2%, a(t*, 2*), (Vo) (t*, 2%), Tp' (", 2*)),

A; stands for kA, and g is the modulus of continuity standing in Assumption 8(ii);
e The three last terms come from the Lipschitz continuity and monotonicity prop-
erties of g.

Inequality (220) follows by sending h to zero in the previous inequality, using
the consistency (214) of the scheme.
(ii) Let us show further that @ and w satisfy the boundary condition in the so-called
weak viscosity sense at T', namely in the case of u (the related statement and proof
are similar in the case of w): Inequality (220) holds for any (t* = T, z*,4) and
¢ € CH%(&) such that

T, 2*) > O (8, 2*) v Bt 2) (223)

and (t*, z*) maximizes globally and strictly @' — ¢ at zero. As in part (i), there
exists, for any h > 0, a point (¢, z) in [0, 7] x Bg (we omit the dependence of ¢, =
in h for notational simplicity), where B, is a ball with large radius R around z*,
such that inequality (221) holds with equality at (¢, z), and &, = (up — @) (¢, 1),
whence u, (t, ) — w (t*, x*), goes to zero as h — 0. Therefore inequality (223)
implies that

uy (t,z) > 0 (t,x) v O (t, )

for h small enough, whence (¢, z,4) € Int€ and by (216):
— Gty (t, ) — g (t, x, un(t, ), (Vauno) (¢, ), Tpul (t,2)) < 0. (224)

Inequality (220) follows like in part (i) above.
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Now (note that the following argument only works at T' and cannot be adapted
to the case of problem (V1) on the whole of 0D, cf. comment at the beginning of
the proof), by a classical argument in the theory of viscosity solutions (see Alvarez
and Tourin [1, bottom of page 303] or Amadori [2, 3]), any viscosity subsolution
or supersolution of (V2) on Int€ satisfying the boundary condition in the weak
viscosity sense at 7', satisfies it pointwise at T'. So, in our case, suppose for instance
by contradiction that

@ (T,z*) > (T, z*) (225)
for some z* € R?. Let us then introduce the function

|z* — |?

pLlt o) =a'(t, @) — Ce(T — 1) (226)

g

in which

Ce > sup (227)
(t,x)E€[t—n,T]x B1(z*)

G (MY (t,z) + g’ (t,x,a(t,x), (2@_—17*)0)1 (t,z),

9 9

(22 )

goes to oo as € — 0, where By (z*) denotes the closed unit ball centered at z* in R?.
There exists, for any € > 0, a point (¢, z) in [0, T] x B (we omit the dependence of
(t,x) in € for notational simplicity), where Bp is a ball with large radius R around
x*, such that:

e For any ¢ > 0 the related point (¢, ) maximizes ¢! over [0,7] x Bg,

o (t,x) — (T,x*) and W' (t,z) — u'(T,z*) ase — 0.

To justify the last point, note that by the maximizing property of (¢, z) one has that

¢e(T,z*) < pL(t,x)
whence in particular (cf. (226))

|o* — z|?

0< +C(T —t) <u'(t,z) —u'(T, ") (228)

g

SO

T (T, x*) < (t, x). (229)
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Since @ is locally bounded, (228) implies that (¢t,z) — (T,2*) as ¢ — 0,
which, joint to the upper semi-continuity of % and to (229), implies that @' (¢, x)
— ' (T,z*)ase — 0.

Now one has ¢ < ¢ pointwise at T, therefore (225) joint to the fact that
lim. o @' (¢t,z) = @' (T,x*) imply that w'(t,x) > ((t,x), for ¢ small enough.
In virtue of the results already established at this point of the proof, the function
(s,y) — @ + C.(T — s) thus satisfies the related viscosity subsolution in-
equality at (¢, 2,14), so

C.—G <M) (t,z) —g' (t,x,ﬂ(t,x), <M> (t, z),

z(@)iu,x)) <o,

which for € small enough contradicts (227). O

Proposition 32. Let (un)n>o0, resp. (v)p>0, denote a stable, monotone and con-
sistent approximation scheme, in the sense that all conditions in Lemma 13(a),
resp. (b), are satisfied for the value function w, resp. v. Then:

(a) up, — u locally uniformly on € as h — 0.

(b) v, — v locally uniformly on € as h — 0, provided v, — v(= u) on
oDN{t<T}.

Proof. (a) By Lemma 13(a), the upper and lower limits @ and w are P-subsolutions
and P-supersolutions of (V2) on £. So u < u, by Theorem 6. Moreover u < & by
Lemma 12(i). Thus finally v = @, which implies that u;, — u locally uniformly on
€ as h — 0, by Lemma 12(iii).

(b) By Lemma 13(b)(i), v and v are respectively viscosity subsolutions and su-
persolutions of (V1) on IntD. Moreover, they satisfy 7 < u < w at T, by
Lemma 13(b)(ii). If, in addition, vy, — v(=u)on DN {s < T} thent <u < v
on 9D, and T and v are P-subsolutions and P-supersolutions of (V1) on £. We
conclude like in part (a). O

Remark 26. The convergence result regarding v in Proposition 32(b) can only be
considered as a partial result, since one only gets the convergence on £ condition-
ally on the convergence on 9D N {t < T'}, for which no explicit criterion is given.
Moreover the related approximation scheme vy, is written under the working as-
sumption that the true value for u is plugged on D in the approximation scheme
for v (cf. the boundary condition “v;, = u on 0D N D}” in Lemma 13(b)).
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Part IV
Further Applications

In this part we provide various extensions to the BSDE and PDE results of Parts II
and IIT which are needed for dealing with practical issues like discrete dividends or
discrete path-dependence in the context of pricing problems in finance.

Let us thus be given a set ¥ = {7y, Ty ..., T), } of fixed times with 0 = Ty <
T, < --- < Ty_1 < T, = T, representing in the financial interpretation dis-
crete dividends dates, or monitoring dates in the case of discretely path-dependent
payoffs. We set, forl = 1,...,m,

& = [T, T xR x I, Dy = [T1—1, T} x D

and we define Int&;, 0&;, IntD; and IntD as the parabolic interiors and bound-
aries of £ and D; as of (187). Note that the sets Int&;s and 9 = {T'} x R? x I,
partition €.

Discrete dividends on a financial derivative or on an underlying asset (component
of the factor process &X’) motivate separate developments presented in Sects. 14 and
15, respectively. Sect. 16 deals with the issue of discretely monitored call protection
(discretely monitored and intermittent call protection, as opposed to call protection
before a stopping time earlier in this article).

14 Time-Discontinuous Running Cost Function

Many derivative payoffs, like for instance convertible bonds (see Sect. 4.2.1), entail
discrete coupon tenors, that is, coupons paid at specific coupon dates 7;s, rather than
theoretical coupon streams that would be paid in continuous-time. Now, discrete
coupons imply predictable jumps, by the coupon amounts, of the related financial
derivatives arbitrage price processes at the 7;s. But all the BSDEs introduced in
this paper have time-differentiable driver coefficients (the place for dividends in the
case of pricing equations, see Part I), and the state-process Y of the solution to a
BSDE, which is intended to represent the price process of a financial derivative, can
only jump at totally unpredictable stopping times. One might thus think that pricing
problems with discrete coupons are not amenable to the methods of this paper.

However, as demonstrated in [18-20, 23], this apparent difficulty can be handled
by working with a suitable notion of clean (instead of ex-dividend) price process
for a financial derivative. Here clean price means (ex-dividend) price less accrued
interest at time ¢, a notion of price commonly used by market practitioners. This
simple transformation allows one to restore the continuity in time (but for totally
unpredictable jumps) of the price processes.

Yet an aside of this transformation is that the resulting running cost function g
is not continuous anymore, but presents left-discontinuities in time at the 7;s. This
motivates an extension of the results of this paper to the case of a running cost
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function ¢ defined by concatenation on the Int&;s of functions g;s satisfying our
usual assumptions relatively to the &;s. Definition 12 for viscosity solutions of (12)
and (V1) then needs to be amended as follows.

Definition 14. (i) A locally bounded upper semi-continuous, resp. lower semi-
continuous, resp. resp. continuous, function « on &, is called a viscosity subsolution,
resp. supersolution, resp. resp. solution, of (V2) at (¢, z,4) € Int&, if and only if the
restriction of u to & with (¢, x,1) € Int& is a viscosity subsolution, resp. superso-
lution, resp. resp. solution, of (V2) at (¢, z, i), relatively to & (cf. Definition 12(a)).
(i) A P — viscosity subsolution, resp. supersolution, resp. resp. solution u to
(V2) on & for the boundary condition ¢ at T" is formally defined as in Definition
12(b), with the embedded notions of viscosity subsolution, resp. supersolu-
tion, resp. resp. solution, of (V2) at any (¢,z,7) in Int€ defined as in (i)
above.

(iii) The notions of viscosity subsolutions, supersolutions and solutions of (V1) at
(t,x,1) € IntD, and, given a further continuous boundary condition ¥ on 9D such
that ¥ = & at T, those of P — viscosity subsolutions, supersolutions and solutions
of (V1) on &, are defined similarly (cf. Definition 12(c)).

Proposition 33. Using Definition 14 for the involved notions of viscosity solutions,
all the results of this paper still hold true under the currently relaxed assumption
on g.

Proof. In Part II, the continuity of g was used first, to ensure well-definedness of
the process g(s, X!, YE, ZE V) (cf. (119)) for any (Y, Z8, V') € 8 x HZ x
Hzt, and second, for the stability results of Propositions 25(ii) and 27(ii). But
it can be checked by inspection of the related proofs that these stability results
are still true under the currently relaxed assumption on g. Moreover the process
g(s, XL Yt Zt, V) is obviously still well-defined under the current assumption on
g, forany (Y, Z! V') € 8% x H2 x Hit.

In Part III, Theorem 5 still holds true, by immediate inspection of its proof.
Moreover, under an “I by {”” version of Assumption 8(ii) on the ¢;s, Lemma 11 and
Theorem 6 (hence Proposition 31 also follows) can be proven together iteratively on
[ as we now show. Let thus ; and v denote a P-subsolution and a P-supersolution
v of (V2) on & (the proof would be analogous for (V1)). Lemma 11 relative to &,,
is proven in exactly the same way as before. We thus have (cf. Theorem 6) u < v
on &,,. One can then establish likewise the version of Lemma 11 relative to &,,,_1
(note that 4 — v < 0 on 0,1, by the first step of the proof). So u < v on &,,—1,
and so on until [ = 1. Lemma 12 is of course not affected by the relaxation of the
assumption on g. Finally, given Definition 14, Lemma 13(a)(i) can be proven ex-
actly as before, on each Int £, and the proof of Lemma 13(a)(ii) does not change.
Lemma 13(a) is thus still true, and so is likewise Lemma 13(b), hence Proposition 32
holds as before. ]
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15 Deterministic Jumps in X

15.1 Deterministic Jumps in X

After having considered dividends on a financial derivative with factor process X in
Sect. 14, we now want to deal with pricing problems involving discrete dividends at
times 7;s on a primary asset, specifically given as a component of X in our generic
factor process X = (X, N), underlying a financial derivative.

Note that our basic model X’ cannot jump at the 7js, since the jump times of
the driving random measures x and v are totally inaccessible. We thus enrich our
model X' by the introduction of deterministic jumps in X at the Tjs (instead of
discontinuities in the running cost function g in Sect. 14), specifically,

X7, = 0/(Xr,-),

where the jump function 6 is given as a system of Lipschitz functions y — 9{ (y)
from R< into itself, foreveryi € Tand [ = 1,...,m.

Definition 15. (i) A Cauchy cascade ®,v on & is a pair made of a terminal condi-
tion @ of class P at T', along with a sequence v = (u;)1<i<m of functions w;s of
class P on the &s, satisfying the following jump condition on R¢ x I, for every
l=1,...,m:

uj(Ty, @) = uj, (T, 0;(x)) (230)

where, in case [ = m, u? 1 is to be understood as 9 in the right-hand-side of (230).
A continuous Cauchy cascade is a Cauchy cascade with continuous ingredients @,
us,

(ii) The function defined by a Cauchy cascade @, v is the function u on £ given as
the concatenation on the Int &s of the w;s, along with the terminal condition ¢ at 7.

The formal analogue of Definition 11 for a Markovian solution to the Markovian
decoupled forward backward stochastic differential equation with data G (including
here the jumps defined by 6 in X), C and 7 may then be formulated, where :

e A “model X with generator G” in Definition 11(a) is to be understood here in the
sense that foreveryl = 1,...,m with ¢t < Ty,

— X obeys the dynamics (152) on the time interval [Ti1—1 Vt,Ty),

- X§, =60, (X},_)and N, = N}, _,

where the superscript ¢ refers as usual to a constant initial condition (¢, x, %) for X,
so X} = (z,1);

e In Definition 11(b):

— The deterministic value function u in Definition 11(b)(i) is no longer continuous
on &, but defined by a continuous Cauchy cascade @, (u;)1<i<m;

— The deterministic value function v in Definition 11(b)(ii) is defined likewise by a
continuous Cauchy cascade @, (v;)1<i<m.
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One assumes in this section that the lower and upper cost functions £ and h are
not continuous on &, but are defined by continuous Cauchy cascades A, (¢;)1<i<m
and 7, (h;)1<i<m such that £; < h; foreveryl = 1,...,m,and A < & < 7,
whence in particular

0, (T,x) = AT, 6}, (2)) < (T, 6}, (2)) < T(T,6},(x)) = i, (T, 2). (231)

Note that £(s, X!) and h(s, X?) are then quasi-left continuous processes satisfying
our standing assumption (H.2) in Sect. 5.1, as should be in view of application of
general reflected BSDE results (see, e.g., [38]).

Suitable semi-group properties analogous to Propositions 26 and 28 in Part II,
and existence of a Markovian solution in the above sense to the Markovian de-
coupled forward backward SDE with data G, C and 7 (cf. Theorems 3, 4 and
Proposition 30 in Part IT), can then be established like in Part IT (see also Theorem 1 1
in Part IV below).

Remark 27. The fact that the value functions v and v are defined by continu-
ous Cauchy cascades can be established much like Theorem 11 below (see also
Chassagneux and Crépey [31]). Since the proof is simpler here, we do not provide
it, referring the reader to the proof of Theorem 11 for similar arguments in a more
complex situation.

The next step consists in deriving analytic characterizations of the value functions
u and v in terms of viscosity solutions to related obstacles partial integro-differential
problems.

Reasoning as in Part III (cf. the proof of Proposition 33 for a review of the main
arguments), one can thus show,

Proposition 34. Under the currently extended model dynamics for X (with deter-
ministic jumps in X as specified by 0):

(i) All the results of Part II still hold true, using the previously amended notions of
solutions to the related FBSDEs;

(ii) For everyl =1,...,m,

e w; is the unique P-solution, the maximal P-subsolution and the minimal
P-supersolution of (V2) on & with terminal condition uj | (T;,0;(x)) on O& -
with w41 in the sense of @, in case |l = m,

e v, is the unique P-solution, the maximal P-subsolution and the minimal
P-supersolution of (V1) on & with boundary condition u; on 0D;.

Part (ii) of this Proposition is thus the generalization to the present set-up of
Proposition 31 in Part III. As for the approximation arguments of Sect. 13, they can
only be used in the present set-up for establishing that, for [ decreasing from m to 1:
e v, — w; locally uniformly on & as h — 0, under the working assumption that
the true value for u} (7}, ) = u}_ (17,0} (x)) is plugged at T} in the approximation
scheme for u;;
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e v, — vy locally uniformly on & as h — 0, under the working assumption that
the true value for u; is plugged on 9D; in the approximation scheme for v;, and
provided v 5, — vy (= w;) on D, N {t < T;}.

Of course, in practice (cf. also Remark 26):
e u; is only approximately known at 7; (except for [ = m) when it comes to
approximating u; on &, using the already computed function w;1 5, at 7 as input
data;
e v, is only approximately known on D! when it comes to approximating v; on
&, using the already computed function w; ;, on 9D; as input data.

There is thus clearly room for improvement in these approximation results.

15.2 Case of a Marker Process N

We motivated the introduction of deterministic jumps in the factor process X in
Sect. 15.1 by its use in modeling discrete dividends on a primary asset underlying a
financial derivative, the primary asset being given as one of the components of X in
our generic factor process X = (X, N).

Still in the context of pricing problems in finance, there is another important mo-
tivation for introducing deterministic jumps in the factor process X, related to the
issue of extension of the state space when dealing with discretely path-dependent
financial derivatives. To make it as simple as possible, let us thus consider an
European option with payoff &(St,,St,,..., S, ) at maturity time T, = T,
where S represents an underlying stock price process. Such payoffs are for instance
found in cliquet options, volatility and variance swaps, or discretely monitored
Asian options. As is well known, these can often be efficiently priced by PDE meth-
ods after an appropriate extension of the state space. We refer the reader to Windcliff
et al. [86, 87] for illustrations in the cases of cliquet options and volatility and vari-
ance swaps, respectively.

Provided one works with a suitably extended state space, the methods and results
of the present paper are applicable to such forms of path-dependence, with all the
consequences in terms of pricing and hedging developed in Part 1.

Let us thus assume S to be given as a standard jump-diffusion, to fix
ideas. A first possibility would be to introduce the extended factor process
X; = (S:,59,...,58™ "), where the auxiliary factor processes S's are equal
to 0 before T; and to Sy, on [T}, T]. Since this extended factor process X exhibits
deterministic jumps at times 7;s, we are in the set-up of Sect. 15.1 (case of a degen-
erate model X = (X, N) = X therein), which provides a second motivation for the
developments of Sect. 15.1.

But this state space extension is not the only possible one. Exploiting the specific
nature of the payoff function @, more parsimonious alternatives in state spaces like
R? for some d < m rather then R™ above can often be found (see, e.g., Windcliff
et al. [86, 87]).

An extreme situation in this regard is the one where it is enough to know whether
the values of S at the T}s are above or below some trigger levels, so that it is enough
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to extend the factor process into X; = (X;, N;), where X; = S; and where the
marker process N; represents a vector of indicator processes with deterministic
jumps at the 7;s. By deterministic jumps here we mean jumps given by deterministic
functions of the St;s.

One would thus like to be able to address the issue of a discretely monitored call
protection T, like for instance (cf. Examples 2 and 5),

Example 4. Given a constant trigger level S and an integer ¢,

(i) Call possible from the first time 7 that S has been > S at the last » monitoring
times, Call protection before T,

Or more generally, given a further integer 7 > 1,

(ii) Call possible from the first time 7 that S has been > S on at least ¢ of the last ;
monitoring times, Call protection before 7.

As we shall see as an aside of the results of Sect. 16 (cf. Sect. 16.3.5), it is actually
possible to deal with such forms of path-dependence, resorting to a “degenerate
variant” X = (X, N) of the general jump-diffusion with regimes of this paper,
in which X is a Markovian jump-diffusion not depending on N, and where the
I-valued pure jump marker process N is constant except for deterministic jumps at
the 1}s, from N%li to

Ni, = 0,(X5, ), (232)

for a suitable jump function 6.

Note 17. In this set-up:

(i) In the notation of Sect.7.1, F,: is embedded into FF x+ which is itself embed-
ded into Fg: V F,:. Therefore F* = Fp: V F,+ VF,: = Fp: V F,+, where
(Fp: VF,+,P*; B, x") has the local martingale predictable representation property
(same proof as Proposition 23(ii)). As a consequence, there are no ! — martingale
components in any of the related forward or backward SDEs.

(i) Since X does not depend on N, the error estimate (137) on X and the estimates
on Y in Proposition 25 are valid, independently of the error estimate (136) on N.
Incidentally note that (136) does not hold anymore, since N now depends on X via
(232), even under the original measure P (before the change of measure to P?).

15.3 General Case

The situations of Sects. 15.1 and 15.2 are both special cases, covering many practical
pricing applications, of deterministic jumps of the factor process X at fixed times
T;s. The general case of deterministic jumps of X from Xr,_ to X1, = 0;(Xr,_) at
the T7s, for a suitable function 6, seems difficult to deal with. Indeed, as soon as N
depends on X via its jumps at the 7;s:
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e First, the error estimate (136) on IV is not valid anymore. The error estimate
(137) on X and the continuity results on ) and ) in Propositions 25(ii) and 27(ii),
which all relied on (136), are therefore not available either (at least, not by the same
arguments as before), unless we are in the special case of Sect. 15.2 where X does
not depend on N;

e Second, the martingale representation property of Proposition 23(ii) under the
original measure P, which was used to derive the martingale representation property
under the equivalent measure P! at Proposition 24(ii), becomes subject to caution,
inasmuch as N and B are not independent anymore (not even under the original
measure IP), unless we are in the special case of Sect. 15.2 where F! = Fg: V Fye.

16 Intermittent Upper Barrier

16.1 Financial Motivation

A more general form of call protection than those considered earlier in Parts IT and
III consists in “intermittent” (or “Bermudan”) call protection. In the financial set-up
of Part I, this involves considering generalized upper payoff processes of the form

for given cadlag event-indicator'” processes §2;, 2¢ = 1 — §2;, rather than more
specifically (cf. (107))

Up = Ljperyoo + Lisn Uy (234)

for a stopping time 7.

Let a non-decreasing sequence of [0, T']-valued stopping times 7;s be given, with
7o = 0 and 7; = T for ! large enough, almost surely. We assume that a call protection
is active at time 0, and that every subsequent time 7; is a time of switching between
call protection and no protection. Thus, for ¢ € [0, T,

2 =1y, oddy (235)

where I; is the index [ of the random time interval [T}, T;1) containing ¢.

Remark 28. Considering sequences 7 such that 7o = 7, = 0 and 72 > 0 almost
surely, observe that this formalism includes the case where the protection is inactive
on the first non-empty time interval.

10 Boolean-valued.
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In the special case of a doubly reflected BSDE of the form (15) with a generalized
effective call payoff process U as of (233), (235) therein, the identification between
the arbitrage or infimal super-hedging price process of the related financial deriva-
tive and the state-process Y = II of a solution, assumed to exist, to (15), can be
established by a straightforward adaptation of the arguments developed in Part I
(see Sect. 16.2.1).

Remark 29. We shall see shortly that in the present set-up the possibility of jumps
from finite to infinite values in U leads to relax the continuity condition on the
process K in the Definition 4 of a solution to a reflected BSDE (see Definition 16
below). This is why one is led to a notion of infimal (rather than minimal) super-
hedging price in the financial interpretation. See Bielecki et al. [23, Long Preprint
Version] or Chassagneux et al. or [31] for more about this.

However doubly reflected BSDEs with a generalized upper barrier as of (233),
(235) are not handled in the literature. This section aims at filling this gap by show-
ing that such BSDEs are well-posed under suitable assumptions, and by establishing
the related analytic approach in the Markovian case.

To start with, the results of Sect. 16.2 extend to more general RIBSDEs (see Def-
inition 16 and Remark 17) the abstract RDBSDE results of Crépey and Matoussi
[38]: general well-posedness (in the sense of existence, uniqueness and a priori
estimates) and comparison results. In order to recover the results of [38], simply
consider in Sect. 16.2 the special case of a non-decreasing sequence of stopping
time 7 = (7;);>0 such that 75 = T almost surely, so 7, = 72 = T forl > 2. Also
note that the component K of the solution is continuous in case of an RDBSDE.

We then deal with the Markovian case in Sect. 16.3.

16.2 General Set-Up

In this section one works in the general set-up and under the assumptions of Sect. 5.
Let us further be given a non-decreasing sequence 7 = (77);>0 of [0, T']-valued
predictable stopping times 7;s, with 79 = 0 and 7; = T for [ large enough, almost
surely. The RIBSDE with data (g,¢, L, U, 7), where the “I” in RIBSDE stands for
“intermittent,” is the generalization of an R2BSDE in which the upper barrier U
is only active on the “odd” random time intervals [7g;11, T2;+2). Essentially, we
replace U by U in Definition 8(a)(iii), with for ¢t € [0, 7],

Ut = ]l{lt even}OO + ]l{lt Odd}Ut (236)

where [; is defined by 7;, < ¢ < 7,4+1. However this generalization leads to relax
the continuity assumption on K in the solution. Let thus A2 stand for the space of
finite variation but not necessarily continuous processes K vanishing at time 0, with
(possibly discontinuous) Jordan components denoted as usual by K+,
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Definition 16. An (2,F,P), (B, u)-solution ) to the RIBSDE with data (g,&, L,
U, 7)is a quadruple Y = (Y, Z,V, K), such that:

(i)YESQ,ZEHé,VEHQ,KeAQ,
(ii)Yt:H/ 0u(Ya 22, V) ds + K — K,
¢
—/ Z,dB, // fi(ds,de) , t € [0,T],
¢
(iii) L<Yon[0,7], Y <Uon|0,T]

T
and / (Y_ — Li_)dK;" :/ (U — Y,_)dK; =0,
0 0

where U is defined by (236), and with the convention that 0 X +oco = 0 in (iii).

Remark 30. In the special case where 7 = T a.s. (so 3 = 75 = T forl > 2), the
RIBSDE with data (g, ¢, L, U, 7) reduces to the RDBSDE with data (g, &, L, U, 1)
(see Definition 9(ii)). If moreover 71 = 0, one then deals with an R2BSDE.

16.2.1 Verification Principle

Givent € [0,T], let 7; denote the set of [¢, T']-valued stopping times. The following
Verification Principle, stated without proof, is an easy generalization of Proposi-
tion 18 in Part II. From the point of view of the financial application, this result
can be used to establish the abovementioned connection between the arbitrage price
process of a game option with call protection 7 and the state-process Y of a solution,
assumed to exist, to the related RIBSDE (see Remark 29).

Proposition 35. IfY = (Y, Z,V, K) solves the RIBSDE with data (g,&, L, U, T),
then the state process Y is the conditional value process of the Dynkin game with
payoff functional given by, for any t € [0, T] and p,0 € Tz,

J (p,0) = /tpw 9s(Ys, Zs, Va)ds + Lol pro—g<1y + Upl ooy + ELfpro—ry -
More precisely, for every ¢ > 0, an € — saddle-point of the game at time t is given by:
o :inf{se t,7); Y, ZUu—g}/\T, o
:inf{se t,T]: Y, §Lu+a}/\T.

So, for any p,0 € x Ty,

E[J'(7,0)|F] —e < Yy < E[J'(p,0)| 7] +e. (237)
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Of course, given the definition of U in (236), this Dynkin game effectively re-
duces to a “constrained Dynkin game” with upper payoff process U (instead of U in
Proposition 35),posed over the constrained set of stopping policies (p, ) € 7; x 7y,
where 7; denotes the set of the U;>o[T24+1 V t, Tor2 V t) U {T'} — valued stopping
times. In particular,

;= inf{ s € Ul20[7-2l+1 Vi, TooVit); Ys > U, — 5} AT.

16.2.2 A Priori Estimates and Uniqueness

Recall that a quasimartingale L is a difference of two non-negative supermartin-
gales. The following classical results about quasimartingales can be found, for
instance, in Dellacherie and Meyer [43] (see also Protter [84]).

Lemma 14. (i) (See Sect. VI.40 of [43]) Among the decompositions of a quasi-
martingale X as a difference of two non-negative supermartingales X' and X2,
there exists a unique decomposition X = X' — X2, called the Rao decomposition
of X, which is minimal in the sense that X' > X', X? > X2, for any such decom-
position X = X! — X2,

(ii) (See Appendix 2.4 of [43]) Any quasimartingale X belonging to S 2isa special
semimartingale with canonical decomposition

X;=Xo+ M+ A, te]0,T) (238)

for a uniformly integrable martingale M and a predictable process of integrable
variation A.

The following estimates are immediate extensions to RIBSDEs of the analogous
results which were established for R2ZBSDEs and RDBSDE:s in [38].

Theorem 7. We consider a sequence of RIBSDEs with data and solutions indexed
by n, but for a common sequence T of stopping times, with lower barriers L,, given
as quasimartingales in S%, and with predictable finite variation components denoted
by A, (cf. (238)). The data are assumed to be bounded in the sense that the driver
coefficients g™ = g3 (y, z,v) are uniformly A — Lipschitz continuous in (y, z,v),
and one has for some constant c;:

€113 + 197(0,0,0)[132 + L™ |32 + U152 + [|A™ |52 < e1. (239)

Then one has for some constant ¢(A):

IV 2+ 12713 + 1V B + 110 + K772 < e(A)er. (240)
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Indexing by ™? the differences -" — ‘P, one also has:

Y™ 7|5 + 127

2o VI3 + K™ 2
< c(A)er (€713 + g™ (7, 20 V) Be + [ L7252 + U752 ).
(241)

Assume further dA™~ < o}}dt for some progressively measurable processes o™
with ||a"||3¢2 finite for every n € N. Then one may replace | L™ || %2 and || L"™?||s2
by | L™|12,2 and ||L™?||3¢2 in (239) and (241).

Suppose additionally that ||a™ || 2 is bounded over N and that when n — oo :

o g™ (Y.,Z,V) converges in H?* to g.(Y.,Z.,V.) locally uniformly w.rt.
(Y,Z,V) e 8* x Hj x H}., and
o (¢ L™ U™) convergesin L2 x H?> x 8% to (¢, L,U).

Then (Y™,Z", V™ K™) converges in S* x H3 x Hi x 82 to a solu-
tion (Y,Z,V,K) of the limiting RIBSDE with data (g,&,L,U,T). Moreover,
(Y, Z,V, K) also satisfies (240)—(241) “withn = 00" therein.

Moreover, in the special case L™? = U™P = 0, one has like for RZBSDEs
that estimate (241) holds with L™? = U™P = ( therein (cf. Appendix A of [38]),
irrespectively of the specific assumptions on the L,,s in Theorem 7. In particular,

Proposition 36. Uniqueness holds for an RIBSDE satisfying the standing assump-
tions (H.0)—(H.2).

16.2.3 Comparison

In this section we specialize the general assumption (H.1) in Sect.5.1 to the case
where (cf. Sect. 4 of [38])

(- 220) = (3.2 | o(@mle)d() o)), 42)

for a P-measurable non-negative function 1, (¢) with |1;|, uniformly bounded, and a

PRB(R)@B(R'®?) @ B(R)-measurable function § : 2x[0, T|xRxR®4xR — R

such that:

(H.1.i)’ g.(y, z,7) is a progressively measurable process, for any y € R, z €

R®d ;€ R;

(H.Lii)’ [[3.(0,0,0) 52 < +o00;

H.Liii) [g¢(y,z,7) — (', 2/, 7)| < A(ly — ¢/ + |z = 2’| + |r — ¢'|), for any

t€[0,T),y,y €R, 2,2 € R"® and r, 7' € R;

(H.1iv)’ 7 — §;(y, z, ) is non-decreasing, for any (¢,y,2) € [0,T] x R x R1®4,
Using in particular the fact that

/E(v(e) = v'(e))ne(e)Gile) plde)| < |v — v"[¢|nm:]

with |7 |; uniformly bounded, so g defined by (242) satisfies (H.1).
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The following RIBSDE comparison result is then an easy generalization of the
R2BSDE comparison result of Crépey and Matoussi [38].

Theorem 8. Let (Y, Z,V,K) and (Y',Z', V', K') be solutions to the RIBSDEs
with data (g,&, L,U,7) and (¢', &', L', U’, T') satisfying assumptions (H.0)—(H.2).
We assume further that g satisfies (H.1)’. Then Y <Y’, dP ® dt — almost every-
where, whenever:

(i) £ < &, P—almost surely,

(ii) g. (Y, Z!) V) < ¢/(Y!, Z', V), dP ® dt — almost everywhere,

(iii) L < L' and U < U’, dP® dt — almost everywhere, where U is defined by (236)
and U’ is the analogous process relative to T'.

Remark 31. The inequality U < U’ which is assumed in part (iii) implies in partic-
ular that
(7ot Tor41) € (79, To41) » 1 > 0.

16.2.4 Existence

We work here under the following square integrable martingale predictable repre-
sentation assumption:
(H) Every square integrable martingale M admits a representation

t t
M=o+ [ Zeabo+ [ [ Viontdsde), tefo. 1) @)
0 0 E

for some Z € H2and V € Hz.

We also strengthen Assumption (H.2.1) into:
(H.2.i)' L and U are cadlag quasi-left continuous processes in S2.
Recall that for a cadlag process X, quasi-left continuity is equivalent to the existence
of sequence of totally inaccessible stopping times which exhausts the jumps of X,
whence PX = X._ (see, e.g., Jacod—Shiryaev [62, Propositions 1.2.26, p.22 and
1.2.35, p. 25]). We thus work in this section under assumptions (H) and (H.0)-(H.2)’,
where (H.2)’ denotes (H.2) with (H.2.i) replaced by (H.2.i)’ therein.

Finally we postulate the so-called Mokobodski condition (see [38]), namely the
existence of a quasimartingale X with Rao components in S? and such that L <
X < U over [0,T]. In view of Lemma 14, This is tantamount to the existence of
non-negative supermartingales X *, X2 belonging to S? and such that L < X! —
X? < U over [0, T)]. The Mokobodski condition is of course satisfied when L is
a quasimartingale with Rao components in S2, as for instance under the general
assumptions of Theorem 7.

The following two lemmas establish existence of a solution in the special cases
of RIBSDEs that are effectively reducible to problems with only one call protection
switching time involved.

The first case is that of an RDBSDE (or RIBSDE with 5, = T', see Remark 30).
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Lemma 15. Assuming (H), (H.0)—(H.2)’ and the Mokobodski condition, then, in the
special case where T2 = T almost surely, the RIBSDE with data (g,¢, L, U, T) has
a (unique) solution (Y, Z,V, K). Moreover the reflecting process K is continuous.

Proof. Under the present assumptions, existence of a solution to an RDBSDE was
established in Crépey and Matoussi [38] (in which continuity of the reflecting pro-
cess K is part of the definition of a solution), by “pasting” in a suitable way the
solution of a related R2BSDE over |12, T'] with that of a related RBSDE over [0, 73].

O

We now consider the case where 71 = 0 and 73 = T almost surely, so that the up-
per barrier U is effectively active on [0, 72), and inactive on |12, T') (cf. Remark 28).
Let [6] denotes the graph of a stopping time 6.

Lemma 16. Assuming (H), (H.0)—(H.2)’ and the Mokobodski condition, then, in
the special case where 0 = 11 < 1o < 13 = T almost surely, the RIBSDE with data
(g,&, L, U, T) has a solution (Y, Z,V, K). Moreover, KT is a continuous process,
and

{(w,t); AK; #£0} C [r2] , AY,, = AK_ = (Y., —U,)*t.

Proof. The solution (Y, Z,V, K) can be obtained by an elementary two-stages
construction analogous to that used for establishing existence of a solution to an
RDBSDE in [38], by “pasting” appropriately the solution (Y Z V K ) of a related
RBSDE over the random time interval [2, T'], with the solution (Y, Z,V,K) of
a related R2BSDE with terminal condition Y, = min(Y,,, U,,) over the random
time interval [0, 72]. The detail of this construction appears in the statement of The-
orem 9(i) below. In particular, in case Y7,U,, the jump AK_ of the reflecting
process K~ at time 73 is set to the effect that

YTQ* - UTQ - UTQ* = UT277

so that the upper obstacle related conditions are satisfied in Definition 16(iii). Note
in this respect that the process U cannot jump at 7o, by Assumption (H.2.i)’ and the
fact that the 7;s are predictable stopping times. The random measure p cannot jump
at 7o either. O

Iterated and alternate applications of Lemmas 15 and 16 yield the following
existence result for an RIBSDE,

Theorem 9. Let us be given an RIBSDE with data (g,&, L, U, 7). We assume (H),
(H.0)—(H.2)’ and the Mokobodski condition, and T,,+1 = T almost surely for some
fixed index m.

(i) The following iterative construction is well-defined, for | decreasing from m to
0: V' = (YL, ZL, V! K is the (2,F,P), (B, u) — solution, with K' continuous, to
the stopped RBSDE (for | even) or R2BSDE (for | odd) on [0, T] with data
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I+1
g, YT'Z+1 ,lLl, Ti4+1 (I even) (244)
g, mln(Yn‘L,UnH) , L, U, 141 (lodd)
where, in case | = m, YTl;: is to be understood as & (so min(YTllt}, Ur,,)= min

(&, Ur) =¢).

(ii) Let us define Y = (Y, Z,V,K) on [0,T] by, for everyl =0,...,m:
o (Y, Z, V)= (YL, Z' VY on[r,7i11), and also at T, vy = T in case | = m,
o dK = dK'on (1, 1141),

AK, = (Y} = U,)" = AY;, (=0 for 1 odd)
and AKT = AYT =0.
Then Y = (Y, Z,V,K) is the (2,F,P), (B, 1) — solution to the RIBSDE with

data (g,&, L, U, 7). Moreover, K™ is a continuous process, and

{wt); AK=#0yC |J [0, AY =AK" =Y -U)"on |J [n].

{l even} {l even}

Remark 32. We conjecture that one does not need the condition that 7,,4; = T for
some fixed index m in Theorem 9. In the case of a Brownian filtration (so F = F g
and there is no random measure p involved), this actually follows by application
of the results of Peng and Xu [81]. More precisely, this follows from an immediate
extension of these results to the case of an R U {+00} — valued upper barrier U,
noting that the results of Peng and Xu [81], which are based on Peng [80], even if
stated for real-valued barriers, only use the fact that U~ = U~ lies in S2. This is of
course verified under the standing assumption (H.2.i) of this paper (see Sect.5.1).
Moreover it is apparent that the penalization approach and the related results of Peng
[80] and Peng and Xu [81] can be extended in a rather straightforward way to the
more general case of a filtration F = Fp VI, which would then establish the above
conjecture. Since Theorem 9 is enough for our purposes in this article, we shall not
push this further however.

16.3 Markovian Set-Up

16.3.1 Jump-Diffusion Set-Up with Marker Process

We now specify the previous set-up to a Markovian jump-diffusion model with
marker X = (X, N) as of Sect. 15.2, in which X is a Markovian jump-diffusion
not depending on N, and the [-valued pure jump marker process N is constant
except for deterministic jumps at the times 7;s, from N:tpl _to

N, = 0,(X4, ), (245)
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for a suitable jump function 6. Again (see Remark 17), in this set-up:
o (F' =TFp: VF,:, P B x") has the local martingale predictable representation
property,
e The error estimate (137) on X is valid.

Let us set, for a regular function u over [0, 7] X R9 (cf. (113) and the related
comments):

Gu(t,z) = dyu(t, ) + $Trla(t, x)Hu(t, z)] + Vu(t, z)b(t, ) (246)
+ /R (u(t, z+8(t,z,y)) — ult, x)) £(t, 2, y)m(dy)

with

b(t,x) = b(t,x) — » O(t,x,y) f(t, z, y)m(dy). (247)

In the present set-up, the operator G defined by (246) is thus the generator of the
Markov process X .

We now consider a Markovian RIBSDE with underlying factor process X =
(X, N). More precisely, let us be given a family of RIBSDEs parameterized by the
initial condition (¢, x,4) of X' (where the superscript ¢ stands as usual in this article
in reference to (¢, x, 7)), with the following data:

e The generator G of X defined by (246), and the specification of the jump size
function 8 of N in (245),

e Cost data C as of Sect. 6.4, assumed here not to depend on i € I,

e The parameterized sequence of stopping times 7* defined by 7§ = ¢ and, for every
[ > 0 (to be compared with the stopping time 7 of Example 3/Hypothesis 7(iii) in
Part I1I):

Top1 = inf{s > 75 s NE ¢ AA AT | 75, =inf{s > 75,1 Nl € A AT,
(248)

for a given subset A of I, resulting in an effective upper payoff process U of the
Markovian form (233) corresponding to the event-process

Q2 = lyiga. (249)

Observe that since the cost data do not depend on ¢, the only impact of the marker
process N is via its influence on 7¢. Also note that the 7/s effectively reduce to
T-valued stopping times, and that one almost surely has 77, =T

This Markovian set-up allows one to account for various forms of intermittent
path-dependent call protection. Denoting by S? the first component of the R¢-
valued process X! and by S the first component of the mute vector-variable z € R?,
one may thus consider the following clauses of call protection, which correspond to
Example 2 in Part 1.
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Example 5. Given a constant trigger level S and an integer 2+ < m, 7¢ of the form
(248) above, with:
i) I=10,...,2},A=1{0,...,2— 1} and 0 defined by

i i+1)A1, 8>S
el(x)_{(() ) S<S

(which in this case does not depend on [). With the initial condition N} = 0, N!
then represents the number, capped at 2, of consecutive monitoring dates 7; with
Srfpl > S from time s backwards since the initial time ¢. Call is possible whenever
N! = 1, which means that S’ has been > S at the last » monitoring times since the
initial time ¢; Otherwise call protection is in force;

Or more generally,

(ii) I = {0, 1}’ for some given integer y € {z,...,m}, A = {i € I'; |i|] < ¢} with
lil = > 1<;<,1;, and 0 defined by

9;(.%) = (115257@'1» s 77;d71)

(independently of 1). With the initial condition N} = 0,, N! then represents the
vector of the indicator functions of the events S’fpl > S at the last 7 monitoring dates
preceding time s since the initial time ¢. Call is possible whenever | N!| > 7, which
means that S has been > S on at least 2 of the last y monitoring times since the
initial time ¢; Otherwise call protection is in force.

16.3.2 Well-Posedness of the Markovian RIBSDE

In the present set-up where F* = F g« VF, «, there are no v* — martingale components
in any of the related forward or backward SDEs, and the definitions of § and g
(cf. (119), (160)) reduce to the following expressions, where in particular v denotes
a generic element v € M(R?, B(R?), m(dy); R):

s XL 2,0) = g5, XLy 2,7 with 72 = 72(0) = [ 0(u) (s, X ()
R

9(s, X5,y,2,0) = g(s, Xy, 2,7) + (7 = 7) with 7 = 7(v) = / v(y)m(dy).
R4
(250)

Accordingly, the V*-component of a solution to any Markovian BSDE (cf. Theo-
rem 37) lives in H2, = H3..

Proposition 37. (i) The following iterative construction is well-defined, for | de-
creasing from m to 0: Ybt = (Ybt zbt VIt KUY s the (02,F PY), (B, ut)
— solution, with K"t continuous, to the stopped RBSDE (for | even) or R2BSDE (for
l odd) on [t, T] with data
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Lo 9(s, XLy, 2,0), YHl’t U(sVt, XLy, Tl (Leven)
Ti41
Ly d(s, X4y, 2,0), min(YL M h(rf L XE ), (251)
141 141
sVt XL,,), h(sVvit,XL,,), TH_I (l odd)

where, in case | = m, Yl+1 Y is to be understood as D(XL).

Let Y = (Y, Z¢, Vt Kt) be defined in terms of the Y''s as Y in terms of
the Y's in Theorem 9(”). So in particular Y* = Yt on [} ,Tl+1), for every l =
0,...,m,and

. Y2 ieA
v={ish (252)

Then Y is the (2, Ft Pt), (BY, ut) — solution to the RIBSDE on [t, T] with data
g(s, XLy, z,v), (X%, (s, X)), h(s, X1), 7" (253)

(i) For every | = 0,...,m, we extend Y"' by V"' and K", Z"t and V't by
0 on [0,t]. Then, for every | = m,...,0: Yot = (Yit Zbt Vit KLY s the
(2,F,P), (B, ) — solution, with K" continuous, to the stopped RBSDE (for
even) or R2BSDE (for | odd) on [0, T] with data as of (251), with g instead of g
therein.

Proof. Part (i) follows by application of Proposition 9. Identity (252) simply results
from the fact that, since Y = Y on [rf, 7}, ),

V=Y Nea

254

{Yt Yl 2 Nt ¢ A (2>9)

with N{ = i. Part (ii) then follows from part (i) as in the proof of Theorem 2. a

Our next goal is to derive stability results on V!, or, more precisely, on the Yhts,
Toward this end a suitable stability assumption on 7¢ is needed. Note that in the
present set-up assuming the 7/s continuous, which would be the “naive analog” of
Assumption 4, would be too strong in regard to applications. This is for instance
typically not satisfied in the situations of Example 5. One is thus led to introduce
the following weaker

Assumption 10 Viewed as a random function of the initial condition (¢, x, ¢) of X,
then, at every (¢, x,4) in &, T is, almost surely:
(i) Continuous at (¢, z,4) if ¢ ¢ T, and right-continuous at (¢, x,1) if t € ¥,
(ii) Left-limited at (¢, z,¢) if t = T; € ¥ and 6; is continuous at (z, 7).
By this, we mean that:
o 7in — THif (L, 2n,1) — (t,x,i) witht ¢ T, or,fort =T, € T,if .1 2
(tn, Tn, i) — (11, 2, 1)
o IfInt& > (ty, xpn,i) — (t =T}, z,i) and that 6; is continuous at (z, ), then 7'~
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converges to some non-decreasing sequence, denoted by 7¢, of predictable stopping
times, such that in particular 7/, = T for I’ > m + 1.

Observe that since the 7/s are in fact T-valued stopping times:
e The continuity assumption on 7° effectively means that Tlt" = 7} for n large
enough, almost surely, foreveryl = 1,...,m+ land £ 3 (t,, xn,1) — (t,2,7) €
Ewitht ¢ T;
e The right-continuity, resp. left-limit assumption, effectively means that for n large
enough 7" = 7/, resp. 7f, almost surely, for every [ = 1,...,m + 1 and 41 3,
resp. IntEy > (tn, p,i) — (L1, z,4) € E.
Remark 33. 1t is intuitively clear, though we shall not try to prove this in this ar-
ticle, that Assumption 10 is satisfied in the situations of Example 5, in case the
jump-diffusion X is uniformly elliptic in the direction of its first component S
(cf. Example 3). We refer the reader to [31] for a precise statement and proof in
a diffusion set-up.

Moreover we make the following additional hypothesis on the upper payoff func-
tion h, whereas the lower payoff function ¢ is still supposed to satisfy assumption
(M.3). Also recall that in this section the cost data C, including the function h, do
not depend on i € I.

Assumption 11 £ is Lipschitz in (¢, z).
One denotes by V' = (V') g<i<m, with Yht = (Yit, ZLt Vit Lty and Kbt
continuous for every | = 0, ..., m, the sequence of solutions of stopped RBSDEs

(for I even) or R2BSDEs (for [ odd) which is obtained by substituting 7¢ to 7 in the
construction of }* in Theorem 37(i).

Theorem 10. For everyl =m,...,0:
(i) One has the following estimate on Y,

Y415 + 112"

to + IVE IR + K3 < OO+ J2). (255)
Moreover, an analogous bound estimate is satisfied by 5“;

(ii) ' referring to a perturbed initial condition (t,,, 1) of X, then:

o Incaset ¢ T, Y\t converges in S% x H2 x Hz xA2to Yt asE S (ty, Tn,i) —
(t,z,4);

e Incaset =Ty € T,

— Yhin converges in 8% x HE x HZ x A% to Y5t as E i1 3 (tn, 2, i) — (8, 2,0);
— If 6y is continuous at (x,1), then Yhitn converges in S% x Hﬁ X Hi x A2 to )Nil*t
asnt&y 3 (tn,xn, i) — (t,x,1).

Proof. Under Assumption 10, these results can be established, recursively
on ! decreasing from m to 0, by easy amendments to the proof of Proposition
27 in Appendix 17.3, using Assumption 11 for controlling new terms in
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IRV AT Xy ) =hltn ATz X s and [A(EV-ATE G X )=
h(tn, /\Tl+1, Xtt e )H52 that arise (for odd) in the right-hand-side of the analogs
of inequality (276). O

16.3.3 Semi-Group and Markov Properties

Let ! refer to the constant initial condition (¢, x, %) as usual. Let X* = (X*, N*) and
Y= (Yt Z V't K') be defined as in Sect. 16.3.1 and Theorem 37, respectively.
Givent' > t, let Ft stand for (F!'),>y with for r >t/

=o(x)\/ 7.

Let 7/ = t’\/T 1nthesensethat7'l =t Vvl forl =1,...,m+ 1. As for
FY = (F!

T

)Qt/, Pt B! and ut, they are defined as usual as in Sects.7.1-7.2,
with ¢’ instead of ¢ therein. Note in particular that F!' is embedded into the restriction
Fly gy of F to [t/, T7.

We then have the following semi-group properties, which are the analogs in the
present set-up of Propositions 26, 28 in Part II.

Proposition 38. (i) The Jump-Diffusion model with Marker Process on [t', T with
initial condition X}, at t' admits a unique (2, F* | P) — solution X* = (X" N,
which coincides with the restriction of X* to [t', T}, so:

XY = (X!, NDy<rer = (X <rer.

(ii) For t and t' in the same monitoring time strip, so T;_1 < t < t' < T} for some
le{l,...,m}, then v = t'V 7' is an F* — stopping time, and the RIBSDE on
[t/, T with data

3(s, XLy, 2,0), D(XE), €(s, XY), h(s, XL), 7' (256)

has a unique (2,F" P"), (BY, ut') - solution Y = (Y*, 2" V' K"), such
that, with Yt = (Y, Zt Vi, K!)i<,<r defined as in Theorem 37:

ryVro

VW= 20 VK Yy cper = (Y, ZE VKL — Ky cper. (257)

T rTro

Proof. Part (i) can be shown much like Proposition 26(i). It implies in particular
that whenever 7,y < ¢ < ' < T forsome l € {1,...,m}, then N} = N} =
forr € [t/,T}). In view of (248) one thus has 7, = ¢’ and, for every [ > 0:

Tyr1 = inf{s > 75;; N;l ¢ AYNT, 19,5 = inf{s > 75, ; N;l € AYAT.
(258)
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This shows that 7/ is an F*' — stopping time, namely the analog of ¢ relatively to
N*. Knowing this, part (ii) can then be established much like Proposition 26(ii) or
28(ii) in Part II. a

In the present set-up the suitable notion of a Cauchy cascade (cf. Definition 15)
takes the following form.

Definition 17. (i) A Cauchy cascade @, v on & is pair made of a terminal condition
& of class P at T, along with a sequence v = (v;)1<;<m Of functions v;s of class P
on the &s, satisfying the following jump condition, at every point of continuity of
6 in z:

min(viy1 (17, z, 0i (x)), h(T},z)) ifi ¢ Aand0i(z) € A,

v (Th, @) = {le(Tl, x,0i(x)) else (259)

where, in case | = m, v is to be understood as P.

A continuous Cauchy cascade is a Cauchy cascade with continuous ingredients
@ at T and v;s on the &;s, except maybe for discontinuities of the v;s at the points
(Ty, 1) of discontinuity of 6} in x;
(ii) The function defined by a Cauchy cascade is the function on £ given by the
concatenation of the v;s on the Int &;s, and by the terminal condition ¢ at T'.

Remark 34. So, at points (T}, x, i) of discontinuity of ¢} in z, v} (t,, z,) may fail
to converge to v} (T}, z) as & > (tn,Tn,i) — (1}, ,1). Note that in the specific
situations of Examples 4 or 5 / 2, the set of discontinuity points x of ! is given by
the hyperplane {x; = S} of R%, for every [, i.

We are now in a position to state the Markov properties of ). The notion of
€ — saddle-point in part (iii) was introduced in the general RIBSDEs verification
principle of Proposition 35.

Theorem 11. (i) Given (t,x,i) € &, let V' = (Y, Z8, V1 K*) be defined as in
Theorem 37. As (t,x,1) varies in £, Y}l is a deterministic function v defined by a
continuous Cauchy cascade ®, (v;)1<i<m on E.

(ii) One has, Pt-a.s.,

Yi=w(s,X!), s€ltT]. (260)

(iii) For every ¢ > 0, an € — saddle-point of the related Dynkin game at time t is
given by,

P = inf{ s € Ul20[72tl+1772tl+2)§ (s, X0) € ge_} AT,

o :inf{s e [t,T); (s, X1) € 5:} AT
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with

{(
{(

t,x,i) € & vi(t,x) > hi(t,x) — e},
t,x,i) € ;v (t,x) > 0 (t,x) + €}

o
g+

Proof. Let us prove parts (i) and (ii), which immediately imply (iii) by an applica-
tion of Proposition 35. By taking » = ¢’ in the semi-group property (257) of )V, one
gets, foreveryl=1,... mand T} <t <r < T,

Y!=w(r,Xt), Pt—a.s. (261)
for a deterministic function v; on Int &;. In particular,
Y} = v'(t, ), for any (¢,2,7) € &, (262)

where v is the function defined on £ by the concatenation of the v;s and of the
terminal condition @. In view of (252), the fact that v is of class P then directly
follows from the bound estimates (255) on V%% and Y'-*.

Let us show that the v;s are continuous on the Int&;s. Given € > (¢, xp, 1) —
(t,x,i) with t ¢ T ort,, > T; = t, one decomposes by (252):

[ (t,2) = ' (tn, xa)| = ¥ = Y| <

E(YVY! — Y2 + B> —v2 ie A
t t tn t
B, =Y, O+ EY, =Y, i A

In either case we conclude as in the proof of Theorem 4(i), using Proposition 10 as
a main tool, that v’ (¢, x) — v*(t,, )| goes to zero as n — oo.

It remains to show that the v;s can be extended by continuity over the &£;s, and that
the jump condition (259) is satisfied (except maybe at the boundary points (7}, x, 7)
such that 9} is discontinuous at x).

GivenInt&; 5 (tn, zn,1) — (t = T}, x, i) with 6; continuous at (z, %), one needs
to show that v} (t,,, z,,) = v*(t, z) — v} (T}, z), where v} (T}, z) here is defined
by (259). We distinguish four cases. ‘

e Incasei ¢ Aandf}(z) € A, one has, denoting v/ (s, y) = min(v(s, y, 67 (y)),
h(y)), 3 (s, ) = min(u(s, g, ), h(y)).

@ (t, ) = u' (b, 20)|* = [0 (8, 2) = Yy, " P

< B[ (¢, x) — Ot X{) P + 2B (0, /") = Y )P (263)
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By continuity of 6; at (z,4), it comes that §;(X/") = 6i(x) € A for X/ close
enough to x, say || X! — z|| < ¢. In this case t = 75", therefore (cf. (251)) Y;"'" =
o(t, &) So

~ n 1,ty, 1,t, 1ty
Elll”X:"meSc(v(t? Xtt ) - }/;n )|2 S E|Yt - }/tn |27

which converges to zero as n — o0, by the R2BSDE satisfied by Ytn and the
convergence of Y= to Y. Moreover E[1) yen 5 . (B(t, X/) = Y, |2 goes
to zero as n — oo by the a priori estimates on X and Y''''» and the continuity
of ¥ already established over Int&;, ;. Finally by this continuity and the a priori
estimates on X the first term in (263) also goes to zero as n — 00. So, as n — 00,

v (tp, 2n) — 0 (t, ) = min(v(t, z, 0 (), h(t, z)) = v} (T}, z).

e Incase i€ A and 6}(z) ¢ A, one can show likewise, using ¥/ (s,y) = v(s,y,
6 (y)) instead of (s, y), v(t, X}") instead of (¢, ") and Y instead of Y
above, that

vi(tn,xn) — ﬁi(t,x) = vli(Tl,x) (264)

as n — oo.
o Ifi,0i(x) ¢ A, it comes,

it (1, ) = u (b wa)|* = |1 (2,) = Yo' |
< 2B (1, @) — o(t, X[+ 21E(u(t, Af) = ¥, ) P
7l n 1.ty 1.ty
< 2R[F (¢, z) — v(t, X/ + 2B (Y = Vi),

which goes to zero as — oo by an analysis similar to (actually simpler than) that of
the first bullet point. Hence (264) follows.
e Ifi,0i(x) € A, (264) can be shown as in the above bullet point. a

16.3.4 Viscosity Solutions Approach

The next step consists in deriving an analytic characterization of the value function
v, or, more precisely, of v = (v;)1<;<m, in terms of viscosity solutions to a related
partial integro-differential problem. In the present case this problem assumes the
form of the following cascade of variational inequalities:

For [ decreasing from m to 1,
o Att =T}, foreveryi € I andx € R? with 9} continuous at x,

min(vl+1(ﬂ,x,0f(x)),h(Tl,x)), i ¢ Aand 9;(90) e A

Uy, z) = : 2
vi(Th, ) {le(Tl,x,G;(x)), else (265)

with v;41 in the sense of @ in case [ = m;
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e On the time interval [T;_1,T;), forevery i € I,

min(—gvf—g”f,vf—€>:0, 1€ A

: iy . (266)
max (min ( — Gvj — g"1, v} —é),vll — h) =0,i¢ A
where G is given by (246) and where we set, for any function ¢ = (¢, x),
9% =g (t,x) = g(t, 2, 0(t, x), (Vo) (t, x), To(t, ). (267)

In the special case of a jump size function ¢ independent of x, so 0i(x) = 6},
then the v;s are in fact continuous functions over the &'s. This can be shown by
a simplified version of the proof of Theorem 11. Using the notions of viscosity
solutions introduced in Definition 14, one then has in virtue of arguments already
used in Part III (cf. also Proposition 34(ii)) that for every l = 1,...,mand i € I,
the function vf is the unique P-solution, the maximal PP-subsolution and the mini-
mal P-supersolution of the related problem (V1) or (V2) on & which is visible in
(265)—(266), with terminal condition at 7; dictated by v;4+1, h and/or . More-
over, under the working assumption that the true value for v;4; is plugged at 741
in an approximation scheme for vy, then v; ,, — v; locally uniformly on & as h — 0.

But, thinking for instance of the situations of Example 5, the case of 6 not de-
pending on z is of course too specific. Now, as soon as 6 depends z, 6 presents
discontinuities in x, and, under Assumption 10, the functions v;s typically present
discontinuities at the points (7}, x, ) of discontinuity of the 6}s. There is then no
chance to characterize the v;s in terms of continuous viscosity solutions to (265)
and (266) anymore. It would be possible however, though we shall not develop this
further in this article, to characterize v in terms of a suitable notion of discontinuous
viscosity solution to (265) and (266).

16.3.5 Protection Before a Stopping Time Again

We finally consider the special case where the marker process IV is stopped at its
first exit time of A, which corresponds to jump functions 6! (z) such that 6} (z) = i
fori ¢ A. The sequence 70 = (7});> is then stopped at rank [ = 2, so 7/ = T for
[ > 2. In this case (249) reduces to,

Qz = ]lN;'%A = ﬂsZ‘rf' (268)

From the point of view of financial interpretation we recover a case of call protection
before a stopping time as of Parts Il and IIL. If N} = i ¢ A, one has ¥ = ¢, and
call protection on [0, 7{) actually reduces to no protection. For less trivial examples
(provided N} = i € A) we refer the reader to Example 4, which corresponds to the
“stopped” version of Example 5/2.

From a mathematical point of view one is back to an RDBSDE as of Definition
9(ii) (cf. (107), (16)). But this is for a stopping time, Tlt , which falls outside the
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scope of Example 3/Assumption 6 in Part III, so that the PDE results of Part III
cannot be applied directly. However, assuming (268), one can check by inspection
in the arguments of Sects. 16.3.2—16.3.4, that:

e Fori ¢ A, the Yhts do not depend on ¢, and V! in Theorem 37 coincides with
V! in Theorem 1(i) (special case of X! therein given as Xt here);

e The Y"*s have continuous K"*s components (since the discontinuities of the
K'ts occurred because of the switchings from no call protection to call protection,
and that such switchings are not possible for 7¢ stopped at rank two),

e Theorem 10 is true independently of Assumption 11 (since again this assumption
was only used for taking care of the case where a call protection period follows a no
call protection period), so that Assumption 11 is in fact not required in this section.

No-Protection Price

Regarding the no-protection period [7{,T] one thus has the following result, either
by application of the results of Parts II and III, or by inspection of the proofs in
Sects. 16.3.2-16.3 .4,

Proposition 39. (i) Fori ¢ A, V"' =: u(t, x) defines a continuous function u on
[0, 7] x R

(ii) This function u corresponds to a no call protection pricing function in the sense
that one has, starting from every initial condition (t,x,1) € &,

Y =u(s, X on [}, T),

with 7§ = inf{s > t; Nt ¢ A};
(iii) The no protection value function u thus defined is the unique P-solution, the
maximal P-subsolution, and the minimal ‘P-supersolution of

max(min(fgufg“,u—é}u—h):0 (269)

on &€ with boundary condition ® at T, where G is given by (246) and where g" is
defined by (267).

(iv) Stable, monotone and consistent approximation schemes up, for u converge to u
locally uniformly on £ as h — 0.

Note that the no-protection pricing function u is but the function v* of Theorem
11, which for ¢ ¢ A does not depend on ¢ (v* is constant in ¢ outside A, assum-
ing (268)).

Protection Price

As for the protection period [0, 7{), since the vjs for i ¢ A all reduce to u, the
Cauchy cascade (265) and (266) in v = (v;)1<i<m = (v])i ., effectively reduces
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to the following Cauchy-Dirichlet cascade in (v})iS4., . with the function u as

boundary condition, and where in view of identity (260) in Theorem 11, (v} )ﬁf<m
can be interpreted as the protection pricing function:
For [ decreasing from m to 1,

e Att =T}, foreveryi € Aand 2 € R? with Gli continuous at z,

i _ Ju(Ty, ), l=morfi(z) ¢ A
vi(Ti, ) = {vmm,x,ag(x)), else, (270)

e On the time interval [T;_1, T}), for every i € A,
min ( — Gui — g% — e) —0. 271)

Given a pertaining notion of discontinuous viscosity solution of (270) and (271),
(vf )11€<?<m could then be characterized as the unique solution in this sense to (270)
and (271).

Remark 35. The Cauchy-Dirichlet cascade (269)—-(271) involves less equations
than the Cauchy cascade (265) and (266). However “less” here is still often far
too much (see for instance Example 4(ii)) from the point of view of a practical
resolution by deterministic numerical schemes. For “very large” sets A simulation
schemes are then the only viable alternative.

17 Proofs of Auxiliary BSDE Results

17.1 Proof of Lemma 8

Recall that a cadlag process Z! is a P* — local martingale if and only if I*Z% is a P
— local martingale (see, e.g., Proposition II1.3.8 in Jacod—Shiryaev [62]). Now for

Z' = B' | resp. / / VEi(y) X" (ds,dy) , resp. resp. Z/ Wy
R4

jerl

with V¢, W in the related spaces of predictable integrands, we have, “£”

for “equality up to an (F*, P) — local martingale term”:

standing

d(I''zYs & It dZt + ATt AZ!
where

AZL =0, resp. [pa Vi (y) x(ds,dy), resp.resp. > WE(5) dvi(j).
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e In case Z' = B*, I'*Z" is obviously a P — local martingale. Process B? is thus
a continuous P! — local martingale null at time ¢ with (B?, BY); = (s — t)Idgga-
Therefore Bt is a P! — Brownian motion starting at time ¢ on [t, T'.

eIncase Z' = [ [oa Vi(y) X' (ds,dy), since x and v cannot jump together (see
Remark 21), one has by (148)

t
AT'AZE = AZITE / X0y ) (s, dy).
@ \ f(s, XL, y)

So

d(r'zt, £l / Vi (y) X' (ds, dy)

Rd
: vy [(f5 Xy
i [ Vi) (787 o 1) X (ds, dy)
= —FL/ Vi) f(s, X, y)m(dy)ds
Rd

o b Sl X y)
= r [ Vi Xy

and I'*Zt is also a P —local martingale
elncase Z' =3,/ [, W, t(j) one gets likewise

th)

) st( )

d(I'z' 2T W)

Jjerl

and It Z* is again a P — local martingale.

17.2 Proof of Proposition 25

First we have, using the facts that f (cf. Lemma 7(i)) and n are bounded, with f
positively bounded for (H.1.ii)”:
H.Li)" 15 n9(, X ¢ y,2,0) is a progressively measurable process with

[L(>0(, X y,2,0)|l3e2 < coforanyy € R, 2 € R'®% 5 € M,
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(H.1ii)” 1154 9(-, X t,y,2,0) is uniformly A — Lipschitz continuous with respect
to (y, z,0), in the sense that forevery s € [0, 7], y,y’ €R, 2,2’ € R1®? 3§ /e M,

|/g\(‘97 X§7 Y, Zvi}\> - §(S7 Xst7 y/7 Zl7ﬁl)| S A(|y - y/| + |Z - Z/| + |i}\ - i}\/l)
(cf. (156) for the definition of |v — ¥’|).
So the driver ]l{,>t}§ satisfies the general assumptions (H.1), hence the data (159)
satisfy the general assumptions (H.0)—(H.2), relatively to (£2,F, P), (B, u).

(i) By the general results of [38], one thus has the following bound estimate
on )

Y5 + 1215, + ||9t||%3 FIES & + 1K (15 < e(A)er
with
c1 = | 2(X7)|13 + [ 1513(, X7, 0,0,0)[3
1 T2 {>t3g 4, U, U, H2

GV A+ IV L XIE + ] [ Gl e,
A

where ¢ is the function introduced at assumption (M.3). Estimate (161) then follows
by standard computations, given the Lipschitz continuous and growth assumptions
on the data and the bound estimate (134) on X*.

(ii) By the general results of [38], we also have the following error estimate in which
c1 1s as above:

[Y? = Yo B 128 = 2R + 7 — V02 + K — K2
< cl)en (I90H) = B3 + 1L o),V 205 ~ 1,
X@\('a X-tnvytv Ztv]/}t)H%{Q + Hé( \ t? Xt\/t) - é( \ tn? Xt\;ltn)”Sz

IRV XL) = RV b, X 52 ) @72)

First note that ¢(A)e; < C(1 + |z|?9), by part (i). It thus simply remains to show
that each term of the sum goes to 0 as n — oo in the right hand side of (272). We
provide a detailed proof for the term

M50 G(, XY Z5VE) = 1isy g0, X Y 25V e

The other terms can be treated along the same lines. Introducing a sequence (R,,)
of positive numbers going to infinity as m — oo, let thus

QP = {s 2t Vit N {Ng = Ny} 0 {1X0] v X
VIV VIZ{| Vg < R},
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with 7t = 7| v [7L| V |7 |, where

= [ Vi) 7= [ V@ XN gmidy).
R4 R4

= / V) (s, Xom, Ny y)m(dy), 273)
R
and let 2™™ denote the complement of the set £27™. One has for any m, n:
||]l{>t}/g\(7 ')(.tv th Ztv i}t) - 1{'>tn}§('7 X-tnv th Zt? i}t)H’?—@
~ 12
= Eft?\t ]l{S>t}/g\(87 X;, Y?? Zﬁ? V;) - ]l{s>tn}/g\(87 X;n7YSt7 Zg? Vﬁ) ds
:Efg\tn ]1{8>t}/9\(57X§stt»Z§7T}§)
~ 12
o, (s, Xin, YE 28 V)| L gnds
+E S, [ dls XYL 2L V)
~ 12
Dot 55 Xin, YE ZL V)| L gpnds
< 2R [y, [0, XL YE 2L VU2 4 (s, Xin YE, 2L V] L gpnds
~ ~ 12
B[y [5s XYL 2L DY) — (s, X, YE 28V
sl gmnds = Iy + .
Now,
5(57 X;’YSt7Z.§7‘A}St)2 +/g\(87 X;”’Y:7Z.§7‘A}St)2 (274)
< O(1+ XU+ | X0 P 4 VI + 222 + DL)).
Note that | X |27 is equi — dIP ® dt-integrable, by estimate (134) on X applied for

p>2q. So are therefore the right hand side, and in turn the left hand side, in (274),
since V' € 8% x H2 x Hi x A2. Besides, one has that

T T
E fip, Lopnds <Tlt—to| +E [, Lgrnds, (275)
where for s > ¢tV t,,:
QU™ SNy # N YU X VX VY VIZ Vg > R

Note that ||7t||#2 < oo. Using also estimates (136) on NV, (134) on X and (161) on
Y, we thus get by Markov’s inequality:

T
E ftvtn ﬂgzn,nds

T
SOt =tal + E e, (Tgxtizrnd + Lyjxinza,y + Livezr,)
FLgzz R0y + Lz Ray)ds < C(I = tal + 75)-
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Therefore, given (275), E jg\t ]l@;n,nds goes to 0 as m,n — oo.
Note that E [, Lgmnds = E [, 1gmads, with Q7" = Qmn 0 {s >
t Aty }. By standard results, the fact that E fOT 15mnds — 0asm,n — oo implies

that ]EfOT J&™ L gmnds — 0asm,n — oo, for any equi — dP ® dt-integrable
family of non-negative processes f = (f'™ )., n. Applying this to

Frm = g(s, XEYE 28 VP + G(s, X0 Y 28 V1,

we conclude that I, ,, — 0 as m,n — oo.
On the other hand, since N! = N on 27" and using the form (160) of g in
which g satisfies (M.1), we have:

~ - 12

IIm,n = EfoT |:/g\(87X£7 N;v }/stv Z;V;) - §(S»X§"»N§»Ysta Z;v]};) 19;”’nd5
SEfy o (X0 = XP| 4 |7 — 7 ) ds

where 7,,, is a non-negative bounded function continuous and null at 0. Given e > 0,

let mc, ne be such that I, , < § forn > n.. Let further p. be such 1, (p) < e
for p < .. Cc denoting an upper bound on 7,,_, it comes, for every n:

Iy, <E [ i, (1XE= Xt | 4 |7 — 7 ]) ds

T
<EJy (o4 Ol xtn oy + Ol s itr 3y ) 48
T
< T (= + CePlsupyg | X! = X0 = 1)) + OB fy s pen s

Now, given estimate (137), one has that P[sup(, 7y | X' — X[ > p] — O0asn —
00, by Markov’s inequality. Moreover (cf. (273))

F T < [ V@I X N ) = (s, X N ) ),
R
so ||7t — 7n |2 — 0 as n — oo, by dominated convergence using the Lipschitz

continuity property of f in Lemma 7(i). Thus by Markov’s inequality:

it =it

T H2 R
H
E/O Lrrtmaszny < =3

converges to 0 as n — oo.
In conclusion Iy, n, + I, n < € forn > n. vV n., forany e > 0, which proves
that

||]l{>t}/g\(7 X-t7yt7 Zta ]7t) - ]l{~>tn}/g\('7 thayt7 Zt, ]7t)||3{2 — 0asn — oo.
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17.3 Proof of Proposition 27

By the bound estimate (161) on th, Y!, € L2. Moreover, one checks as in the
proof of Proposition 25 that the driver 1 (y<..,+; (-, X*, y, z, V) satisfies the general
assumptions (H.1). Hence the data

]l{t<s<7't}/g\(87 Xsta y7 va\)a tha ‘g(t Vs A Tt? Xstvt/\rt)

T

satisfy the general assumptions (H.0), (H.1), and the assumptions regarding L in
(H.2) relatively to (2, F,P), (B, u).
(i) By the general results of [38], one thus has the following bound estimate on 7:

— — _t —
Y5 + 1215 + 1V e + 1K 5 < c(d)er
with
cr = [IVEN5 + 19(, X7,0,0,0) 13 + €tV - A T8 XL a2

Estimate (169) then follows by standard computations, given the Lipschitz continu-
ous and growth assumptions on the data and estimate (134) on X?.

(ii) Given the assumptions made on ¢, one has the following error estimate in which
c; is as above, by the general results of [38]:

_ — — = —t —tn
178 = Pt 3 + 112 = 2t 3 + IV = V" [
+ IR = K13 < e()en x (1Y = Yol
~ i st st ~ ot 5t st
+ Hﬂ{t<'<T’5}g('a X-tv Yt? Ztv V) - 1{tn<-<7‘”}g('a X-tnvytv Zt? V. )H?—{Q
0V AT X pre) = Lt V- AT XL )Hm) (276)
(with in particular || - || 42, better than || - || s2, in the last term, thanks to the regularity
assumption (M.3) on ¢, cf. [38]). Since c(A)c; < C(1 + |x]?7) by (i), it simply

remains to show that each term of the sum goes to 0 as n — oo in the right hand
side of (276). We provide a detailed proof for the term

~ St 5t ot ~ St 5t ot
Hﬂ{t<.<.rt}g(',Xt,yt,Z.t,V_) - 1{tn<-<7t"}g('a X~tn7Yt7Z-t7V~)H'?'{2'

The other terms can be treated along the same lines. Introducing a sequence (R,,,) of
positive numbers going to infinity as m — oo, let thus 27" and 27" be defined as
in the proof of Proposition 25(ii), with (Y, Z¢, V") instead of (Y, Z¢, V') therein.
One has for any m, n:
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N S 5wt N = 5 =t
||]l{t<s-<‘rt}g('7 Xf? Y-tv Z-t7 V) - ]l{tn<~<‘rt"}g('7 Atn ) Y~t7 Z-t7 V. )H?—{Q

T . I — N ., =, —t.]2
=B J [1ecocr (s, XL VE ZEVY) = Ly, cocrnls, Xin, VE ZLV))| ds

4

<R [] [§(37X;,Kt,2§7V2)2 4 G(s, X YT, Z;,vs)ﬂ 1 gmnds

+E fOT |:]l{t<s<7'i}/g\(87 X;, }_/;t? Zza vi)
372
71{tn<8<7'tn}§(87 Xst" ’ Ystv sz Vi):| ﬂQf'ndS
= Iy + I

As in the proof Proposition 25(ii) (using the fact that ?t € 8% x H2 x Hi x A2

instead of V! therein), I, ,, — 0 as m,n — oo. Moreover since N! = N!» on
£27%™ one has that

T
IIm,n :E/ |:ﬂ{t<s<7*}/g\(37X§7N£7Zt7227vz>
0
_ o 2
_]l{tn<s<7'“7l}§(37X;n7NstaytstaZ.;VZ)} ]lQ;"’"dS
T I — = —t.]2
<28 [ (g X0 NLTE 2L V0) ~ glo X0 NLYEL 20T
0
T S —
ﬂQ;n’ndS+ 2E/0 |11{t<s<rt} _ﬂ{tn<s<‘rt"}|§(57X;N;?)/stvZ;vvs)2d57

where in the last inequality:

T 12
hd EIOT |:§(57 X;v N;v }/stv Z;v VZ) - /g\(S, X.gnszv }/stv Zﬁv VZ):| ﬂ(}:"nds < EfoT
Nm (| Xt — X!»]) ds for a non-negative bounded function 7,,, continuous and null
at 0 (cf. the proof of Proposition 25(ii));
. EfOT Liicscrty — ]l{tn<s<7tn}|(/g\(s,X§,Nst,}_/st72§,7.;)2ds goes to0 as
n,m — oo, by dP ® dt-integrability of (s, Xt, Nt, Y, Z¢ V.)? joint to the
fact that

T
E/ |ﬂ{t<s<rt} o ]1{tn<s<7't"}|d8 = E|Tt - Ttn| + |t - tn| — Oasn,m — oo,
0

by dominated convergence (under Assumption 4).
We conclude the proof as for Proposition 25(ii).
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18 Proofs of Auxiliary PDE Results

18.1 Proof of Lemma 11

() Let (t*,2*,i) € (0,T) x R? x I be such that w(t*,2*) > 0 and (t*,z*)
maximizes w? — ¢* for some function ¢ € C12(£). We need to show that (210)
holds at (¢*, x*, ). We first assume ¢* > 0. By a classical argument, we may and do
reduce attention to the case where (t*, x*) maximizes strictly w® — ’. Let us then
introduce the function

eyl =P
2

@é,a(tvwv $,y) = Mi(tax) - Ui(s,y) e2 o (pi(tvx) (277)

on [0, T] x R?, in which e, « are positive parameters devoted to tend to zero in some
way later in the proof. By a classical argument in the theory of viscosity solutions
known as the Jensen—Ishii Lemma (see, e.g., Crandall et al. [37] or Fleming and
Soner [49]), there exists, for any positive €, , points (t,2), (s,y) in [0,7] x Bg
(we omit the dependence of ¢, z, s,y in ¢, o, for notational simplicity), where Bg
is a ball around z* with a large radius R which will be fixed throughout in a way
made precise later, such that:

e For any positive ¢, «, the related quadruple (¢, x, s,y) maximizes gpéa over
([0,T) x Bg)?. In particular,

P ) =Vt at) = o', aY) = @ o (a2

2
. ] . vy
< @2,a(t7$737y) = Ml(t,fﬂ) — yl(s’y) _ u

|t — s
LA

52
o' (t, x); (278)

«Q

o (t,x), (s,y) — (t*,2*) ase,a — 0;

2 2
— t7
o, Irs_le , % are bounded and tend to zero as ¢, o« — 0.

It follows from [37, Theorem 8.3] that there exists symmetric matrices X,Y &€
R4®d guch that

(a+0p(t,x),p+ Vi (t,x),X) € P>Hui(t,x)
(a,p,Y) € P27 vi(s,y)

X 0 4 ( Idg —Idg Hep(t,x) 0
< & 27
<0—Y)_8 (—Idd Idd>+( 0 0 279)
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where P> i(t, z), resp. P?~1%(s,y), denotes the closure of the parabolic super-
jet of ¥ at (t, ), resp. subjet of v at (s, ) (see [37,49]), and

_ _AT
a:2(t s)’p:2(x y) (280)

a2

Modifying if necessary oL, = @i  (t',2/,s',y') by adding terms of the form
&(z') and ¢(y') with supports in the complement B¢, /o of Bpr/2, we may assume
that (t,z,s,y) is a global maximum point of ¢. , over ([0,7] x R%)2. Since
wi(t*,2*) > 0, then by (278) there exists p > 0 such that p'(t,z) — v'(s,y) >
p > 0 for (¢, @) small enough. Combining this inequality with the fact that £ < v
and p < h, we deduce by continuity of the obstacles ¢ and h that for (&, a) small
enough:

fi(t,l') < Mi(tax)a Vi(svy) < Zz(s’y)

so that the related sub- and super-solution inequalities are satisfied by u at (¢, x, 1)
and v at (s,y, ). Thus

—a— 0 (t, x) — %Tr(ai(t, z)X) — pb'(t,z) — V' (t, ) (bi(t, x)

- (Si(t,x,z)fi(t,x,z)m(dz))

y
- /R d (,ui(t, @+ 8t @, 2)) — i (t,x) — pdi(t, z, z)) Filt, z, 2)m(dz)
—g'(t,z,pu(t, @), (p+ V' (t,x)o" (t, x), Tp' (t, x)) <0

— = T (5,)) — Y (5,0)

- / (Vs 0. 20) =V (s.) = p0'(5,9.2) ) £ (5.9, 2)m(d2)

- gi(svyv V(Sa y)vpgi(sa y)vzyl(svy)) > 0

Note 18. (i) The £ terms that one has added to ¢. , to have a global maximum
point do not appear in these inequalities because ¢ has linear growth in « and is thus
locally bounded, whereas these terms have a support which is included in Bf% /2 with
R large.

(ii) Since we restrict ourselves to finite jump measures m(dz), the Jensen—Ishii
Lemma is indeed applicable in its “differential” form (such as it is stated in [37])
as done here. In the case of unbounded Levy measures however, Barles and Imbert
[6] (see also Jakobsen and Karlsen [63]) recently established that this Lemma (and
thus the related uniqueness proofs in Barles et al. [9], and then in turn in Harraj
et al. [58]) has to be amended in a rather involved way.
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By subtracting the previous inequalities, there comes:
. 1 . .
— ' (t,2) = 5 (Te(a’ (8, 2)X) = Te(a'(s, )
—p(V (@) = (s,9))) = V' (t,2) (b (1)

— 8t x, 2) fi(t, x, z)m(dz))

Rd
= [ ) () = 0+ 6 2) = 2 510)
= D' (3, 2) = (5,9, )| £ (1w, 2)m(d2)
+ ~/]Rd [VZ(Say + 6Z(S7y7 Z)) - VZ(Say) - p51(37y7 Z))}
% [F(ta,2) = f(5.9,2) | m(d2)
— (gt 1t ), (p + Vo' (1 2))0" (t,2), Tyt (1, 2))

— 9'(s,y,v(5.9),00" (5,). T (5.9))) <0

Now, by straightforward computations analogous to those in [9, p.76 and 77]
(see also [79]) using the maximization property of (¢, z, s,y), the definition of p
(cf. (280)), the matrix inequality (279) and the Lipschitz continuity properties of
the data (and accounting for the fact that we deal with inhomogeneous coefficients
bi(t,x), o' (t, ), and §%(t, r, 2) here, instead of b(x), o(z), and c(z, 2) in [9,79]),
we have:

[t — s + |z — y|?
e2

pI(t = s[ + ]z —yl) <C

Tr(a'(t,z)X) — Tr(a'(s,y)Y) < C [t = sl :;'x ol + Tr(a' (¢, 2)He' (t, 7))

s ale—u2 .
(v 2) —vi(s, ) )| < LTI i 1)

- ui(t,x)) - (Vi(37y + 5i(‘97y7z)) - Vi(37y))
< (‘Pi(ta x+ 5i(ta T, Z)) - <Pi(ta I))

|z + 04 (t,z, 2) —y — §%(s,y, 2)|?
+( —

_Iw—yl2)

2
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where in the last inequality

|x+5i(t,x,z)—y—éi(37y,z)|2 |x—y|2
g2 T €2

= le [2($ — )T (8 (t,z,2) — 6%(s,y, 2)) + 0% (t, z, 2) — (5i(s,y7z)|2]

. . 1 . .
=p(&'(t, @, 2) = 6'(s,y,2)) + 8—2|5Z(t,w, z) —6'(s,y, 2)?

t—s|*+ |z -yl

|
<c =

Therefore
_ 1 . _ _ .
~0h' (t,2) = FTr(a" (1 VM (1,2) = Vi () (V' (1, )

— 8ty x, 2) fi(t, x, z)m(dz))

Rd

— /]Rd (gpi(t,x +6%(t,x, 2)) — @i(t,x))fi(t,x,z)m(dz)
— (gt ult,2), (0 + V' (1,2))or (1, 2), Ty (1, 0)

— 95,9, (5,9), 90" (5,9). Tv'(5.9)))

t— s+ Iw—yl2)

SC(|t—s|+|x—y|+ =

Tyt (t,x) = Iv'(s,y))
= [ [+ 86.0.2) - s [ £(t.2,2) = £, 2)]ma2)
y

+‘/Rd [(/ﬂ(t,x + 51(t7x’z>) _ /le(t,.’L'» _ (Vi(S,y + 51(S,y7z))
—Vi(&y))] Fit, z, 2)m(dz)
= /Rd [(W(t, x40t x,2)) — ¢'(2, I))} f'(t,x, 2)m(dz)

t— s>+ |z —y|?
+C’(|t75|+|xfy|+| | €2| y|>

; t—s|*+ |z —yl?
:Z@(t,x)+0(|t—s|+|x—y|+| | €2| yl )
g'(t,m, p(t, ), (p+ V' (t,2))o' (t,x), Tp' (t, x))
—g'(s,y,v(s,),p0" (s,9),Iv" (5, 9))
<ne(jt = s) + nr(lz — yl(1 + |po' (s, y)])) + A I?gf(uj(t,x) — v (s, )"

+Alp(o' (t,2) = 0" (5,9)) + (Vo) (t,2)| + AZp' (t, 2) — Tv'(s,y))*
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where in the last inequality:
e 1) is a is a modulus of continuity of g* on a compact set parameterized by ¢, ob-
tained by using the fact that p in (280) is bounded independently of «, for given ¢;
¢ 7)r is the modulus of continuity standing in Assumption 8(ii);
o The three last terms come from the Lipschitz continuity and/or monotonicity prop-
erties of g with respect to its three last variables. Therefore

fQN@i(t,x) = —0up'(t, ) — %Tr(ai(t, r)YHe' (t, ) — V' (t, x) (bi(t,x)

- §(t,x, 2) fi(t, x, z)m(dz))

Rd
— /Rd (gpi(t,x + 6% (t,x,2)) — gp%t,x)) fi(t,z, z)m(dz)
< Al(r?ea;((ﬂj(t?x) — v (37y))+ + |(V(p0')i(t,.%')| +I¢i(t7x)+)
+ e[t = s) +nr(le = y[(1+[po’ (s,9)]))

t—s|?+ |z —y|?
+C(|t—s|+|x—y|+| | 62' y|>

Given p > 0 one thus has for ¢ < ¢, and a < ¢, using the properties of (¢, , s, y)
in the Jensen—Ishii Lemma and the regularity of ©':

=G (1" ") — Ay (max( (1) = 7 (s,))*
+ (Vo) (t,2%)] + T (¢, 2") )
< p+ne(|t = s)).

|t—s|?

—— in the Jensen-Ishii

Note that t — s — 0 for fixed € as @« — 0, by boundness of
Lemma. Whence for a < a. (< €):

=G (t" ") — Ay (max( (t.2) = 17 (s,))*

+ (Vo) i (t*, )| +I<pi(t*,x*)+) <2p

Sending p, ¢, a to zero with € < €, and a < ¢, inequality (210) at (t*, z*, ) fol-

lows by upper semi continuity of the function (¢, z’, s, y') — max;cr(u/ (¢, 2") —

v3(s',y"))*. This finishes to prove that (210) holds at (¢*, z*,4) in case t* > 0.
Now in case t* = 0 let us introduce the function

Ph(ta) = wi(t,2) - (' (t,2) + 7) (281)

on [0, T] x Bg, in which ¢ is a positive parameter devoted to tend to zero. Assuming
again w.l.o.g. that (t* = 0, x*) maximizes strictly w’—¢’, there exists, for any € > 0,
a point (t,x) in [0, 7] x B (we omit the dependence of (¢, ) in ¢, for notational
simplicity), where By, is a ball with large radius R around x*, such that:
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e For any ¢ > 0 the related point (¢, ) maximizes ¢’ over [0,7] x Bg, and one
hast > 0, for € small enough;

o (t,x) — (t*,2*)ase — 0.

In virtue of the part of the result already established in ¢* > 0, we may thus apply
(210) to the function (s, y) — ¢'(s,y) + £ at (¢, z, i), whence:

= Gt ) — Ar(max(w (t,2) " + (Vo) ¢, )| + (T¢ (¢, 2))")
J
€
< ] <0.
Sending € to 0 in the left hand side we conclude by upper semi-continuity of

max;er(w’) " that (210) holds at (¢* = 0, 2*,4).
(ii) Straightforward computations give:

—Ox(t,x) = Crx(t, )
(L + [2DIVx(t,2)| v (1 +[z[*)[Hx(t, 2)| V x(t, 2z + 6 (t, 2, 2))| < Clx(t, z)|

on &, for a constant C' independent of C'. Therefore for C; > 0 large enough
~Gx = Ai(x +[Vxol + (Zx)F) > 0
on €. o

(iii) First note that = goes to 0 uniformly in ¢, 4 as |z| — oo, since g1 > go2. Given
a > 0, let us prove that

sup ((wi(t,:lc))"r - ax(tx))e“’ll(T—t) <0. (282)
(t,z,3)EE

Assume by contradiction that one has > instead of < in (282). Then by upper semi-
continuity of w™ the supremum is reached at some point (t*,z*,4) € Int& in the
left hand side of (282), and

(Wi, 2*)T > Wi (t*, )T — ax(t*,z*) > 0. (283)

Therefore one has on [0, 7] x R%:

(wi(t, x) — ax(t, x))e—/ll(T—t) < ((wi(t, x))+ — ax(t, CC)) e~ M (T—1)
((wi(t*,x N —ax(t*,x ))e Ay (T—t%)
(wi(t*,x —ax(t )

IN

thus

wi(tvx) - OéX(t, I) < (wi(t*vx*) - O‘X(t*vx*))ei/ll(t—t*).
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In other words, (¢*, 2*) maximizes globally at zero w' — ' over [0, T] x R%, with
@' (@) = ax(t,a) + (Wt 2%) — ax(t,a") J e M),
Whence by part (i) (given that w®(¢*, z*) > 0, by (283)):

= Gei(t ) — A (max( (2 + V(2o (1, 0]
J

+(Z<Pi(t*»l’*))+) <0. (284)
But the left hand side in this inequality is nothing but
_ag~x(t*, )+ Ay (wi(t*, ) — ax(t¥, x*))
A (wi(t*,x*) + o] Vx(t, 2%)ot (t, )| + a(zxi(t*,x*)ﬁ)
= —aGx(t*, ") — A4 (ax(t*, ) 4+ a| V(5 2%)ot (t*, x*)|
Fa(T (¢, 2"))
which should be positive by (211) in (ii), in contradiction with (284).
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Mean Field Games and Applications

Olivier Guéant, Jean-Michel Lasry, and Pierre-Louis Lions

About this text:

This text is inspired from a “Cours Bachelier” held in January 2009 and taught
by Jean-Michel Lasry. This course was based upon the articles of the three authors
and upon unpublished materials they developed. Proofs were not presented during
the conferences and are now available. So are some issues that were only rapidly
tackled during class. [RENE: this isn’t a complete sentence]

The content of this text is therefore far more important than the actual “Cours
Bachelier” conferences, though the guiding principle is the same and consists in a
progressive introduction of the concepts, methodologies and mathematical tools of
mean field game theory.

Mean field game theory was created in 2006 by Jean-Michel Lasry and
Pierre-Louis Lions and the first results and developments are given in the pub-
lications [34-36]: structures, concepts, definitions of equilibria, forward-backward
Hamilton—Jacobi—Bellman/Kolmogorov equation systems, existence theorems in
static and dynamic cases, links with Nash equilibria and dynamics in n-player
games theory when n tends to infinity, variational principle for decentralization,
etc. A number of developments were then implemented by Jean-Michel Lasry and
Pierre-Louis Lions, several of them in collaboration with Olivier Guéant: notions
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of stability of solutions, specific numerical methods, numerical eductive algorithms,
and developments in 1/n for a better approximation to n-player games. These devel-
opments were presented in three successive courses at the College de France [38],
in a Bachelier course, in various publications [23, 24] and in Olivier Guéant’s PhD
thesis [23]. Various applications, notably on the economics of scarce resources,
were implemented or are ongoing (in collaboration: Pierre Noél Giraud, Olivier
Guéant, Jean-Michel Lasry, Pierre-Louis Lions). Advances in population dynamics
were made by Olivier Guéant [23]. Since 2008, several other authors have made
further contributions, or are working on new applications and/or properties of
MFG models [21, 33].

1 Introduction to Mean Field Games

Mean field game theory is a branch of game theory. It is therefore a set of concepts,
mathematical tools, theorems, simulation methods and algorithms, which like all
game theory, is intended to help specialists model situations where agents make
decisions strategically. These specialists, as in other areas of game theory, will prob-
ably be economists (micro or macro), sociologists, engineers and even architects or
urban planners. In any case, these applications emerge from the panorama created
by the first “toy models” presented in this text.

We choose the term “toy models” to indicate the particular status of game theory
and of its many “examples”. Consider the famous “prisoner’s dilemma”. Nobody
thinks of taking the story literally, nor that this example was created to be applied to
the real-life situation it is supposed to evoke. In fact it is a fable intended to intro-
duce an archetype of strategic interaction: an archetype that can thus be recognized
in many negotiation situations in business life and elsewhere. Many of our exam-
ples have a similar status. “What time does the meeting start?” or the “Mexican
wave equation” should not be taken literally, as a desire to scientifically model these
situations in social life. Even if there is clearly an element of truth in our models
for these two examples, we believe that the interest for the reader is primarily in
the structure that is indicated through these “toy models”. The Mexican wave equa-
tion, for example, shows how a sophisticated propagation phenomenon in a social
setting can be constructed from non-cooperative individual behaviors in a rational-
expectations context, once a certain taste for imitation is present in agents’ utility
function.

Introducing mean field games through these “toy models” is also a way of leading
the reader to progressively discover the concepts and the mathematics of mean field
game theory.

In this text we present a large number of results and mathematical proofs.
Nevertheless, we cover only some parts of the large mathematical corpus built up
since 2006. Thus for mathematicians this course can be seen as an introduction, or
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a reading in parallel with the mean field games mathematical literature and with
the three different courses held by Pierre-Louis Lions at the College de France
(06-07, 07-08, 08—09), which present the whole mathematical corpus and which
can be downloaded from the College de France website [38].

1.1 Three Different Avenues

There are three routes leading naturally to mean field game theory. Each route casts
light on a particular aspect of mean field game theory, and the three complement
each other.

1.1.1 First Route: From Physics to Mean Field Games

The first route takes its departure from particle physics.! In particle physics, mean
field theory designates a highly effective methodology for handling a wide variety
of situations in which there are too many particles to permit the dynamics or equilib-
rium to be described by modeling all the inter-particle interactions. The enormous
number of all these interactions makes a detailed model ineffective — unreadable and
unsuitable for both calculation and simulation, the model becomes unusable.

Nevertheless, in many situations of this kind, it is possible to construct an excel-
lent approximation to the situation by introducing one or more “mean fields” that
serve as mediators for describing inter-particle interactions. In this kind of model,
one describes the contribution of each particle to the creation of a mean field and the
effect of the mean field on each particle by conceiving each particle as infinitesimal,
i.e. by carrying out a kind of limit process on the number n of particles (n — o0).

A large proportion of types of inter-particle interactions, though not all, lend
themselves to this methodology: the inter-particle interactions must be sufficiently
“weak” or “regular” in order for the statistical phenomena to emerge.

Mean field game theory provides an adaptation of this methodology to cases in
which the particles are replaced by agents who mutually interact in socioeconomic
and/or strategic situations. The main difference — indeed the challenge — is to take
account not only of the ability of agents to make decisions, but also the capacity
for strategic interaction, i.e. the capacity of each agent to construct strategies that
involve thinking about his peers, who in turn and at the same time follow their own
individual strategies.

! Several articles were written using the mean field notion of physicists and applying it to economic
dynamics. One may see [15, 16] or [27] as instances of such an approach. Our approach is different
from the approach of the “econophysicists” since we are more influenced by control theory and
hence more keen on mixing optimization and mean fields. As a consequence, the forward/backward
structure of our approach is not present in most of the preceding works.
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This new sophistication changes the nature of the mean field: it is no longer a
statistic on the domain of particle states, but rather a statistic on the domain of agent
states and hence in the domain of strategies and information.

This first route is certainly the one that sheds the most light on the operating
characteristics of mean field game theory: since the methodology of mean fields
works very well in particle physics and provides computable and readable [RENE:
this doesn’t make any sense] models in a priori complex situations, it offers a good
prospect for transposition to the world of agents.

But this route is also the most demanding, and would probably be the most dis-
couraging on any initial attempt. Mean field game theory has been able to emerge
only because N-player game theory has long existed, thanks to the remarkable pi-
oneering work carried out by Von Neumann and Morgenstern [47] sixty years ago
and to the important developments made since then, notably by Nash [43—-46] and
then Aumann [9], and through the many applications that have been developed, par-
ticularly in most branches of economics.

What we want to provide is indeed a new branch of game theory for large games
that relies on Nash equilibria and on the various concepts introduced in this field
during the last 50 years. We are not applying, mutatis mutandis, the tools of statis-
tical physics to economic problems. This is an important difference between mean
field games and econophysics and we need to insist on it. Econophysicists only ap-
ply theories and methods originally rooted in physics to describe an economy and,
although they often manage to have good models for the topics under scrutiny, these
models are only descriptive. For instance, econophysicists manage to have good de-
scriptive models for wealth distributions using only kinetic models and microscopic
interactions (see [14]) but they never explain why people may want to exchange
money as in their models (our last model can be seen as an attempt to model wealth
distributions in a different way). Mean field game theory proposes to use the tools
of physics but to use them within the classical economic paradigm, to explain (and
not only to describe) phenomenon. Hence we will assign rationality to agents and
not regard them as just gas particles, and not even as robots applying some predeter-
mined behavioral strategy: strategic choices are endogenous in our models as they
are in game theory.

1.1.2 Second Route: From Game Theory to Mean Field Games

This route is the most well-charted from a mathematical standpoint: it involves
studying the limit of a large class of N-player games when N tends to infinity.
Usually, differential games with N-players can be summed up by an HJB-Isaacs
system of PDEs that turns out to be untractable. Fortunately things are simplified,
at least for a wide range of games that are symmetrical in the players as their num-
ber increases, and for deep reasons. Indeed, interpersonal [RENE: this is not the
right word] complex strategies can no longer be implemented by the players, for
each player is progressively lost in the crowd in the eyes of other players when the
number of players increases.
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More precisely, the class that proves to be best suited to this passage to the limit
is that of games in which players of the same kind can be interchanged without
altering the game: a form of anonymity of context where nothing is dependent
on the individual. This hypothesis is particularly appropriate in the modeling of
applications when there are a large number of players. From a mathematical stand-
point this hypothesis of invariance through permutation is crucial in moving to
the limit.

Moving to the limit causes a situation to emerge in which each player has become
infinitesimal amidst the mass of other players, and constructs his strategies from his
own state and from the state of the infinite mass of his co-players, who in turn
simultaneously construct their strategies in the same way. It is this equilibrium of
each player in the mass of co-players that we term the mean field approach.

Continuums of players are not new in the literature and they have been widely
used since Robert Aumann and his seminal paper on general equilibrium with in-
finitely many players (see [9]). However, our approach is different in many ways
from what has been studied up to now (see the literature on large games for instance
—[29-32]). An example is the set of specific partial differential equations systems
developed and studied in the seminal articles [34-36] and in [38]. Another instance
is the approximation of a N-player game by a mean field game and the study on
the error term in % (see our first toy model). This strategy of approximation allows
us to constrain the strategies of the players (since no complex strategies involving
specific players can be played) and hence to reduce the finite dimension of the game
to a granularity effect that leads to a common noise for the group of players.

1.1.3 Third Route: From Economics to Mean Field Games

In the theory of general economic equilibrium, agents have little concern for each
other: everyone looks only to his own interest and to market prices. The only level at
which the existence of others applies is found in the hypothesis of rational expecta-
tion. A theory is viewed as credible from the standpoint of rational expectations only
if each agent can check whether, by putting himself in the place of others, he would
find the behavior predicted by the theory. This is the only requirement that removes
the agent of general equilibrium from his solipsism. In other words, in the theory of
general equilibrium, prices mediate all social interactions. Yet we know that in many
cases there are other economic effects which give rise to other interactions between
agents: externality, public goods, etc. The incorporation of these effects when they
are of a statistical nature, which is most often the case, leads to a “mean field”-type
definition (in the sense given above) of equilibrium between agents. Similarly, the
issues of industrial economics in which agents are involved in complex systems of
signaling, entry barriers, positioning in relation to the competition, etc. can become
mean field games equilibria as the size of the groups of agents concerned grows.
These interactions between agents are the main interests of economists. They
want to understand how prices form through rational behaviors and the consequence
of externality effects. Also, economists are interested in the evolution of an economy
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and hence they have been spending a lot of time on anticipation and the way prices
or, more generally, behaviors form in an intertemporal context. This field of eco-
nomics is clearly untractable for econophysicists since econophysics only considers
forward problems without anticipations except perhaps from a heuristical point of
view that makes the backward dimension vanish. That’s another difference between
mean field game theory and the mean fields of econophysicists: mean field games
have a forward/backward structure. In most mean field games models, we try not
only to describe but also, and most importantly, to explain a phenomenon using the
economic toolbox of utility maximization and rational expectations. Hence mean
field game theory appears as a toolbox to be used by economists and not as a new
competing paradigm in social sciences that avoids considering the major method-
ological advances made by economists in the last decades.

1.2 Fields of Application

1.2.1 Mean Field Games Versus N-Player Modeling

These three routes place the representation of agents in mean field game theory.
They are more sophisticated than the agents of general equilibrium in economics,
who as we have seen are largely indifferent to their co-agents and are concerned only
with prices. Conversely, the agents of mean field game theory are less sophisticated
than the players of N-player game theory since they base their strategies only on
the statistical state of the mass of co-agents.

Nevertheless, this lesser sophistication of the mean field games agent compared
to the N-player game theory player produces by way of compensation a wide variety
of positive effects in two very different respects: in terms of efficiency on the one
hand and of widening the field of application on the other.

As far as efficiency is concerned

A large part of this efficiency and readability comes from the possibility of de-
ploying the power of differential calculus. This advantage is, moreover, one of the
differences between mean field games and other prior developments already men-
tioned in games with an infinite number of players. These works, which follow from
Robert Aumann’s outstanding contribution, basically use measure theories, as we
do, to represent the continuum of players, but they only use measure theory. From a
mathematical standpoint, mean field game theory takes a completely new direction
by opening the door to extensive use of differential calculus. Differential calculus
has been one of the most powerful and productive tools for some 300 years and
there have been major advances in the last decades in many applied fields outside
physics: applications of partial differential equations (PDE) to control problems, It6
or Malliavin stochastic calculus, SPDE, advanced methods of functional analysis,
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etc. Mean field game theory has moreover enabled a new and autonomous corpus
to be developed in this mathematical field, including at the junction of differential
calculus and measure theory, in the form of sophisticated developments in the ge-
ometry of Wasserstein spaces.

An enlargement of the field of application: two examples

1. A substantial gain in relation to [NV -player game theory derives from the ease with
which questions of player entries and exits can be dealt with. Indeed, through the
representation of players by a continuum, the modeling of the renewal of player
generations is no longer a problem. Like time and player distribution in space,
states are continuous variables, and entries and exits are simple flows whose
technical treatment presents no special problems. One can thus implement over-
lapping generation models without pain.

2. The emergence of a social dimension to mean field games models, since, in these
models, statistical data on other players emerge as fundamental constituents of
individual strategies. From this point of view, the approximation of N-player
games by the mean field games limit with (if necessary) the use of the corrective
1/Nterm, allows this approach to introduce a “social” dimension in regard to
players, even in limited groups of, say, a few hundred agents.

In view of the benefits compared with N-player games, it seems quite natural
to us to consider mean field games as “solutions” to problems of N-player games.
Consider, for example, an N-player game where N is fairly small (on the order of a
few dozen) and with player entries and exits. It is very likely that in a large number
of cases the mean field games limit (N — oo) provides a good first approximation to
the N-player solution and that the first term of the development in 1/N is sufficient
to described with enough precision the effects due to granularity (produced by the
fact that NV is finite and rather small).

Thus there is a wide field of application for mean field games models. It ranges
from general equilibrium with externality to the Mexican wave, and its center of
gravity seems to us, from today’s standpoint, to be socioeconomic modeling in a
rational expectations context.

1.2.2 A Large Family of Examples

To illustrate the different aspects of mean field game theory, and to indicate some-
thing of its domains of application, we shall in the follow-up to this course present a
series of “toy models”. In other words, as we mentioned above, we generally present
extremely stylized models, which are not to be taken literally and require being re-
worked by specialists, but which show the possible architecture of applications to
various questions:

o Effects of coordination and interactions in the face of externality (meeting time)
e Production of a limited resource (peak oil, Hotelling’s rule)
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e Mimicry and propagation of behaviors in the social area (Mexican wave, fore-
names, fashion, etc.)

e Agoraphobia/agoraphilia, search for identity, etc. (quadratic-Gaussian popula-
tion models)

o Distortion of financial management in the presence of a signaling problem
(managers and classification)

o Effects of competition on the dynamics of human capital (Pareto-type distribu-
tion of salaries: an example of the positive effect of negative externality)

In the course of presenting these “toy models”, the mathematical concepts and
methods, indeed the whole mean field games toolbox, will become progressively
apparent. The considerations mentioned above will thus acquire substance.

1.3 The Mathematical Tools of the Mean Field Approach

The implementation of the mean field game theory as a modeling methodology
led to writing new types of systems of equation, then developing the mathematical
apparatus required for handling these equations: theorems for the existence of so-
lutions, numerical calculation algorithms, specific definition of stability, variational
principles, etc.

We shall return in the conclusion of this course to the mathematical corpus which
the reader will be able to discover through these examples.

2 A First Toy Model: When Does the Meeting Start?

We begin with a “toy model” constructed as a series of episodes, or rather as the
old TV show “Double your Money”, in which the dramatic tension progressively
grows. We shall here adopt the serious true/false-type question: “What time does
the meeting start?”.

We recall what was previously said in the introduction on the role of “toy
models”, of which the prisoner’s dilemma is archetypical. Nevertheless, we shall
proceed as if it involved a scientific investigation of the subject, by tackling it in an
increasingly sophisticated step-by-step manner. We therefore begin with a relatively
simple framework, then we progressively add various difficulties to give the model
greater depth and at the same time reveal the technological answers provided by the
mean field games approach. As this “toy model” is presented, we hope the readers
will come to feeling that it applies to real examples they are particularly familiar
with. In the next section, we shall offer a stylized model of oil production over a
long period of time that will show how our “toy model” can shed light on more
serious contexts.
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2.1 An First Simple Model

2.1.1 Introduction

A meeting scheduled for a certain time ¢ very often only starts several minutes
after the scheduled time. The actual time 7" when the meeting starts depends on
the dynamics of the arrival of its participants. If a rule sets the start of the meeting
at the point when a certain quorum is reached, this rule sets up a form of strategic
interaction between agents. We shall construct a first mean field games approach to
this situation.

We consider a meeting with a very large number of participants and we consider
them as a continuum of agents (the justification will be provided further on). Our
agents are rational and understand the situation. More precisely, all the data that
we shall provide pertaining to the problem is common knowledge to the meeting
participants.

Three moments will be important in this model:

o ¢ the scheduled time of the meeting.

o 7' the time at which agent i would like to arrive in view of the problem. In
reality, we suppose that he will arrive at time 78 = 7¢ 4 o¢" where ¢ is a
normal noise with variance 1, specific to agent ¢ (hypothesis of idiosyncratic
noise?). More precisely, 7¢ is a variable controlled by the agent i and o’ is an
uncertainty the agent is subject to. These uncertainties and their intensity differ
in the population of agents since some agents come a long way to participate in
the meeting and others are very close. We will note my the distribution of ¢ in
the population.

o T the time which the meeting will start at (the rule which sets the meeting starting
time 7" according to the arrival of participants is given further on).

To decide on his arrival time, or at least his intended arrival time 7¢, each agent
will optimize a total cost that, to simplify things (since it is “toy model”), we assume
is made up of three components:

o A cost (reputation effect) of lateness in relation to the scheduled time ¢:
a(t,T,7)=a[f —t]+

e A cost (personal inconvenience) of lateness in relation to the actual starting time
of the meeting 7":
C2(167 Ta 7:) = 6[% - T]+

e A waiting time cost that corresponds to the time lost waiting to reach time 7"

CS(taTv 7~—) = ’7[T - 7-]+

2 This hypothesis of independence will simplify the equations to determine the equilibrium.
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Let us note ¢(t, T, 7) the sum of these three costs which is a convex function of 7.

We can already make the model more complex by assuming different values for
c1, c2, c3 according to the agent, but our goal is precisely the opposite: to make it
simple in order to explain the methodology.

2.1.2 Resolution

The optimization problem that each agent faces is therefore to minimize his
expected total cost. Nash-MFG equilibrium, with rational expectations, presup-
poses that each agent optimizes by assuming 7' to be known. 7" is a priori a random
variable but because we consider an infinite number of players, the “law of large
numbers” will imply that 7" is deterministic and we consider a deterministic 7'
from now.?

For agent ¢ the problem is therefore:

78 = argmink [c(t, T, %Z)} , =74 ol

Here T is the mean field, the exhaustive summary for each agent of the behavior
of the others.

The exercise is to show the existence of a fixed point 7', i.e. to show that individ-
ual optimization behaviors, supposing 7" is known, fully generate the realization of
this time 7'.

To show that this equilibrium exists, one must first examine more closely agents’
individual choices, which is done simply by obtaining a first-order condition.

Proposition 1 (FOC). The optimal ¢ of an agent having a o equal to o* is implic-
itly defined by:

w(” t) +(ﬁ+~y)J\/<T1;T> —y

where N is the cumulative distribution function associated to a normal distribution.

ot

Proof. The expression to minimize is:
E [aff* — t]4+ + B[F = T)4 + [T — 7]4]

=E [off —t]4 + (8 +7)[F — Ty — (7 = T)]
=aE ([r' =t +0'&y) + (B+VE ([ =T +0'¢]y) = (7' = 1T)

3 Hence rational expectations are simply perfect expectations.
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The first order condition of the problem is therefore given by:

aP (7' —t+0'E@>0)+ (B+7)P (7' —T+0'€ >0) =~

aN(Ti t) +(ﬁ+v)N<Ti;T> =

Since N is a strictly monotonic cumulative distribution function and since the
three parameters «, 3 and -y are positive, the existence and uniqueness of 7* can be
deduced easily. a

ot

From this characterization of 7¢ as a function of (¢,7T, %) we can deduce the
dynamics of agents’ arrival. For this let us consider first of all the distribution mg
of the ¢ within the continuum. Because of the continuum and the law of large
numbers, this distribution is transported by the application o% +— 7.

If we therefore note F' the (deterministic!) cumulative distribution function of
the agents’ real arrival times, it is natural to establish a rule on the real starting time
T from the meeting, which depends on the function F(-). An example is that of a
quorum: the meeting starts after the scheduled time and only when a proportion 6
of the participants have arrived.

We then have to prove the existence and uniqueness of a fixed point. Starting from
a value T', we obtain agents’ optimal strategies (7°(+;T"));. These optimal strategies
are the targeted times but each person’s arrival time is affected by a noise: we obtain
the real arrival times (7¢(-; T'));. Then from the law of large numbers and the hypoth-
esis of the independence of agents’ uncertainties, these arrival times are distributed
according to F', which is deterministic, and 7" is deduced from F' by the meeting
starting time rule (7*(F)), in this case the quorum. This is straightforwardly sum-
marized by the following scheme:

T T = (7)) = (F(3T)) = F = F(ST) = T (F)
The result we obtain is as follows:
Proposition 2 (Equilibrium T). [fa > 0,8 > 0,7 > 0and if 0 ¢ supp(my) then

T** is a contraction mapping of [t; +oo[, and there is a unique solution T to our
problem.

Proof. First, let’s differentiate with respect to 7' the first order condition that
defines 7°.

il;; [QN, <Ti(;t> (BN (TU_T)] = (B+7N (TU_T)

Since 0 is supposed not to be in the support of my, this leads to j—TT(t, o;T) <
k<1
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Hence, VT, s,h > 0,

F(s;T +h) =P(r'(0";T + h) + o'¢' < 5) > P(r'(¢";T) + kh + o'c’ < s)
= F(s — ki;T)

Consequently,

T*(F(T + h)) < T*(F(- — kh; T)) < T*(F(+T)) + kh
= T*(T + h) — T**(T) < kh

and this proves the result through the contraction mapping theorem. O

It is interesting to notice that the quorum case is not special in the sense that
the preceding proof only requires the T setting rule (7 : F(-) — T') to verify the
following properties for the above result to be true.

o VF(.),T*(F(-)) > t: the meeting never starts before ¢

¢ (Monotony) Let’s consider two cumulative distribution functions F'(-) and G(-).
If F(-) < G(-) then T*(F () > T*(G(-))

e (Sub-additivity) Vs > 0, T*(F(- — s)) — T*(F(-)) < s

In the more general case where the cost depends on F', strategic interaction no
longer simply reduces to time 7. It is very natural that the social cost for each agent
depends on the proportion of participants who are already there when he arrives.
In this more general case, F' is the mean field: each person makes his decision ac-
cording to F'. In return, the decisions construct F'. From a mathematical standpoint,
the fixed point concerns F'.

2.2 Variations

There are many possible ways of enriching this initial “toy model”. For example, one
variant involves considering a shared disturbance in addition to the idiosyncratic dis-
turbances. This is an important variant as it is an example where the dynamics of the
population is stochastic. Nonetheless, as it would lead us to too long developments
we will not consider this variant here.

The variant we shall present is a “geographical”” model, i.e. the agents are initially
distributed in different places and must come to where the meeting is being held.

The interest of this variant is that it will show how coupled forward/backward
PDEs, which are the core of mean field game theory (in continuous time, with a
continuous state space), emerge.
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2.2.1 The Framework

Thus let us suppose that the agents are distributed on the negative half-line according
to distribution function mg(-) (with compact support and such that m,(0) = 0) and
that they must go to the meeting held at 0. Suppose that in order to get to 0, an agent
i moves according to the process dX; = aldt + odW; where drift a is controlled
in return for a quadratic cost %a2 (here o is the same for everyone). This distribu-
tion hypothesis may seem to be a rather artificial representation in this example of
transport uncertainties. In practice, we shall see that it is relatively pertinent in other
applications.
Each agent is thus faced with an optimization problem, written as:

~1

17
MingE |c(t,T,7") + 5/ a®(t)dt
0

with X} = z¢, dX] = aldt + odW} and the time to reach 0 is given by 7* =
min{s/ X’ = 0}.

If one looks for a Nash-MFG equilibrium, one will reason at a given 7" and each
agent’s problem is one of stochastic control. We thus have the following Hamilton—
Jacobi-Bellman equation®:

. [ o? 2
0= 0yu+min | alyu + ia + ?(%Iu

This equation can be written:

2
(HIB)  Ou— %(aIU)2 +Z0%u=0

The condition at the limit is simply V7, u(7,0) = ¢(¢, T, 7), where T is deter-
ministic for the same reason as before. This condition corresponds to the total cost
on arrival at the meeting (we will assume that ¢ has the same shape as in the pre-
ceding setup but we impose ¢ not to be piecewise-linear but twice continuously
differentiable).

The Hamilton—Jacobi—Bellman equation gives a Bellman function v and hence
indicates the optimal behavior of agents for a fixed T'. This equation is the same
for all agents since they have the same cost criterion and differ only in their point

4 As it is often the case in this text, we will consider that the solution of the Hamilton—Jacobi—
Bellman equation is a solution of the optimization problem. In general, if we do not provide any
verification result for the solutions of the mean field games partial differential equations, it should
be noticed that verifying (u, m) indeed provides a solution of the optimization problem is like
verifying u, solution of the Hamilton-Jacobi—Bellman equation with m fixed, provides a solution
of the optimization problem with m fixed. Hence, there should not be specific tools of verification
for mean field games.
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of departure at the initial moment. Moreover, the solution here is Markovian as
in most stochastic optimization problems and the strategy, i.e. the optimal drift
a(s,x) = —0zu(s,x) therefore depends only on the place « and the time s. Thus,
in particular, it does not depend on the agent concerned: the agents, whom unknown
factors lead to the same point x at time s, adopt the same strategy, which is natural,
since they have the same information, same transport costs and same final criterion.
This property simplifies the expression of the problem.

The “law of large numbers” then gives us the distribution m of agents through the
Kolmogorov equation.’ This distribution corresponds to the distribution of players
who have not yet arrived at 0 and therefore m loses mass (through 0), as agents
gradually arrive at the meeting. The dynamics of m is:

2
(Kolmogorov) O + 0, ((—0zu)m) = %(ﬁzm

m(0,-) = mg(-) is obviously fixed, and we will try to find a solution with the
following “smooth fit” condition: m(-,0) = 0.

Moreover, as we have chosen to model the problem by the dynamics of Brownian
diffusion, the model must be complemented and restricted to a compact domain.
In the proof that follows, we suppose that the domain is [0, Thnaz] X [—Xmax, 0] and
the boundary conditions are

U(Tmazv ) = C(tv T, Tmaz); ’U,(', _Xmaz) = C(tv Ta Tmaz)a m('v _Xmaz) =0

In this context, the flow reaching 0 (when the agents reach the meeting place) is
s +— —d;m(s,0). Thus the cumulative distribution function F' of arrival times is
defined by

F(s)=— /05 Oxm(v,0)dv

Now, T is fixed by the quorum rule (with let’s say 6 = 90%) but we impose that
it must be in the interval [t, T},q.]. In other words:

t, if F~1(0) <t
T= Tma;va if F(Tmacv) < 0
F~1(0), otherwise

5 Note that this is based not only on the independence hypothesis of noises but also on the simple
structure of noises. For example, if volatility depends on state, the associated elliptic operator
would replace the Laplace operator. Also, If noises were not independent, the deterministic partial
differential equation would have to be replaced by a stochastic one. For all these developments, we
refer to [38].
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2.2.2 Existence of an Equilibrium for the Meeting Starting Time

As in the first simple case, we need to prove that there is a time 7" coherent with the
(rational) expectations of the agents. We are going to use a fixed point theorem as
before. Indeed, one goes from a given 7" and deduces u. The Kolmogorov equation
then gives us m and therefore the arrival flow at 0. Since the time 7" in our example
is given by the arrival of a proportion € of all the agents, it clearly is a matter of
fixed point.

Before going deeply in the mathematics, let’s introduce some hypotheses:

o We suppose that T' +— ¢(¢, T, 7) is a continuous function

o We suppose that 7 +— c(t, T, 7) is a C? function

o We suppose that mo(0) = mo(—Xmaz) = 0. Also, we suppose that [m(0)| > 0
and |m,(—Xmaz)| >0

Now, we consider the following scheme (the functional spaces involved in the
scheme will be proved to be the right ones in what follows):
T ct,T,)€C?*—uecC?— dyucC—meC!
= —0pm(-,0) € CO— F) T
Since the scheme is from [t, T,q2] O [t, Tinaz), to obtain a fixed point result, we
just need to prove that the scheme is continuous.
The first part of the scheme (T — c¢(¢, T, -) € C?)is continuous and well defined

by hypothesis. For the second part of the scheme (c(t,T,-) € C? — u € C?), we
just state a lemma:

Lemma 1. Let’s consider the following PDE:

2
(HIB)  Oyu— %(@EU)2 + 2 02u=0

with the boundary conditions

U(', 0) = C(tv Ta ) U(Tmazv ) = C(t, Tmamv Tmaz); ’U,(', _Xmaz)
= C(ta T’maxv Tmaw)

The solution u is in C?(]0, Tyaz[X] — Ximaz, 0]) and IK,NT € [t, Tynaz), Ocu is a
K-Lipschitz function.
Moreover the mapping c(t,T,-) € C? — u € C? is continuous.

Now that we get u and then the control —J,u we can turn to the Kolmogorov
equation. We state a lemma that is an application of Hopf’s principle.

Lemma 2. Let’s consider the following PDE:

2
(Kolmogorov) Om + O, (am) = %nggm
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with a a C* (and hence Lipschitz) function and the boundary conditions m(0, -) =
mo(-), m(-,0) = 0, m(,—Xmaz) = 0 where myg is supposed to verify the
above hypotheses.

Then the solution m is in C*((0, Trnaz) X (—Xmaz,0)) and

Jde > 0,inf |0, m(-,0)| > €

Moreover € only depends on the Lipschitz constant of the function a.
Also the mapping a — m € C" is continuous.

From these two lemmas, we can deduce a third one adapted to our problem.
Indeed, since u is a C? function, a = —J,u is a Lipschitz function and hence we
have a lower bound to the flow arriving at the meeting:

Lemma 3.
e > 0,VT € [t, Thnaz),inf |0zm(-,0)] > €

Now, let’s consider the mapping ¥ : —9,m(-,0) € CY — T, defined above us-
ing (here) the quorum rule. We are going to prove that ¥ is continuous as soon as
—0d,m(+,0) has a strictly positive lower bound.

Lemma 4. ¥ is a Lipschitz function on C°([0, Tpqaz), RY).

Proof. Let’s consider two functions 1, and ) that stand for two possible flows
of arrival and let’s define ¢ a common lower bound to these two functions. Then,
let’s define 71 = W (41) and Ty = ¥ (1)2). If Ty and T5 are both in |¢, Tha.[, then,
assuming 7 < Th, we can write:

Tl T2 T2

T
0= [ w- wgz/o W =) — [ s

0 0 T

Ts T
= 6(T2 - Tl) < 1/)2 = / (1/11 - 1/)2) < Tmamwjl - q/)2|oo
0

T

Hence, in this case, the function is Lipschitz.
In all other cases, still assuming 77 < 75, we have instead of an equality the

following inequality:
Tl T2
/ 1 — P2 >0
0 0

and the result follows from the same reasoning.
Thus, the function is Lipschitz and hence continuous. a

By now, we have proved that the scheme is continuous and therefore, using the
Brouwer fixed point theorem we have existence of an equilibrium 7.

Proposition 3 (Existence). The scheme that defines the actual T' as a function of
the anticipated T’ is continuous and has at least one fixed point.
Hence, there is at least one equilibrium T.
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2.2.3 Comments

This variant is a good example of a mean field game in continuous time and
the mechanism will often be the same. First agents anticipate what will be the
dynamics of the community and hence anticipate m. Here, the relevant informa-
tion was captured by 7' that is a function of m so that they had to anticipate m
to anticipate 7'. From this anticipation agents use a backward reasoning described
by the Hamilton—Jacobi—Bellman equation. Then, from this equation, individual ac-
tions can be plugged into the forward equation (the Kolmogorov equation) to know
the actual dynamics of the community implied by individual behaviors. Finally, the
rational expectation hypothesis implies that there must be coherence between the an-
ticipated m and the actual m.

This forward/backward mechanism is the core of mean field game theory in con-
tinuous time and we will see it in action later on.

2.3 Mean Field Games Equilibrium as the IN-Player Nash
Limit Equilibrium

2.3.1 Introduction

Let us return for the sake of simplicity to our first model. It is now time to come back
to the continuum hypothesis by considering the game with N players. To simplify
the account, and because it involves a “toy model”, we look at the same particular
case as above (which is rather technical since the criterion is not regular but is very
graphic) in which the meeting begins once a proportion 6 (we shall assume 8 = 90%
for the sake of simplicity) of the participants have arrived (but still we force 7" to be
between times ¢ and 7},,4,). In addition, let us suppose that all the agents have the
same o. Various questions then naturally arise:

e Does the V-player game have Nash equilibria?

o s there uniqueness of such equilibria?

e Do N-player equilibria tend towards the mean field games equilibrium when
N — o0?

o If need be, is the rate of convergence known?

This case is simple, but it allows — since we shall answer the above questions in
the affirmative (in the symmetrical case) — to pave the way for an approximation of
an N-player game by MFG.

This example of approximation of a [N-player game through a first order expan-
sion “Gy + %G1 + ...”, where (formally) G is the mean field game and G; the
first order correction coefficient, leads to a new type of solution of a N-player game
equilibrium. The solution of “G( + %G 1" reflects a strategic world in which agents
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do not care about other agents, individually at least, but only about the population
dynamics and a world in which N, the number of players, is only entered to take
into account the “granularity” of the game and the imperfectness of the continuum
hypothesis.

2.3.2 Solution of the N-Player Games

To simplify, let us say that the number of playersis N = 10k (k = 1,2,3,...) and
thus that the meeting begins with the arrival of the 9k player. A given player (let
us say player 1) will aim for an arrival time 7* which should verify (symmetrical
Nash equation):

™ = argmin E[C(11 + 08, 7" + 0&,..., 7" 4+ 0é")]

This function C' does not really depend on all the components of (7% +
o€, ..., 7" +0&") but only on two statistics of order 7* + 0€(9k—1) and T + € (gp)
where one has noted €, the rt" element, in the order, in {€2,..., N}, Indeed it
is obvious that the 90-percentile of (7% + &', 7* + 0é2,..., 7" + 0€) is hidden
among 7! + €', 7F + 0€(gp_1) and T* + 5€(gp).

Thus the Nash equilibrium is characterized by:

™ = argmin  E[G(t! + o0&, 7" + 0§, 7" + 02)]
where (7, Z) are statistics of order corresponding to the (9% — 1)** and 9k*" ordered
elements of {€2,...,&V}. Hence, the variables (7, Z) are independent of €'

Taking up the initial model, the function G is defined by:

Ya,Vb,Vc > b, G(a,b,c) =G(a,tVbAThaz,tVcAThas)

—v(a — b) a<t
Wb < ¢ € [t Tl Glasbyc) = 4 V@D Fala=1) ae(tb)
a(a — t) a e (b, C]

ala—t)+PBa—c) a>c
We have the following property:

Lemma 5. Vb,Vc > b, a — G(a,b, ¢) is continuous, piecewise linear and convex.

G is not practical for optimization purposes. Let’s introduce H the function
(t1,b,¢) — [Z_ G(r! + ox,b,c)N'(x)dx where \ still is the cumulative dis-
tribution function of a normal variable with variance 1.
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Lemma 6. Vb < ¢, H is a strictly convex function of T* that decreases and then
increases. Moreover, we can compute some derivatives (t < b < ¢ < Tpa0):

o= [ () o1 ()
(i-x()]

) (-

612H(7— b C _leNl
g

Yo (57)
)

O3 H (', b, c) —%aN’(c_T)

3121H(7'1,b,c) = % {’y./\/’ (

Proof.

[o%¢) 0 _ 1
/ G(t' 4 oz, b, )N (z)dx = l/ G(t,0, c)N’(tTT>dt

— 00 0 J_x

Hence, we can differentiate with respect to 7! and we get:

1 [ !

t —
OLH(T bc) = —— G(t,b,c)N”(—T)dt
02 J_o o
- _l/ G(t! + ox, b, )N (z)dx
0 J-_x

Then, using derivatives in the distribution sense, we get:

OLH (', b,¢) = / G (' + oz, b, )N’ (z)dx

81H(7‘1 ) b, C) = / [_71T1+U:E§b + 0517'1—1-09021& + 6171+ach]NI(I)dI

— 00

e = (52) eo-(52)
oo (=)
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We can differentiate once again and we get:
1 h— 7l L 71 1
ot n.e) = | (M) o (5 ) e ()]
o o o o

This is strictly positive so that H is strictly convex as a function of the first vari-
able. Since H (71, b,c) = E[G(t' +0é*, b, ¢)] > G(E[r! +0él],b,c) = G(t1, b, ¢),
H must be decreasing and then increasing.

Other derivatives are straightforwardly given by:

T

2 1 1 / b— !
812H(T ,b,c)z—;’y/\/

g

g

|

OB H( b, ¢) = —~aN’ (C i )
g

O

Let’s now recall that we want to find a symmetrical Nash equilibrium and the
condition is given by:

™ = argmin  E[G(t! + o0&, 7" + 0§, 7" + 02)]
Clearly this can be rewritten using the function H and we get:
™ = argmin EB[H (", 7 + 0§, 7" + 02))

Using the first order condition associated to the preceding minimization we see
that we need to better understand the function 0 H. The following lemma will be
helpful in what follows because it introduces compactness in the problem:

Lemma 7.
B={rY3 < ¢, 0,H(r",b,c) = 0}

is a bounded set.

Proof. The set we introduced corresponds to the set of points at which H
reaches its minimum for all possible couples (b, ¢) with b < ¢. Because Va, Vb,
Ve>b, G(a,b,c) =G(a,tVOATmaw,tV cAThas), the same type of properties
applies for H and hence our set B is the same as

{Tlla(ba C)ut S b S & S TmawvalH(Tla b,C) = O}
Now, 9 H (71, b, ¢) = 0 implicitly defines a function 7! (b, c) that is continuous

and hence the set B is compact (and then bounded) as the image of a bounded set
{(b,¢),t <b< ¢ < Thaet) by acontinuous mapping. m|
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Let’s introduce now the best response function of agent 1. This function I is
defined as:
I(1*) = argmin E[H(t', 7% + o, 7" + 02)]
Another (though implicit) definition of this function is based on the first order

condition:
E[o1H(I'(7"), 7" + 0y, 7 +02)] =0 (%)

Lemma 8.
Vr*,inf B < I'(7*) < sup B

Proof. Since H is decreasing and then increasing as a function of the first variable,
we clearly now that V¢ < inf B:

El0OH(E, 7" + 0y, 7" +02)] <0

Hence inf B < I'(7*). The other inequality is obtained using the same reasoning.
O

Since a Nash equilibrium simply is a fixed point of ', we can restrict I to the
set K = [inf B, sup BJ.

If we define I\ : 7" € K + I'(7"), we see that any symmetrical Nash equilib-
rium must be a fixed point of Ik

Now we have our last lemma before the existence and uniqueness theorem
that says:

Lemma 9. Ik is a contraction mapping from K to K.

Proof. Let’s go back to the implicit definition of the function I" given by (). Using
the implicit function theorem we have:

O H(L(1%),7* + 0§, 7" + 02) + R H(I'(7%), 7" + 0y, 7" + 02)]
E[0? H(I'(7*),7* + 0y, 7* + 0Z)]

Since 0 < —0%,H — 03, H < 03, H, we have 0 < I"/(7*) < 1. Now because K

is compact, there exists a constant £ > 0 so that V7* € K, F"K(T*) <l-e O

Now using a classical fixed point result we have:

Proposition 4 (Existence and Uniqueness). There exists a unique symmetrical
Nash equilibrium for the game with N players.

Remark: We restrict ourselves to cases where N = 10k and 0 = 90% for the sake
of simplicity but the preceding result is still true for all /V and 6.
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2.3.3 Approximationin 1/N

Before beginning the analysis, recall that the equilibrium is a Dirac measure in the
mean field game case since all individuals have the same o. We note this equilibrium
Trrro»> and the starting time for the meeting will be (except when a limit is reached)
T re +0F 1 (0) where F is here the cumulative distribution function of a normal
distribution.

Thus, rather than being defined by:

E[o1H(mx,Tn + 09, TN +02)] =0
the mean field games equilibrium is defined by:
OH Ty Thrg +0F 1 (0), Tipg +0F7H(0)) =0

We see that there is an advantage in introducing J defined by J(¢,y,2) =
O1H (t,t+0y, t+0z) and that we can then carry out the following Taylor expansion:

0 =EJ(7x,9, 2)
= J(Tirpe FH0), FH0) +(8 — Tarra)O1 ] (Thrpa, F1(0), F~1(6))

=0

VE( — F ()02 (e, F~ (6). F7(9))

FE( — F7(6)357 (i F(0), ' (9))

5B~ F0)) 00 (T F6), F(6)
1

+5E(E = F71(0))* 03 (Tirr, I (0), F1(6))

+E(Z = F~H0)) (G — F~(0) 023 (Thype, F~1(0), F~1(0))
+o(Tn = Tarrg) + o(1/N)

Detailed study of the properties of order statistics (see [17]), i.e. the variables y
and Z, show that the convergence of 75 toward 7}, - occurs in 1/N.
Indeed, if we write®

¢= lim NE(j — F71(9) eR
¢= lim NE(Z- F710) eR
v=lim NE(y— F7H(6))?
= lim NE(Z - F46))? = Jim NE(z - F7H0))? eR

6 The fact that these constants exist is not obvious and relies on the properties of order statistics.
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then we see that

1 1 2

1
TXZ = T]T/[FG — Nal_J 682:]4-(83(]4— % (822J+333J+ 2823J):| +o0 (N)

The mean field games framework is therefore an approximation of an /N-player
game when NV is large and we know the order of magnitude of the error occurring
when we consider a mean field games model for solving an N-player game.

3 Application of Mean Field Game to Economics: Production
of an Exhaustible Resource

A fairly typical example of mean field game is that of the production of an ex-
haustible resource by a continuum of producers. We know from Hotelling’s work
(see [28]) that there is a rent involved in the production of an exhaustible resource,
but it is interesting to examine this in greater depth in a competitive situation and to
understand the dynamics of exhaustion of a scarce resource. We therefore present
a basic model onto which other models can be grafted. For instance, the model can
be improved to take account of a Stackelberg-type competition, to consider the ex-
istence of big players (OPEC in the instance we have in mind), etc. It is also a basis
for studying important problems such as the entry of new competitors, particularly
those who are developing alternative energy sources (see [20] for a complete analy-
sis of this question in a mean field game framework identical to the one developed
here. This framework allows for instance to consider with powerful analytical tools
the negative effect in terms of carbon emissions of a subsidy to alternative energy
producers (see [25]) as in [18]).

This example will enable us to show the general character of mean field games
PDEs when addressing Forward/Backward problems. It also offers a transparent
way of dealing with externality.

3.1 Basis of the Model

We consider a large number of oil producers, which can be viewed either as wells
or from a more macro standpoint as oil companies. The only assumption we make
is that there is a sufficiently large number of them and that one can apply simple
hypotheses such as that of the continuum (mean field games modeling) and perfect
competition (price-taker behavior of agents).

Each of these oil producers initially has a reserve that is termed Ry. We assume
that these reserves are distributed among producers according to an (initial) distri-
bution m (0, -). These reserves will of course contribute to production ¢ such that,
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for any specific agent, we have dR(t) = —q(t)dt + vR(t)dW,; where the brownian
motion is specific to the agent considered.

Production choices will be made in order to optimize a profit criterion (the same
for all agents) of the following form:

Mazx q(ry), rE /Ooo(p(t)q(t) — C(q(t)))e "ds s.t.q(t) > 0,R(t) >0

where:

o (' is the cost function which we will then write as quadratic: C(q) = ag + 8 %.

o the prices p are determined according to the supply/demand equilibrium on the
market at each moment, demand being given by a function D(¢,p) at instant ¢
(that could be written D(t,p) = WeP!p~ where W exp(pt) denotes the total
wealth affected by a constant growth rate to model economic growth and where o
is the elasticity of demand that can be interpreted in a more general model as the
elasticity of substitution between oil and any other good) and supply is naturally
given by the total oil production of the agents.

Our model can be dealt with in the deterministic case or in the stochastic case
depending on the value of v.

We are going to start with the deterministic case where v = 0. In that case, a
solution can be found without mean field methods. The mean field methods will be
necessary in the stochastic case and the economic equilibrium will appear as a very
special case of the PDE system, leaving an empty room to add externality effects
and for more complex specifications.

3.2 The Deterministic Case

3.2.1 Characterization of the Equilibrium
Proposition 5 (Equilibrium in the deterministic case). The equilibrium is char-

acterized by the following equations where p, q and X\ are unknown functions and
Ry the level of initial oil reserve.

D(s,p(s)) = / a(s, Ro)mo(Ro)dRy
a(s, Ry) = % [p(5) — o — A(Ro)e™],

/ q(s, Ro)ds = Ry
0
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Proof. Let’s consider the problem of an oil producer with an oil reserve equal to 1.
The optimal production levels can be found using a Lagrangian:

T T
L= /0 (p(s)q(s) — C(q(s)))e " ds + A (Rg - /0 q(s)ds)

The first order condition is:
p(s) = C'(q(s)) + Ae"™

where \e”® is the Hotelling rent. Noteworthy, if one considered a monopole, the
price would not be “marginal cost + rent” but “marginal cost 4 rent” multiplied
by the usual markup. In other words, the actual rent is increasing with the market
power.

Now, using our specification for the costs, we get, as long as ¢(s) is positive:

p(s) —a— Bq(s) = Ae™

Hence, ¢(s) is given by:

a(s) = 5 p(s) —a =A™y

In this equation A depends on the initial oil stock (or reserve) and it will be
denoted A\(Ryp). This lagrangian multiplier is given by the intertemporal constraint
that equalizes the whole stream of production and the initial oil reserve:

/OT q(s,Ro)d ﬁ/ s) —a— A(Ro)e™), ds = Ry

Now, we need to find the prices that were left unknown. This simply is given by
the demand/supply equality.

D(s,p(s)) = /q(s,Ro)mo(Ro)dRo

If we compile all these results we get the three equations that characterize the
equilibrium. O

3.2.2 Computation of an Equilibrium

Since ¢ only depends on A(-) and p(-) we can totally separate the variables ¢ and
Ry. More precisely, if we consider an eductive algorithm (eductive algorithms will
be used later to solve coupled PDEs) we can consider two “guesses” A(-) and p(+)
to compute q(-,-) and then update )\( ) and p(-) using respectively the constraints
fo (s, Ro)ds = R and D(s,p(s)) = [ q(s, Ro)mo(Ro)dRy.
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More precisely, we consider a dynamical system indexed by the variable 6 like
the following’

Dep(1,0) = D(t, p(1,0)) — / a(t, Ro)mo(Ro)dRo
89)\(R0, 6‘) = AOO q(t, Ro)dt — Ro

where

q(t, Ro) = % [p(t,@) —a — ARy, 9)6”]+

Once a dynamical system is chosen, the solution for Ry +— A(Rp) and ¢ — p(t)
and hence the productions of all oil producers is obtained by:

m p(t,60) = p(t)

QEI}}OO )\(Ro, 9) = )\(Ro)

As an example we can illustrate the evolution of total oil production in this model
where we consider a CES demand function, namely D(t,p) = Weftp=c.

We took the following values for the parameters: the interest rate considered by
oil producers is r = 5%, the average growth rate of the world economy is p = 2%,
the initial marginal cost of producing an oil barrel is &« = 10, 8 = 100 to model the
importance of capacity constraints, ¢ = 1.2 because oil is not a highly elastic good
and W = 40 to obtain meaningful values in the model. The problem is considered
over 150 years and the initial distribution of reserves has the following form (Fig. 1):

Initial reserves distribution

0,04
0,035 -
0,03 -
0,025 -
0,02 -
0,015 -
0,01 -

density

0,005 -

0 T T T T T T T T T T T T T T T T T T T T T T T T T

0 10 20 30 40
reserves

Fig. 1 mo

7The system can be multiplied by the inverse of its Jacobian matrix. Different multiplying factors
can also be added to the two equations.
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If we consider the global production of oil producers, its evolution is given by
the first graph below (Fig. 2) where the horizontal axis represents the years and the
vertical one the global production at each date. The associated evolution of oil prices
is also represented where we only plot the first 50 years to avoid ending up with very
large values after too many decades and hence a graph that is unreadable (Fig. 3).

Total production Q(t)

production

LI 0000000000000 000000

0 10 20 30 40 50 60 70 80 90 100110 120 130 140 150
years

Fig. 2 Evolution of the total oil production

Price p(t)
140

120 ~

100 +

80

price

60 -

40 +

s

0+

0 10 20 30 40
years

Fig. 3 Evolution of prices over 50 years
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3.2.3 Comments on the Deterministic Model

This deterministic model will appear as classical to most readers. Though, some
comments deserve to be made. First of all, we saw that prices were not equal to
marginal cost since the optimal production (when positive) is given by:

p(t) = C'(q(t, Ro)) + A(Ro)e"

Hence, the Hotelling rent (A(Rp)e™) increases with time and differs among
producers. Since A measures the strength of the constraint associated to the ex-
haustible nature of oil, it is a decreasing function of Rj. As a consequence, the rent
is higher when it comes to consider a smaller producer.

Another remarkable phenomenon is the shape of the curve. Oil production first
increases and then decreases. It’s a form of the so-called Hubbert peak even though
we do not have the symmetry result associated to the usual Hubbert peak.®
Economic growth pushes oil producers to produce more (and especially producers
with a large oil reserve) but the intrinsic exhaustibility of oil induces a decrease in
the production after a certain period of time.

3.3 The Stochastic Case

The above model was a mean field game as any general equilibrium economic
model. In the simple deterministic case developed above, the mean field games tools
didn’t need to be used and classical tools were sufficient, except perhaps when it
came to find a numerical solution. However, when it comes to noise or externality
in the model, the mean field games partial differential equations will be necessary.
In contrast with the PDEs developed for the first toy model, the PDEs will now be
completely coupled and not only coupled through boundary conditions.

3.3.1 The Mean Field Games PDEs

To start writing the equations, let’s introduce u(¢, R) the Bellman function of the
problem, namely:

ult, R) = MW(q(s»szt,qzoE/t (p(s)a(s) = Cla(s)))e " Vds

s.t. dR(s) = —q(s)ds + vR(s)dW, R(t) = R

8 Our model not being suited for it since we do not focus on the discovery and exploitation of new
wells.
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The Hamilton—Jacobi-Bellman equation associated to this optimal control
problem is:

2
(HJB)  ult,R)+ %R26§Ru(t, R) = ru(t, R) + max (p(t)q
qz

— C(a) — qOru(t, R)) =0

Now, let’s denote m(t, R) the distribution of oil reserves at time ¢. This distribu-
tion is transported by the optimal production decisions of the agents ¢* (¢, R) where,
now, R is the reserve at time ¢ and not the initial reserve as in the deterministic case.
The transport equation is:

L2
(K olmogorov) oym(t, R) + Or(—q*(t, R)m(t, R)) = 7812%1% [R*m(t,R)]

with m(0, -) given.

Now, let’s discuss the interdependence between v and m.
m is linked to u quite naturally since m is transported by the optimal decisions
of the agents determined by the optimal control in the HIB equation. This optimal
control is given by”:

rm - [Zedut ]

B

Now, u depends on m through the price p(t) and this price can be seen as a
function of m. Indeed, because p(t) is fixed so that supply and demand are equal,
p(t) is given by:

p(t) = D(t,-)~! (—% / Rm(t,R)dR>

If we want to conclude on this part and rewrite the equations to focus on the inter-
dependence, we may write the following expressions:

2
dyult, R) + %R?@}@Ru(t, R) — ru(t, R)

(D(t,-)_l (—%/Rm(t,R)dR) —a— aRu(zt,J%))+

2

1
= =0

26

9 Once again we suppose that the solution of the (HIB) equation we consider is a solution of the
underlying optimization problem. Verification results still need to be proved.
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l)(t7 ~)71 (—% me(t, R)dR) — _aRu(ta R) m(t R))
+

B

Om(t, R)+0r ([

V2 2 2
— 0k (Rmit, R)

These equations are the coupled equations associated to our optimization prob-
lem but it is still an interesting problem to establish a verification theorem that would
prove a solution of the Hamilton—Jacobi—Bellman equation to be a solution of the
optimization problem.

3.3.2 Numerical Solutions and Comments

In the deterministic case, we found a numerical approximation of the solution that
should be reinterpreted as a Nash equilibrium of our problem. In fact, because we
are dealing with exhaustible resources, producers are disappearing with time and
the number of active producers shrinks to nothing. This remark is important since it
induces a price increasing a lot as global oil reserves decrease. In particular, depend-
ing on the specification, our model may have a “solution” where no oil is produced
after a certain time and hence the price equal a maximum bound or infinity. If this
can be a solution of the optimization problem, this may not be a Nash equilibrium
because in such a case a producer may deviate and keep oil to produce when no
other oil is left. Hence the decrease in the number of participants is important to
find a solution that really is a Nash-equilibrium.

Finding a solution of the above PDEs can be complicated because it imposes to
find a (symmetrical) mean field solution in which two identical producers behave the
same. But, in this model, there can be cases in which solutions are, in some sense,
dynamical mixed solutions as a game theorist would say : two identical players may
act differently, the first one producing during a short period of time and the second
one producing less but during a longer period of time. Because of this phenomenon,
and in spite of the noise coefficient, approximating the solution after several decades
deserves more than a paragraph.

Although we know how to numerically find “symmetrical” solutions in many
cases, it’s still research in progress in general. Readers interested in the numerical
tools to find solutions of the PDEs may see [20].

3.3.3 Generalization and Externality

The equations, as stated above to focus on the interdependence, are less practical and
intuitive than the preceding forms of the equation. Though, they express something
really important we want to insist upon: general equilibrium in its classical form can
appear as a very special case of a mean field game. A natural consequence is that
we can add other effects in a very simple manner while adding meaningful terms to
the PDEs.
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For example, it’s widely thought amongst oil specialists that oil producers not
only want to maximize profit but also want to avoid being in the last producers to
produce because they do not know what is going to happen to oil companies at the
end of the oil era.

This kind of effect would have been very hard to introduce with the first (usual)
approach we presented. With the mean field games approach, the addition of such
an effect is just another dependence on m in the HIB equation that defines u. One
possibility is for example to introduce a ranking effect in the Hamilton—Jacobi—
Bellman equation. The Hamilton—Jacobi-Belmman equation may become:

2 R
Opu(t, R) + %RQ(?IQ%Ru(t, R)—ru(t,R)+ H (/ m(t, cp)d(p)
0

(D(t, )1 (_%/Rm(t,R)dR) - 8Ru(t,R)>+ 2

where H is a decreasing function. In addition to the intertemporal profit optimiza-
tion, the producer wants to have less oil reserve than its competitors.

This generalization is one amongst many. We just aim at convincing the reader
about the variety of effects and particularly externality effects the mean field games
approach allows to handle quite easily. To see how this mean field game can be
adapted to the study of competition between oil producers and potential entrants
that produce alternative energy, see [25] and [20].

1
N

23 =0

4 The Mexican Wave

4.1 Introduction

Before moving on to more complex models, let us look at a “toy model” which is
prompted by mean field games and models the mimicry responsible for the Mexican
wave phenomenon in stadiums.

Mexican wave is called this way because it seems that it appeared for the first
time in a stadium in Mexico. The goal of our model here is to understand how a
Mexican wave can be one of the solution of a mean field game involving a (infinite)
set of supporters and a taste for mimicry. Let’s start with the description of the
stadium. To simplify the study, we regard our stadium as a circle of length L (hence
the stadium is a one-dimension object, though it wouldn’t be difficult to generalize).
Mathematically, the stadium will then be the interval [0, L) regarded as a torus.

In the stadium, there is a continuum of individuals; each one being referenced by
acoordinate z € [0, L). Each agent s free to behave and can be either seated (z = 0)
or standing (z = 1) or in an intermediate position z € (0, 1). Some positions are less
comfortable than others and we model this phenomenon using a utility function .
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Typically u will be of the following form to express that being standing or being
seated is more comfortable than being in an intermediate position:

u(z) = —Kz%(1 — 2)P

Now, let’s describe the optimization function for any agent:

e An agent pays a price h(a)dt to change his position from z to z + adt. h(a) will
simply be a quadratic cost function: 4-.
¢ An agent wants to behave as his neighbors. Mathematically an agent in x maxi-

mizes . )
—5 [ Glta) —ta—y)P=g (L) dy
where ¢ is a gaussian kernel.
¢ An agent maximizes his comfort described by u.

The optimization criterion for an agent localized at z is then

.. 1 T 1 21 Y
swtmint 7 [ { [ [t st 0o (1) ]

tulz(t, ) — @} dt

This ergodic control problem can be formally transformed in a differential way
and we get:

2 [ — 2w~ ) te (L) dy + ol (o(t,2) = ~he(t,2)

If we let € tends to 0, we get in the distribution sense that our problem is to solve
the equation'”:
Ohz(t,x) + 02, 2(t,x) = —u'(2(t, x))

10 This equation doesn’t seem to be of the mean field type but we can write the associated mean
field equations.

Let’s consider that agents are indexed by z. For each z, the Bellman function associated to the
problem of an agent in « can be written as J(x; -) solving the Hamilton—Jacobi equation:

r—

0=20¢J(z;t,2) + % (02 (251, 2))2 + u(z) — E%/(z — 2)2m(&;t, Z)EQ ( ) dzdz

€

where m(x; t, -) is the probability distribution function of the position z of an agent situated in x.
m(z; -, -) solves a Kolmogorov equation that is:

Orm(x;t, z) + div(0. J(z; t, z)m(z; t,2)) =0

with m(z;0,2) = d,(0,)(2) Hence, the problem can be written as a set of Hamilton—Jacobi
equations indexed by x with the associated Kolmogorov equations. Because the problem is purely
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Before going on and solve the problem, we must notice that z = O and z = 1
should be solutions of the problem. Consequently, we must have u'(0) = «/(1) =0
and hence « and 3 have to be strictly greater than 1.

4.2 Mexican Wave as a Solution

A Mexican wave is, by definition, a wave. Hence we are going to look for a solution
of the form z(t, z) = p(x — vt) where v is the speed of the wave. But what we call
Mexican wave is usually a specific form of wave and we want to call Mexican wave
a function ¢ with a compact support on (0, L) that is first increasing from 0 to 1 and
then decreasing form 1 to 0.

If we look for such a function ¢, we can easily see that it must solve:

(1+v*)¢" = —u/(p)

Proposition 6 (Existence of Mexican waves for o, € (1;2)). Suppose that
a, B € (1;2). Then, for any v verifying

there exists a Mexican wave ¢ solution of (1 +v2)¢" = —u/(¢p).

Proof. We use an “energy method” to solve the equation (1 + v?)¢” = —u/(p).

First, let’s multiply the equation by ¢’ and integrate. We get:

1 —;1)2 2

=u(p) + Cst

Since ¢ = 0 must be a solution, the constant has to be zero. Consequently, we are

left with an ODE:
2K
r_ + a/2 1— B/2
@ VI 2? (1-9¢)

If o were greater than 2 the Cauchy—Lipschitz theorem would apply using the
boundary condition ¢(0) = 0 or (L) = 0 and the unique solution would be
z =@ = 0. Now because we supposed o € (1;2), we can have a local non-
uniqueness result.

Let’s build a solution different from 0. First we can consider that ¢ is equal to
zero in a neighborhood of 0 e.g. Vs € [0,7]. Now for s > 7, we can integrate the

deterministic, we can directly follow the position of each individual and consider an equation in
z(t, x) instead of this complex system.
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ODE and define (s) implicitly by:

w(s) 2K
—a/2(1 — ) B2 dw = _
[ e = | 2 )

This definition holds as long as ¢(s) < 1, i.e. as long as s < M where M is defined
as B(1—a/2,1-3/2) = \/ &5 (M —n) (B stands for the beta function). Now, for

T+o?
s > M, we build the solution in the same way and we can do so because 5 € (1;2).
We define implicitly ¢(s) by:

1
/ w2 (1 — w) P2 dw = 2K2(5—M)
#(s) 1+v

as long as o(s) remains positive. This happens in s = M’ where B(1 — «/2,1 —
B/2) = , /%(M’ — M). Now, ¢ is supposed to be 0 for s > M.

We have built a differentiable function ¢ but we need to check that M’ can be
smaller than L for a sufficiently small 7.

We have 2B(1 — /2,1 — 3/2) = /255 (M’ — 7). Hence M’ can be smaller

1402
than L if and only if there exists 7 such that

2(1+ %)

L —
n < K

(1—-a/2,1-75/2)

Such a positive 7 exists if and only if , /%TKUZ,)L > B(1 — a/2,1 — (3/2) and this

is equivalent to our condition thanks to the link between the functions " and B. 0O

We can represent a solution ¢ as described above (supporters do not keep
standing before going down to the seated position) (Fig. 4):

/ )\
/ \
N \
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Remark: This solution is not unique in general for two reasons. The first one is
obvious: 7 in the preceding proof can be chosen in an interval. However, this non-
uniqueness is only due to a translation invariance of the problem on the torus and
is therefore meaningless. A second reason is that supporters may stand for a while
before going back to the seated position.

4.3 Mean Field Games Versus Descriptive Models

All the models developed to represent the Mexican wave assume that the supporters
behave like automata: they carry out actions according to the context with possibly
some memory of the preceding moments. This logic of automatic functioning is
perfectly adequate for producing a Mexican wave-type crowd movement, and even
for producing an equation of the dynamics that is the same as what we have written:
if it has not already been done, we would be able to do so.

The difference between our model and a model based on automata agents (see
for instance [19]), lies in the meaning given to the agents’ actions. While au-
tomata produce actions dictated by the context, our agents produce the same actions
as a consequence of a process of thinking about the behavior of other agents,
the coherence of these behaviors, and the personal preferences in view of these
behaviors. That this gives the same result as if agents were automata should not be
cause for disappointment: the parsimony principle does not apply here; simply be-
cause agents behave as if they were automata is no reason for not giving another
meaning to their actions. And not only for ethical reasons. Indeed, if one wishes to
study the stability of the Mexican wave, and behaviors apart from equilibrium, it
becomes necessary to return to the mechanism that has enabled the equation to be
constructed. And hence, if the Mexican wave has been disturbed, if some rows of
spectators have not moved for an exogenous reason, models based on automata gen-
erally predict erratic behavior in situations in which our mean field games agents,
after a moment’s thought, behave in such a way that the collective motion of the
Mexican wave is re-established.

Thus the meaning given to behaviors sheds light on what one would expect in the
event of disturbance to various processes.

S A Model of Population Distribution

5.1 Introduction

Let’s now consider a model of population distribution. This model is the archetype
of a mean field games model in continuous time with a continuous state space. Many
models can be derived from this one and most importantly the notion of stability
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introduced in what follows is arguably one of the most relevant one to deal with
stability in forward/backward models such as intertemporal mean field games mod-
els. This stability notion called eductive stability turns out to be useful to circumvent
the issues of the forward/backward structure, especially when it comes to find nu-
merical solutions to mean field games PDEs.

In what follows we only present some aspects of the model. The readers may
refer to [23] to go deeper into the different notions of stability or they may read
[22] for an even more complete presentation with generalization to multi-population
issues.

5.2 The Framework

We consider a large number of agents modeled as usual by a continuum. These
agents have geographic, economic and social characteristics that we assume are
represented by a finite number n of values. A simple example is the position of an
agent represented by his coordinates in space. Another example is that of a tech-
nology used by an agent. In short, we assume that the agents have characteristics
denoted by X € R".

Each individual will have control over his characteristics, and we choose the
case in which agents wish to resemble their peers. To resemble others, an agent
has to move in the state R”. When an agent wants to make move of size « in the
characteristics space (hereafter social space or state space) he will pay a cost of the

2
quadratic form %‘— Moreover, this control is not perfect, since we add Brownian
noise. In mathematical terms, our problem is thus written (for an agent ¢):

0 ) Xz 2
sup E [/ <g(t,XZ7m) - —|a(s, o)l ) e_psds]
(@2)ez0.Xg=z  LJo 2

dX! = aft, X})dt + odW}

where m is the distribution of agents in the social space and where the function
g will model the will to resemblance depending on the type of problem. Various
specifications for g will produce our results:

ot z,m) = Bz - / ym(t, y)dy)?
g(t,x,m) = —B/w— m(t,y)dy

g(t,z,m) = In(m(t, z))

To simplify the exposition and to stick to the papers cited in the introduction, we
consider the logarithmic case where g is a local function of m.
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The control problem is re-written in differential way. We obtain the PDEs which
are at the heart of mean field game theory:

2
1
(HIB)  Ou+ %Au + 5IVul? = pu = —In(m)

2
(Kolmogorov) om+V - (mVu) = %Am

and in this case the optimal control is written (¢, X;) = Vu(t, Xy).

What is fundamental in this PDE system is the forward/backward dimension.
The Hamilton—Jacobi—Bellman equation is backward like all Bellman equations (in
finite time, there would be a final condition of type (7, ) = ur(x)) - this can also
be seen in the diffusion part of the equation, which is a backward heat equation. Con-
versely, the transport equation is forward and transport an initial distribution m(0, x)
according to agents’ optimal choices. We clearly see the emergence of agents’ rea-
soning in this forward/backward aspect. They assume a dynamic for m and optimize
as aresult to get the optimal control Vu. The behavior obtained transports the distri-
bution of agents. The coherence is finally found if we assume that the expectations
are rational (and hence perfect) on the distribution m. This is the usual reasoning in
mean field games.

5.3 Stationary Solutions

We are interested firstly in stationary solutions. The framework of quadratic costs
and logarithmic utility allows us to have explicit quadratic solutions for v and
Gaussian solutions for m, as in the following result:

Proposition 7 (Gaussian solutions). Suppose that p < %

There exist three constants, s> > 0, n > 0 and w such that ¥ € R, if m is the
probability distribution function associated to a gaussian variable N (., s*I,,) and
u(x) = —n|z — p|? + w, then (u, m) is a solution of our problem.

These three constants are given by:

2 _ ot
e S T 4—2po2
-1 _p_ o
° 7]—021 2_2452 9
- _1 _n “n_
¢ W= o [’I]TLO' 21n(ﬂ’02)]

Proof. First, let’s note that the stationary equation for m (the Kolmogorov equation)

can be rewritten as: )

o
V- (mVu— 7Vm) =0
Hence, we can restrict ourselves to solutions of:

2
mVu = %Vm



242 O. Guéant et al.

Consequently, we just need to solve the Hamilton—Jacobi—-Bellman equation if
we replace m by K exp(%u) where K is chosen to ensure that m is indeed a
probability distribution function.

We are looking for a solution for u of the form:

u(e) = —nlz — > +w
If we put this form in the Hamilton—Jacobi—Bellman equation we get:

onle — ul? 2w
| e

20|z — pl® + pnlz — pf? — pw —qno® = —In(K) p e

A first condition for this to be true is:

21
2"+ pn = =3

L p

= n=—=-—-c

=527 3
A second condition, to find w, is related to the fact that m is a probability distri-
bution function. This clearly requires 7 to be positive but this is guaranteed by the

hypothesis po? < 2. This also implies:

2w —2n 2w wo?
Kexp (;) /R exp <7|x — M|2> = K exp (;) (%> =1

= pw +nno’ = gln (—)

[NE

and this last equation gives w.
From this solution for v we can find a solution for m. We indeed know that m is
a probability distribution function and that m is given by

2u(x
(2)>

m(x) = K exp( o

As a consequence, m is the probability distribution function of an n-dimensional

. . . . 2 .
gaussian random variable with variance equal to s2I, where s> = Z_n 1.e.
2 _ ot
§° = 250" O

A priori, nothing guaranteed that a solution exists insofar as the cases usually
well treated (see [36]) correspond most often to a decrease in the function g and
not, as here, to an increase. On the other hand nothing shows there is a uniqueness
result. First, there is invariance by translation and we must therefore localize the
problem in order to address this question. This localization is done simply by re-
placing In(m(t,z)) by In(m(t, z)) — dz2 (§ > O) and we obtain the same type of
results. Even when localized, we do not guarantee uniqueness (though, localization
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will be helpful for other purposes). Although we do not prove uniqueness, we are
nevertheless interested in the problem of the stability of solutions. Since we have a
stationary result, a first step towards studying the dynamics is to study stability.

5.4 Stability Results

5.4.1 Two Notions of Stability

Two types of stability are relevant to our problem. We will call the first one “physical
stability” and the second one “eductive stability”. The physical stability concept
might look more standard to the reader. The second, the eductive stability, refers
to many papers by Roger Guesnerie and other authors (e.g. [26]) on stability in a
rational expectation economic context. These papers inspired the mean field games
eductive stability concept.

If we consider a problem on [0, 7] with conditions stationary solutions on each
side (u(T,-) = u* and m(0,-) = m* given), we can look at what happens (as
T — o0) when we disturb the boundary conditions (u*, m*). The stability associ-
ated with this perturbation in 0 for m and in T for u is the physical stability and we
refer to [23] for a complete study.

A second possibility is to add a variable 6 (virtual time) and to consider a dif-
ferent, purely forward, dynamic system, whose stationary equilibrium is the same
as the one we are looking for. If there is convergence (when § — o) in this new
dynamic system where we reverse the time in the backward equation by imposing
arbitrary conditions in § = 0, then we shall call this eductive stability.

In what follows, we focus on eductive stability, and more precisely on local educ-
tive stability, because it helps a lot to develop and justify numerical methods.

5.4.2 Eductive Stability

The physical stability, briefly described above, is intrinsically linked to the for-
ward/backward structure of the equations.

Here, we want to circumvent this forward/backward structure and we introduce a
virtual time 6 that will be purely forward in the sense that we consider the following
new system of PDEs'':

02 " 1 12
Oou = —u" 4+ =u"* — pu+In(m)

2 2
o2
0o = 7m” — (ma)

' We consider the problem in dimension 1 for the sake of simplicity but the problem in general is
the same.



244 O. Guéant et al.

Let’s consider two “initial guesses” (u(¢ = 0,z) and m (6 = 0, x)) that are not
too far from the stationary equilibrium (u*, m*) associated to u = 0, as defined in
Proposition 5.1:

m(0,2) =m™(x)(1 + (0, x))

u(0,2) = u*(x) + €p(0, )

We are going to linearize these equations. After easy computations we obtain the
following linear PDEs:

2

ag
Do = 79@” — 2z’ — pp +

02 1 / 1 € /
Ot = 71/1 + 20z’ — ¢ +S—2<P

A more convenient way to write these linearized PDE:s is to introduce the oper-
ator L: f — Lf = —‘72—2 f" + 2nxzf’ and we get the following equations for the
couple (¢, ):

Proposition 8.
dop=—Lo—pp+7

2
Ogp = =LY + ﬁﬁgﬂ

Proof. It simply is a consequence of the link between the variables, namely
2

2 _o°
5—477. O

Now, we are going to use the properties of the operator £ we have just introduced.

To do that we need to use some properties of the Hermite polynomials associated to
the space L?(m*(x)dx) (see [1] for more details).

Proposition 9 (Hermite polynomials). We define the n'" Hermite polynomial of
L?(m*(x)dx) by:

n 1 " 2\ d" z?

The polynomials (H,), form an orthonormal basis of the Hilbert space
L?(m*(z)dx).
The Hermite polynomials H,, are eigenvectors of L and:

LH, =2nmH,

To study the linearized equations, we are going to consider the space
L?(m*(z)dx) and consider a decomposition on the Hermite polynomials basis.
Because the problem is purely forward in 6 we need to have, for each coordinate,
two negative eigenvalues.
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To this purpose, let’s introduce the matrices (B, )y:

B, — (—(p+2nn) 1 )

n

= —2nn

Lemma 10 (Eigenvalues of B,,). Let’s consider n > 2.
The eigenvalues £} < &2 of By, are both negative with:

1 4n
&P =5 |—p—dmt/p*+ =
2 S

Proposition 10. Let’s suppose that the initial conditions ¢(0,-) and (0, -) are in
the Hilbert space H = L?(m*(x)dx).

Let’s consider for n > 2 the functions <;’Z" ) that verify:

n

a@‘pn) (‘pn)

= Bn

<89wn Un

with ¢, (0) equal to p(0,-),, =< Hy, pn(0) > and ¥, (0) equal to (0, ), =<

H,, ¥, (0) >.
We have for a fixed 8 and as n tends to oo:

on(6) = O(|pn(0)]e50)

U (0) = O/l (0)]59)

In particular,
¥0 > 0,Yk € N, (000 (0))n € 11(C 17), (n*4n(6))n € 1(C )

Proof. After straightforward algebraic manipulations, we get:

() w2 e ()

an:p+2nn+§}l, bn=p+2nn+§i

where:

Now, to find the two constants we need to use the conditions on ¢,,(0) and 1), (0):
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Hence:

by —an
Bn — AnPn (O) —Pn (O)

an—0n

{An — bn@n(o)fwn(o)

Using the fact that a,, ~ —*/777\/5 and b,, ~ 4\/5 we can deduce the asymp-

totic behavior of the constants as n goes to infinity.

on(0) ©n(0)
An ~n—oo ; By ~noo
2 2
Hence, since &} < €2,
2
u(8) = Olpn(0)]e*)
2
Yn(6) = O(v/nlpn(0)]e*?)
These two estimations prove the results. a

These estimations show that the solutions will be far more regular than the initial

conditions.

Proposition 11 (Resolution of the linearized PDEs). Suppose that:

The initial conditions ¢(0,-) and (0, -) are in the Hilbert space H = L*(m*
(x)dx)

f ¥(0, 2)m*(x)dx = 0 (this is guaranteed if the initial guess for m is a proba-
bility distribution function)

[ 2@(0, z)ym*(z)dx = 0 (this is guaranteed if the initial guess is even)

J (0, z)m* (x)dx = 0 (this is guaranteed if the initial guess is even)

Let’s define (o, )n and (¥p,)n by:

0(0) = po(0)e™* and o (0) = 0.
p1(0) = ¥1(0) = 0.
Vn > 2, ¢, and ), defined as in the preceding proposition.

Then p(0,x) = 30" o en(0)Hy(x) and (0, 2) = 30" thn(0) Hy (x) are well

definedin H, are in C*°, are solutions of the PDEs and verify the initial conditions.

Proof. First of all, the above proposition ensures that the two functions ¢ and v
are well defined, in C'*°, and that we can differentiate formally the expressions.
Then, the first three conditions can be translated as 10(0, ) = 0, ¢1(0,-) = 0 and
11(0,-) = 0 and so the conditions at time 0 is verified.

The fact that the PDEs are verified is due to the definition of ¢,, and 1,, and also

to the fact that we can differentiate under the summation because of the estimates of
the preceding proposition. g
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Proposition 12 (Local eductive stability). Suppose that:

e The initial guesses ¢(0,-) and 1(0,-) are in the Hilbert space H = L?(m*
(z)dx).

o [¥(0,2)m*(x)dx = O (this is guaranteed if the initial guess for m is a proba-
bility distribution function)

o [zp(0,2)m* (z)dx = 0 (this is guaranteed if the initial guess is even)

o [a(0,z)m* (x)dx = 0 (this is guaranteed if the initial guess is even)

Then the solution (p, ) of the PDEs converges in the sense that:

Jm (o8, L2 @yany =0 Jim (1900, )2 m (@) da) = 0

Proof. We basically want to show that:

+oo 400
Z |§0n(9)|2 T70—+00 07 Z |¢n(9)|2 —f0—+oco 0
n=0 n=0

This is actually a pure consequence of the estimates proved earlier and of the
Lebesgue’s dominated convergence theorem. a

These stability results are interesting but the symmetry conditions to obtain them
may seem cumbersome. Indeed, when it comes to apply this kind of methodology to
find stationary solutions, we clearly need a result that is less sensitive to initial con-
ditions. A good way to proceed is to consider the case introduced at the beginning
where there is no translation invariance, that is the localized case in which § > 0.

5.4.3 Eductive Stability in the Localized Case

In the proof of the eductive stability, there was a need to impose symmetry con-
ditions on the initial guesses. These conditions were necessary to ensure stability
because B; was singular. If one wants to have stability results for more general ini-
tial guesses, the intuitive idea is to break the translation invariance of the problem.
Interestingly, we introduced localization earlier. This localization idea can be
used once again, to have more general stability results. If we center the problem
around 0O as before, we can see that the only relevant difference between the original
problem and the problem with an additional term —d&x2, that localizes the problem
around 0, is the positive constant 7 that depends on § according to the equation:

2
2n2—n<§—p) =
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Now, in this context we can prove that the eigenvalues of B,, are both negative
for n > 1 (remember that we needed n to be larger than 2 to have these properties
in the case where § = 0).

This result can be used to prove general stability results when J > 0. It is indeed
straightforward that all our stability results can be rewritten exactly the same if one
replaces the conditions

J (0, 2)m* (z)dx = 0
{ [ zp(0,2)ym*(z)dz = 0 by 6 >0

Thus, in this localized context, (and up to a linear approximation) if we start from
a couple (u,m) close to a stationary equilibrium, there will be convergence toward
stationary equilibrium as # — oo when using the purely forward PDEs system.
Numerically, this is very interesting and the eductive methods give very good results,
both for finding stationary equilibrium and for generalizing the approach for seeking
dynamic equilibrium (see [23]).

5.5 Numerical Methods

The forward/backward structure of mean field games is quite an issue when it comes
to find numerical solutions. One can try to find a fixed point (u,m) solving alter-
natively the backward equation and the forward equation but there is a priori no
guarantee that a solution can be found in this way. The eductive stability property
proved earlier, however, can be adapted to design a numerical method. Other authors
have developed several methods and the interested author may for instance see [3].

We are going to present our methods to find stationary solutions. Interestingly,
if one replaces the Laplace operator by heat operators (forward or backward, de-
pending on the context), the numerical recipes presented below still work to find
dynamical solutions (see [22,23]).

5.5.1 Stationary Equilibrium
First, let’s recall the two equations that characterize a stationary equilibrium:

2
1
(HJB) %Aqu §|Vu|2 —pu = —g(x,m)

2
(K olmogorov) V- (mVu) = %Am

where, now, g is not anymore supposed to be the logarithm function.
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The Hamilton—Jacobi—Bellman equation can be simplified using the change of
variable'? 3 = exp (2% ) and we
obtain:

o2 1
By G a5~ 5 o) - Zo(em)]

2
(Kolmogorov)’ V- {02 (m%ﬁ)] = %Am
The two equations (HJB)’ and (K olmogorov)’ can be written in a more practi-
cal way for numerical resolutions by “inverting” the A operators. This can be done
in the Kolmogorov equation by restricting the Laplace operator to probability distri-
bution functions (since in practice we restrict ourselves to Fourier series with only
a finite number of harmonics) and we obtain:

—1
(Kolmogorov)' —m+ [?A] <U2V ] <m%ﬂ)) —0

This cannot be done in the case of the Hamilton—Jacobi—Bellman equation but
2
we can invert an operator like %-A — eld for any e > 0. This gives:

2

(HIB)  — B+ [%A - dd] B (ﬁ {plnw) ~ gla,m) - D 0

Using these equations we can consider the ideas of eductive stability and try to
obtain solutions by solving the following equations where we introduce the virtual
time 6:

-1
Ogm = —m + [%A] <U2V . (m%))
-1
0B =B+ |FA—eld]  (8[pm(B) - Fg(z,m) - )
Numerically these equations are quite easy to solve. An example is shown below

where g(z,m) = \/m—d2% with 0? = 0.4, p = 0.4, § = 0.5 on the domain [—1, 1]
(we took € = £) (Fig. 5).

12 This change of variable, combined with the change of variable o = m exp (—;‘—2) simplifies
the PDEs. Easy calculations give in fact that the equations in (u, m) become:

2
OB+ 708 = Bh(a, B)

2
Orov — ?Aa = —ah(a, B)

where h simply is h(a, 8) = pln(8) — ;Tg(aﬁ).
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1.4 T T T T

- 1

Fig. 5 Initial guess ~ A/(0,0.3). Solution after 8,000 iterations with d ~ 0.01 (an iteration is
drawn every 40 iterations). Only 15 harmonics are used.

We see that after a certain number of steps in 6, the distribution m(4, -) con-
verges towards a limit distribution m that is a good candidate for being a stationary
equilibrium.

5.5.2 Generalizations

This method works really well in practice for stationary solutions. In addition to be
fast and effective, the eductive algorithm (as we term it) can be generalized to find
not only stationary solutions but dynamical solutions of the mean field game PDEs.
In short, the idea is simply to invert the heat operators instead of Laplace operators
before introducing the virtual time 6. This is done in [22,23].

6 Asset Managers and Ranking Effect

6.1 Introduction

When someone entrusts his saving to an asset manager, he does so according to
his risk profile, i.e. he will try and find an asset manager whose management is
as close as possible, in terms of return/risk for example, to what would be his own
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management strategy were it not delegated. However, the asset manager to whom he
entrusts his savings does not have the sole aim of satisfying his current customers.
He may wish to increase the number of his customers and therefore the assets under
management or, as an individual, perform better in order to increase his bonus.

We offer a model which, starting off from the classic Markowitz model (see [41])
or the CARA-Gaussian model, adds a classification dimension among the asset man-
agers: each asset manager will want to optimize, over and above his usual criterion,
a function that depends on his classification (in terms of return) among all the asset
managers.

6.2 The Model

Our model therefore considers a continuum of asset managers who at time 0 have the
same unitary amount to manage. These managers will invest in risk-free and risky
assets in creating their portfolio. A proportion 6 of their portfolio will be invested
in risky assets and a proportion 1 — 6 in risk-free assets with return r. The risky
assets have a return which we denote r» + €, where € is a random variable that we
will assume is distributed normally, with the mean and variance still be to specified.

To build their portfolio, managers will optimize a criterion of the following form:

E[u(X) + 3C]

where:

o u(z) = —exp(—Az) is a CARA utility function.

e X =1+ r + 6¢is the fund value at date 1.

o [ measures the relative importance of the additional criterion of competition
among managers.

e C is the random variable representing the classification. This variable C has val-
ues in [0, 1], with O corresponding to the worst performance and 1 to the best
performance obtained by a manager.

It now remains to specify how managers differ. If they all have the same amount
to invest, they nevertheless have different beliefs as regards the return on the risky
asset, i.e. in relation to the variable €. These beliefs will concern the mean of € (we
assume that there is agreement on volatility), such that an agent will be of type € if
he thinks that € ~ N (e, 02). We will assume in what follows that the beliefs € are
distributed according to a probability distribution function f (even, for example).

6.3 Resolution

To solve this problem, let us consider an agent of type €. The proportion 6 of his
portfolio placed in the risky asset is given by the following optimality condition:
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Proposition 13 (FOC,).

(FOC.) — \2o? (9 - %) exp (—/\(1 1) — Me + %)\29202>
+Bm(0)C(e) = 0

where m is the distribution of the ’s in the population at equilibrium and where
c() =2 [N ( ) — %], N being the cumulative distribution function of a normal

g

variable N (0, 1).
Proof. The asset manager maximizes:
Ec [u(1+ 7 +6) + 5C

It’s easy to see that C' = 1z50M (0) + 1:<o(1 — M (6)) where M stands for the
cumulative distribution function of the weights 6.

Also,

Ec [u(l+ 7+ 06)] = —E [exp (—A (1 + r + 6¢))]
1
= —exp (—)\ (14 r+0¢) + 5)\20202)

Hence, the optimal 6 is given by the argmax of:
1
— exp ()\ (147 +6e) + §A20202) + BEc [LesoM (0) + Le<o(1 — M(6))]

Let’s differentiate the above equation. We get the first order condition for an
e-type asset manager:

2.2 (p_ € _ _ Lo o
Ao (0 )\02)exp< Al +7) /\06+2/\90)
+BE€ [1g>0 — lggo] m(9) = O

But,
1 € 1
- _P(F<0) — ~ e S D)
P (e > 0)—P.(¢ < 0) = 2 [IF’E(E > 0) 2} 2 [IP’ (N(o, 1) > U) 2] Cle)
Hence we get the result. a

If we now use the fact that the solution € — 6(e) transport distribution f to-
ward distribution m, we see that the problem, once resolved, can be written in a
differential way:
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Proposition 14 (Differential equation for ¢ — 0(¢)). Let’s consider the function
€+ 0(¢) that gives the optimal 0 for each type. If 0 is C* then it verifies the following
differential equation:

\2.2(p_ _€ _ _ 1o o) df _
Ao (9 AU2) exp< A(L+7) = Me + 2\%0% ) B0 =0 (x)
Moreover, 6 must verify 6(0) = 0.

Proof. To go from the distribution f of the types to the distribution m of the 6’s, we
need a coherence equation that is simply:

m(60)0(e) = f(€)

Now, if we take the different first order conditions FOC, and multiply by &’ (¢)
we get the ODE we wanted to obtain.
Now, because C'(0) = 0, the equation (FOCy) is simply

1
—Mo?0exp (—/\(1 +7) + 5/\29202) =0

and the unique solution of this equation is § = 0. O

If we return to the Markowitz problem (3 = 0), we see that the solution is simply

given by € — Oy (e) = Our problem with 3 > 0 is therefore written:

Ao2”

0/ (€)= B9l L lmee)=o0
N2oZexp (A1 41+ 0(e)e) + 522020(€)?) O(e) — Op(€) " =0
This is not a usual Cauchy problem since the condition in 0 is meaningful only at

the limit. However, we should point out that the solution will be odd and that we can

therefore restrict ourselves to € > 0. Also, §(¢) must be increasing, which implies

6(e) > 6o(e) and hence greater risk-taking in our model than in the Markowitz

model.

Now we can completely solve the problem and we get:

Proposition 15 (Existence and Uniqueness). There exists a unique function 0 that
verifies the equation (x) with the two additional constraints:

o 0(e) > bo(e) = =
° hme_,o 9(6) =0

Proof. Let’s start with the proof of the uniqueness.
Let’s consider a solution 6 of the problem and let’s introduce the function z
defined by:

z(e) = %0(6)2 — 0o (e)0(e)
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If we want to invert this equation and get # as a function of z then we get:

0(e) = Oo(€) = /0o(€)2 + 2z(e)

but since 0(e) > 0y(€) we clearly can invert the equation and get:

0(e) = Oy(e +\/6‘0 +2Z = O(e, z(e€

Now, if we differentiate the equation that defines z we have:

2(6) = 0/(000(0) ~ Bo(8(€) — 150(e) = /(6) (B(e) — Bo()) ~ 160
. BOF() .
== A202 exp (—A(1 + 1+ 0(e)e) + $A2020(€)?) )\026( )
o BC(1(©
=2 A202exp (—A(1 + 7 4 O(¢, 2(€))e) + $A2026(€, 2(€))?)
1
L)

From Cauchy-Lipschitz we know that there is a unique solution z of this equa-
tion that verifies z(0) = 0. This solution is defined in a neighborhood V' of 0.
From this we know that locally, in the neighborhood V', 6 is uniquely defined by
0(e) = 0o(€) + \/bo(€)? + 2z(¢). Since there is no problem outside of 0 (i.e. the
Cauchy-Lipschitz theorem can be applied directly) the uniqueness is proved.

Now, we want to prove that there exists a solution on the whole domain. For that
let’s consider the following ODE:

BC(1(0) 1
MN202exp (=M1 +7 4 O(¢,2(€))e) + 3A20260(¢, 2(€))?)  Ao?

2 (€)=

We know that there is a local solution z (defined on a neighborhood V' of 0)
satisfying this equation with z(0) = 0.

If we define 6;,. on V' (or more exactly on an open subset of V' that contains 0,
because it is not a priori defined on V') as:

O1oc(€) = Oo(€) + /0o (€)? + 22(e)

then, we have a local solution of the equation (x) that satisfies the two additional
conditions. Let’s consider now € in V. We can apply the Cauchy Lipschitz theorem
to the equation (x) with the Cauchy condition 0(€) = 0j,.(€) on the domain
{(e,6)/e > 0,0 > Oy(e)} and consider 6 the maximal solution of the problem. This
maximal solution clearly satisfies lim._,g #(¢) = 0. We want to show that there is
in fact no upper bound for the maximal domain.
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Suppose there is such an upper bound €. Since 6 is increasing, we have either:

lim f(e) = +o0

€—€

or
lim 6(e) = 6, (@)
We are going to show that these two cases are impossible.
Suppose first that lim._z6(¢) = +oo. Then, we can suppose there exists an
interval (¢, €) such that Ve € (¢, €),0(e) > 6y(e) + 1. Hence, on (¢, €) we have:

| 501
1) S T (A + 7+ 009 + Do)

g < FOI0

Lia o, 1o
< e,z OXp (/\(1 +7)+ N(e)e — 2/\ o6(e) )

But M(e)e — $A2026(e)? < % so that:

Ve € (e,7),0/(e) < %exp </\(1 +7) + %)
Hence,
. 2
e e (69,00) < 00 + [ PEHE e (Ml 0+ f?)dé

This implies that we cannot have lim._,z 6(¢) = +o0.

Now, let’s consider the remaining possibility that is lim._z6(¢) = 6y(€).
The intuitive reason why this case is also impossible is that the slope when 6 crosses
the line associated to the solution 6 should be infinite and this cannot happen. To
see that more precisely let’s consider the following ODE:

A2o?exp (—A(1 + 7+ 0e(0)) + 3220262)
BC(e(0))f(e(0))

Let’s apply the Cauchy-Lipschitz theorem to the above equation on the domain
(R**)? with the Cauchy condition €(y(€)) = €. We have a local solution defined on
a small interval [0y (€) — 1, 00 (€) + 7] and this solution exhibits a local minimum at
60 (€). However, we can build another solution of the above Cauchy problem since
the inverse of the maximal solution 6 satisfies the equation and can be prolonged
to satisfy the Cauchy condition. Therefore, because of the local minimum, the two
solutions are different and this is absurd.

The conclusion is that the maximal interval has no upper bound.

Now, by symmetry the solution is defined on R. a

€(0) = (60— 0o(e(0)))
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One thing remains to be done. In fact, if we have found a function 6(¢) that
verifies the differential equation and hence a distribution m coherent with the first
order condition, we still need to check that the second order condition is verified to
be sure that we characterized a maximum of the optimization criterion. This is the
purpose of the following proposition:

Proposition 16 (Second order condition). Let’s introduce

I'(e,0) = —\20° (9 - %) exp (—/\(1 +7) — Me + %w%ﬁ) + Bm(6)C(e)

Let’s consider the unique function 0(¢), given by the preceding proposition, that
satisfies Ve, I' (e, 0(€)) = 0 and the conditions of the above proposition.
We have:

0oI'(€,0(e)) <0

Proof. First, let’s differentiate the first order condition I'(e, 6(e)) = 0 with respect
to e. We get:

I (e,0(€)) + 0" ()0 I'(e,0(€)) =0

Thus, the sign of JyI'(e, 6(¢)) is the sign of —0.I'(¢,6(¢)) and we need to prove
that 9. I'(¢, 8(¢)) > 0.
But:

_ _ _ l 292 2 2 2 €
8EF(6,9)—Aexp< AL +7) )\96+2/\90)(1+)\a6‘(6‘ )\02>>

+8m(0)C" (€)

This expression is positive for 6 = 6(e) since 0(¢) > 15

6.4 Example

Now that existence and uniqueness have been proved, we can try to compute numer-
ically a solution. To know the shape of the curve, it’s indeed important to compute
the function 6(e) for an example and to compare it to the linear function 6y(e) we
usually obtain in the non-competitive case. This is what we are doing now.

Let us consider the following case. We put r = 2%, o = 20% and A = 1. We put
s = 1% the standard deviation associated to f and we make 3 small: 3 = 5 x 1072,
Numerically, we obtain the following result:

The conclusion is that the introduction of the mean field m overturns the
Markowitz model. The Markowitz model indeed supposes that each agent reasons
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1,51

0,5

-2,00% =+00% 0,00% 1,00% 2,00%
-0,5

theta
o

1,5

— Beta = 0,00005

epsilon — Beta=0

as if he were alone and that’s not true in practice. Surprisingly perhaps, even a small
influence of competition (3) completely changes the shape of the solution and in-
duces asset managers to take risker positions, both bullish and bearish.

7 Mean Field Games Model of Growth and Pareto Distribution
of Salaries

7.1 Introduction to the Model Mechanisms

We shall construct an economic growth model based on human capital using the
mean field games approach. The idea is to consider a large number of people
who will endeavor to increase their human capital in order to increase their salary.
Increasing one’s human capital usually has two effects: it leads to increased com-
petence and therefore salary, and also, ceteris paribus, a reduction in the number
of people one is in competition with and, as a result, an increased salary. To take
advantage of these two effects, there is obviously a cost. However, this cost is not
the same for each individual since it is a priori easier for someone with poor quali-
fications to resort to training than for an agent whose human capital is close to what
economists call the technology frontier (see [2]).

We consider a large number of agents, each having human capital that we term q.
This human capital is distributed in the population according to a distribution func-
tion we term m (the associated cumulative distribution functionis Fand F = 1 — F
is the tail function).



258 O. Guéant et al.

Let us now define the salary function. If we take a Cobb-Douglas production
function (see [22]), it is clear'? that the salary can be written in the form:

if ¢ is in the support of m(t, )

c m((ia )P
w(q,m(t,q)) = o ,
0 otherwise
If we suppose that m is a distribution function that decreases with g, we find the
two effects mentioned above.
The costs of increasing human capital must also be made explicit, and we express
them as follows:

dqg = E (dt)
q .
(“’ (7q)> —F(’ )5, q1m eSuppOrO m(,)

Here, E is a constant that indicates the inefficiency of the human capital produc-
tion mechanism and ¢ and ¢ are two constants. This functional form means that the
cost depends on the growth intensity a of human capital (dg; = a(t, ¢;)dt) but also
on the proximity to the technological frontier, because of the tail function F.

The parameters «, 8, § and  are positive and, to successfully do our calculations,
we shall suppose that « + 3 = ¢, § = § and ¢ > 1, thus leaving two degrees of
freedom.

7.2 The Optimization Problem and the Associated PDEs

Let us now move on to the problem of optimization of agents. We assume that
they will maximize their wealth over time, which is coherent if one is situated in a
stylized world without liquidity constraint.

The agents’ problem is the following maximization:

Max(qsmo:q/ [w(gs,m(s, qs)) — H(a(s, ¢s), F(s,45))] e7"ds
0

To solve this problem, we must first specify the initial distribution of human
capital. If we take a Pareto distribution for human capital, i.e. a distribution of the
form:

1
m(0,q) = kFIqEI

13 In general, if we consider two production factors x1 and z2, taking a Cobb-Douglas production
function means that the production y is of the form y = Az z52. Hence if 1 is labor, the wage

. . dy
simply is dor
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we see that the initial distribution of salaries is also a Pareto distribution, which
conforms to reality, at least for distribution tails. We therefore opt for this
specification.

The optimization problem can be solved, since it is deterministic, by using the
classic Euler—Lagrange tools. However, as we shall later introduce uncertainty, we
prefer to solve it with mean field games tools.

To do this, we introduce the Bellman function J:

J(t.q) = Mam(qs),qt:q/ [w(gs, m(s,qs)) — H(a(s, qs), F(s,qs))] e " Vds
¢

The mean field games PDEs that concern J and m are then written in the follow-
ing form:

(HJB) w(q,m(t,q)) + 0yJ + Max, (adgJ — H(a, F(t,q))) —rJ =0
(K olmogorov) oym(t, q) + 04(alt,q)m(t,q)) =0

where a(t,q) = ArgMaz, (adqJ — H(a, F(t,q))) is the optimal control.
By using the specific forms chosen, we obtain:

« -1 1 — _B_ e
m(t, q)? * (psa E7t F(t,q)7 7 (0yJ)7 7 +0pJ —1J =0

T(t o)3 T
6tm(t7 q) + 811 ((%811']@7 q)> m(tv Q)> = 0

and the optimal control is:

1

alt,q) = (F(T>a st0)

7.3 Solution

We can give explicit solutions'*1:

Proposition 17 (Resolution of the PDEs). If (o — 1) < 0k, there is a unique
triple (J,m,~) that satisfies both the PDEs and the additional equation on the
optimal control function: a(t,q) = vq.

14 There are some additional restrictions about the parameters for the integral in the criterion to be
defined at equilibrium (see [22]).

15 As always, this solution of the PDEs does not automatically induce a solution of the control
problem and a verification theorem still need to be written.
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Solutions are of the following form:

exp(vkt) |

m(t,q) = quT g>exp(vt)

J(tv Q) =B exp(_ﬁkvt)qﬁk—ﬂaquexp(vt)

1
where v and B are related by v = (%(ﬁk + )T

Proof. First of all, the additional condition is equivalent to a constant growth rate
for ¢; and therefore, we obtain the Pareto distribution m(¢, -) stated above.
Therefore, we have the following equation for 9,J (¢, q) if ¢ > exp(7t):

9, (t,q) = E(vq)? " F(t,q) 7 = E(yq)¢~ e PFrtg
Hence (the constant being zero),

E

_ Lp—le—ﬁk:'yt
Bk +¢

Bk+¢

J(t,q) gl q
If we plug this expression into the Hamilton—Jacobi—Bellman equation we get:

O e T e Pt Bt
@

k_ﬁq
1 o1, Bkyt Bkt E o1, -kt Bhte _
—p Ty ¢ q TGt € q =rD
From this we get:
C -1 E E _
— 4+ T BN Bk b _ =1 _0
e TR Ty
g (99_1)%0_]“6 ’_YLp_T_ 7@7120
KP o o(kB+¢) Bk +¢
Since (¢ — 1) < Bk, v is unique. O

Even though we cannot prove that there is uniqueness, this solution is very inter-
esting since «y corresponds in fact to the rate of growth of human capital, which is the
same for everyone. Furthermore, we see that the solution m is always Pareto-type,
which is remarkable since in practice salary distribution tails are indeed Pareto-type
(see [7,8,48,49] for more details on the analysis of wealth distribution).

7.4 Underlying Mechanisms

The fact that there is a regular growth path merits spending a few moments on
the underlying economic mechanism. To begin with, the basic reason why people
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change their human capital is due to two effects. First, there is a pure wage ef-
fect since, ceteris paribus, wage increases with human capital. However, this effect
cannot explain by itself the continuous improvement of human capital at a constant
growth rate. The effect needed to ensure a convincing explanation is an escape com-
petition effect.'® A given individual taken at random in the population is threaten
by people who have less human capital than he has (say ¢). Indeed, if part of those
people where to improve there human capital so that they end up with a human cap-
ital ¢ they will compete with our individual on the labor market, reducing her wage.
This effect is the origin of continuous growth in our model. We have here a contin-
uum of agents and therefore, for any given individual, there is always a threat.!” We
think therefore that the Schumpeterian effect which basically assumes that people
will not improve their human capital if the gains are too small is reduced to noth-
ing because there is always a potential competitor and that’s why a Darwinian effect
(competition effect) dominates. Let’s indeed highlight how tough is the threat effect.
Each agent knows that every one is threaten by every one, and that fear will induce
behaviors that will make the frightening event happen and be more important.

This model shows that the growth process is not only due to those who innovate,
that is to say “researchers” near the technological frontier, but is in fact a process
that involves the whole population and is fostered by those who are far from the
technological frontier and threaten the leaders by improving their human capital.
The process revealed is therefore very mean field games, if we can put it like that,
since it brings into play an overall social dimension.

7.5 A Stochastic Generalization

Let us now move on to a more stochastic model.

We suppose that dg; = a(t, ¢;)dt + oq.dW; where W s a Brownian common
to all the agents. If therefore we put ¢ as the minimum human capital (this is in
fact a new state variable that evolves according to d¢j™ = a(t, ¢[")dt + oq]*dW;
where a is here the optimal control), we see that the Bellman function can be written
J = J(t,q,q™) and the PDEs are:

« E a¥

Mazx, C e
m(t,q)? ¢ F(t,q)°

2 2
+00T + a0, + 0T + a0 T+ g P ] + 07447 D T = 0

where a’ is none other than a(t, ¢j’*), exogenous in the optimization.

16 See [4-6] for the link between growth and competition.
17 In practice everybody thinks there are people less gifted than he is...



262 0. Guéant et al.

The optimal control is given by:

1

s L
a(t,q) = (%%Mwﬁ)

Lemma 11. If a(t,q) = ~q, then the probability distribution function of the q’s is
myk
m(t,q) = k%quqln'
Proof. Assuming a(t,q) = yq we get:
2

g
qt = qo exp ((W - 7)1& + th) = qoq;"

exp (k(y — %2)t + kW)
s q>exp((y— % )t-+oWe)

a

Proposition 18 (Resolution of the PDEs'®). If o(p — 1) < gk and r > ‘72—2
(¢ — 1), then, there is a unique growth rate -y compatible with the problem and J is
of the form:

J(a:q™) = Bg™ (™) gz gm

1
where v and B are related by v = (%(ﬁk + <p)) et
Moreover, 7y is given by (x'):

1) - o2
ple—1) = Ok ;) Bkw = (r —p(p— l)g)w_l - C(ij—/:ﬁﬁk) ()

Proof. First, if a(t, q) = 7q then,

9gJ(t,q,q™) = E(vq)? ' F(t,q) =7 = Ex¢1gPTe=t(gm) =Pk

From this we deduce that the solution is of the stated form with B = 3 kisa ~e L

If we want to find B or v we need to plug the expression for J in the Hamilton—
Jacobi—Bellman equation. This gives:

1, my-pe | € E
gPEre=1(gm) sk k_ﬁ_zy“’—TB-l-’Y(ﬁk‘i‘@)B_ﬂk'yB

18 For the “transversality” condition, see [22].
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FZB (B4 0) (k4 — 1) + (~K) (~k — 1) + 2(3k + ¢><6k>>} ~0

ag

C E 2
— e B—(r—oplp-1 B =
P + ¢ <7“ o(p )2) 0

CBk+¢) Bk+o o2

(Ekg ) _ 7“"+w“’—(T—so(sﬂ—l)—Q)v“"‘l——O
oo —1) — Bk o2 Clp + Bk

( <0) v (T & 1)2)Wl (Ekﬁ)

As for (), it’s clear that, given our hypotheses, this equation has a unique solution.
O

One consequence of these solutions is that growth is greater in the presence of a
risk factor, even though this risk is common to everyone.

8 Mathematical Perspectives

The examples above clearly show that many kinds of nonlinear problems arise in
the context of mean field games models. For most of them, these nonlinear problems
are new systems of coupled nonlinear equations which, in the case the state of the
agents is described by continuous variables and the time variable is continuous, are
partial differential equations. In all situations, the main novelty of these systems is
the mixed “forward-backward" nature of the equations composing these systems. In
general, no classical mathematical theory could be involved to tackle them. Further-
more, in the “partial differential” case for instance, the scope of the necessary new
mathematical theory is quite large since many classical Partial Differential Equa-
tions (such as Hamilton—Jacobi—Bellman equations, Nonlinear heat or porous media
equations, kinetic equations such as Vlasov or Boltzmann equations, compressible
Euler equations of Fluid Mechanics, general semilinear elliptic equations, Hartree
equations in Quantum Mechanics, optimal transportation problems, ...) are in fact
particular case of mean field games systems! This is to be expected since all these
models arise in Mechanics and Physics model in a “mean field" fashion where the
mean field sum up the collective or average behaviour of a large number of interact-
ing particles (which can be seen as agents without any possibility of choosing their
actions!)

Both the novelty of the mean field games models and the “range” of problems
explain why numerous (and delicate) mathematical issues are being raised by mean
field game theory.

To conclude, we set a brief (and thus far from exhaustive) list of issues for which
some mathematical understanding is available (although a lot of open questions re-
main):

— Justification of the derivation of mean field games models from N-player Nash
equilibria:
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A general analytical framework has been developed by J.-M. Lasry and
P-L. Lions ([34-37] and [38]) that allows to derive rigorously the mean field
games equations from N-player Nash equilibria. This framework is of indepen-
dent mathematical interest and has many other applications (limits of equations
when the dimension goes to infinity, interacting particle systems, large deviations
for stochastic partial differential equations, .. .)

— Expansion in N as the number of players N goes to infinity:
Such an expansion has been rigorously established for a large class of exam-
ples of mean field games models (at least in situations where the uniqueness of
solutions holds for the limit mean field games system).

— Existence and regularity results:
For large classes of models, the existence and regularity of solutions is now un-
derstood.

— Uniqueness results:
Two uniqueness regimes have been identified: the case of a small horizon and
the case of a “monotone” coupling. In addition, non-uniqueness examples are
available that show that there does not seem to be any other general uniqueness
regime.

— Stability questions:
Of course, closely related to uniqueness is the issue of the stability of solutions
which is indeed, true in the uniqueness regimes. It is worth pointing out that
there are many notions of stability (small perturbations of data, horizon going to
infinity, ...) which are all of interest.

— Interpretation of mean field games models as control problems:
For a substantial class of mean field games models, it is possible to show that
the mean field games system corresponds to a global optimal control problem
of a certain partial differential equation. Roughly speaking, the system is then
described as the coupling of the equations governing the state of a system and its
dual state.

— Numerical Approaches:
Various numerical methods or approaches have been proposed such as direct
discretizations (finite elements) of the systems, discretization of the associated
control problem (when there is one, see above), various iteration strategies, or
the addition of an extra time variable (“relaxation time”).

— Limiting situations:
One relevant class of limiting situations corresponds to what could be called a
planning problem. Instead of prescribing the initial state (“density”) of the agents
population and the terminal “cost-reward” profile for each agent as it is the case
for “classical” mean field games models, one prescribes the state of the popu-
lation (agents) both initially and at the end of the time interval (in other words,
at both ends). In that case, the unknown terminal “cost-reward” function can be
thought as the incentive scheme for each player which will lead to the desired
final state of the population. Most of the preceding mathematical results can now
be extended to that “limiting” class of models.
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The Skorokhod Embedding Problem
and Model-Independent Bounds
for Option Prices

David Hobson

Abstract This set of lecture notes is concerned with the following pair of ideas and
concepts:

1. The Skorokhod Embedding problem (SEP) is, given a stochastic process
X = (Xi)i>0 and a measure y on the state space of X, to find a stopping
time 7 such that the stopped process X, has law p. Most often we take the
process X to be Brownian motion, and p to be a centred probability measure.

2. The standard approach for the pricing of financial options is to postulate a model
and then to calculate the price of a contingent claim as the suitably discounted,
risk-neutral expectation of the payoff under that model. In practice we can ob-
serve traded option prices, but know little or nothing about the model. Hence the
question arises, if we know vanilla option prices, what can we infer about the
underlying model?

If we know a single call price, then we can calibrate the volatility of the Black—
Scholes model (but if we know the prices of more than one call then together they
will typically be inconsistent with the Black—Scholes model). At the other extreme,
if we know the prices of call options for all strikes and maturities, then we can find
a unique martingale diffusion consistent with those prices.

If we know call prices of all strikes for a single maturity, then we know the
marginal distribution of the asset price, but there may be many martingales with
the same marginal at a single fixed time. Any martingale with the given marginal
is a candidate price process. On the other hand, after a time change it becomes a
Brownian motion with a given distribution at a random time. Hence there is a 1-1
correspondence between candidate price processes which are consistent with ob-
served prices, and solutions of the Skorokhod embedding problem.

These notes are about this correspondence, and the idea that extremal solutions
of the Skorokhod embedding problem lead to robust, model independent prices and
hedges for exotic options.
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1 Motivation

Consider the problem of pricing and hedging a one-touch digital option on an
underlying. The standard approach to such a problem is to postulate a stochastic
model for the underlying, perhaps the Osborne—Samuelson—Black—Scholes (ex-
ponential Brownian motion) model, and to price the option as the discounted
expectation under the risk-neutral measure. In perfect frictionless markets this ap-
proach is justified by the theory of replication, and allows either counter-party in a
transaction to eliminate the market risk.

However, the success of a replicating strategy is predicated on the fundamental
truth of the model on which it is based. Although market risk (the known unknown)
is eliminated, model risk (the unknown unknown) remains. The classical hedging
strategies remove hedging risk, but leave agents exposed to Knightian uncertainty.

If the problem at issue is to price and hedge the exotic digital option then it seems
reasonable to assume that simpler, vanilla options (such as call options) would also
be traded. Then, at the very least, the volatility in the exponential Brownian motion
can be calibrated with reference to the price of a traded call. However, this leads to
a potential inconsistency, since many calls may be traded, each with their distinct
volatilities. Ideally we should use a model which calibrates perfectly to the full
spectrum of traded calls. However, in principle there are many such models, and
associated with each model which is consistent with the market prices of (liquidly)
traded options, there may be a different price for the exotic. Instead, one might
attempt to characterise the class of models which are consistent with the market
prices of options. This is a very challenging problem, and a less ambitious target
is to characterise the extremal elements of this set, and especially those models for
which the price of the exotic is maximised or minimised.

Suppose the one-touch digital option is written on a forward price (S;)o<i<7,
and that the payoff is given by F =14 where I is the indicator function and
A = {S, > B, forsome ¢ € [0,T]}. Here the payoff is made at time 7', we take
0 to be the current time and we assume that the barrier B is above the initial price
B > Sy, and that S is right continuous. If we write Hp for the first time the un-
d~erlying reaches the barrier then we have Hg = inf{u > 0 : S, > B}, and
F=Lng<ry.

The key observation is contained in the following inequality which is valid for
any K < B:

(St —K)* (S, — Sr)
B—-K B—-K

Lbp<ry < I <ty M
Note that (1) is a path-wise inequality. The left-hand-side is the payoff of the op-
tion. The two terms on the right-hand-side have simple financial interpretations as
the payoff from 1/(B — K) call options with strike K (with maturity taken to
match that of the exotic), and the gains from trade from a forward transaction in
S, struck the first time, if ever, that the underlying crosses the barrier. Provided the
call with strike K is traded, and provided it is possible to invest forward in S, then
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the right-hand-side of (1) describes a super-replicating strategy for the one-touch-
digital; furthermore by no-arbitrage it determines an upper bound on the price of
the one-touch-digital given by C(K)/(B — K), where C(k) is the traded price of
a call option on the forward strike with k& (By definition, the forward transaction is
costless).

Since the strike K in (1) is arbitrary we can optimise over K. If we write the
arbitrage-free price of the one-touch digital as P(F) then

P(F) < inf BC(—K)

2

where the infimum is taken over traded strikes K < B.

In deriving this bound the only assumption that has been used is that it is pos-

sible to generate constant multiples of the payoff (Sg, — St)Il{g, <7} at zero
cost, which we interpret as an investment in the forward market. Note that we have
imposed no probabilistic structure, we have not written down a stochastic model
(2, F,F = (F1)i>0, P) nor have we postulated the existence of a martingale mea-
sure Q. Instead, the bound is based on the ability to hedge using simple strategies
in the forward market, and to take a static initial positions in vanilla securities at
their prevailing time-0 market price. In this sense the resulting bound is model-
independent. The explicit modelling of the dynamics of .S has been replaced by the
requirement that the model is consistent with observed call prices, (which places
implicit conditions on the stochastic properties of the underlying price process) and
0-hedging is replaced by super-hedging with a portfolio of call options.
The quantity D = infx.p g(_};) gives a model-independent bound on the price
of a digital option, in the sense that if we introduce any model for the underlying
for which call prices are given by the pricing function C'(k), then the discounted
expected payoff of the option under (any) martingale measure is less than D.

The question immediately arises: is this bound best possible? We will show in
Sect. 2.7 below, by demonstrating a model which matches call prices and for which
the price of the one-touch digital is equal to the bound, that this is indeed the case,
and the bound is tight. (The model we give may not be realistic, but unless it can be
ruled out, the bound D cannot be refined.)

Return to the characterisation problem of describing the models which are con-
sistent with observed option prices. It turns out that knowledge of the prices of puts
and calls is equivalent to knowledge of the marginal distribution of the underlying
asset under the measure used by the market for pricing. Further, if we assume tem-
porarily that the market uses a pricing measure under which the forward price is
a martingale, then the problem is to find a martingale with a given law at time 7.
However, any martingale is a time-change of Brownian motion. Hence the char-
acterisation problem is reduced to the following: find stopping times such that the
stopped Brownian motion has the given law. This is the classical Skorokhod embed-
ding problem (SEP), first introduced (and solved) by Skorokhod [54].

The idea of relating the range of no-arbitrage prices of exotics to the prices of
vanilla puts and calls via solutions of the Skorokhod embedding problem was first
developed by Hobson [31] in the context of lookback options. The example above of
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a one-touch barrier option, which allows perhaps for the simplest exposition of the
theory, is from Brown et al. [9]. Recent applications include Cox and Obléj [18, 19]
to two-sided barrier options, Hobson and Neuberger [34] to forward-starting strad-
dles and Dupire [24] and Carr and Lee [12] to volatility options, but, in principle,
the method applies to a wide range of path-dependent derivatives. The connection
between model independent option price bounds and the Skorokhod embedding
problem can be exploited in both directions. Existing solutions to the SEP (see
Obloj [43] for a comprehensive survey) can be used to give bounds on the prices
of financial options; conversely questions about the range of no-arbitrage prices for
path-dependent options motivates the search for further solutions of the SEP.

2 Model Independent Option Pricing

2.1 The Classical Approach

The standard approach in derivative pricing is to begin by postulating a model (or
a parametric family of models) for the price process (P;):>0, supported on a fil-
tered probability space (£2, F,F = (F;)i>0,P)). The price of a contingent claim
with payoff Fr = F(P;0 <t < T), payable at T, is calculated as a discounted
expectation:

EQle~"TFr] = Ele " TF(P;0 <t < T)).

Here Q is an equivalent (local) martingale measure. In a complete market, the ratio-
nale for this pricing rule is supported by the replication (martingale representation)

T
€_TTFT = EQ[e_TTFT] + / Qt(dPt — T‘Ptdt), @ a.s.
0

(Note that since Q is equivalent to P, any statement which holds QQ almost surely,
also holds IP almost surely). The quantity ; determines the investment or hedge in
the risky asset.

For example, in the exponential Brownian motion parametric family of models
we have that the asset price P follows

g = odW + ~dt

and then for a call option with strike K, maturity 7" and payoff Fr = (Ppr — K)™
we have the price C(K,T; Py;r,, o), as given by the Black—Scholes formula.

Here the quantities K and 7' are characteristics of the derivative, P is the ob-
served initial value of the asset, r is assumed known (or observed from bond prices),
the drift v is irrelevant, since we price under the risk-neutral measure, and the
volatility o is estimated from historical data.
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When the derivative has a payoff which is convex in the price process P; (for
example, a call option) then the model price C = C(o) is increasing in o. Hence
in practice, the volatility is selected via a calibration process in which the price of
a liquidly traded option C'"¢ is used to determine the implied volatility o as the
solution to C"4d = C(g;). In this sense the real purpose of the pricing function
C(K,T) is as an extrapolation device. See Figlewski [26] for a discussion of other
choices of extrapolation functions.

2.2 Model Misspecification and Incomplete Markets

In a complete market the price E2[e~"T 7] and the hedge (or replication strategy)
0, are uniquely determined, and replication is perfect provided that the model pro-
vides an exact description of reality.

Clearly, this last provision never holds. However, we have the following reassur-
ing result, see Bergman et al. [6], El Karoui et al. [25], Hobson [33] and Janson and
Tysk [37].

Theorem 1. Suppose that the goal is to price and hedge a claim on Pr with convex
payoff function Fp = F(Pr). Suppose that the claim is priced and hedged under
a diffusion model dP, = P,6(P;)dB; 4+ rP.dt and that the model is sufficiently
regular that the solution, denoted P, is such that (€_Ttpt)t20, is a true martingale.
The model is Markovian, so that we may write the replicating hedge of the claim F
as ét = é(Pt,t)

Now suppose that the real-world dynamics are such that dP; = P,oydBy+rP,dt
and that oy < 6(P;). Then

T
EQle T Fr] + / O(P;, t)(dP; — rP,dt) > e " F(Pr), Qa.s.,
0

where EQ denotes the fact that expectation has been calculated under a martingale
measure for the model with volatility &.

The content of the theorem is that if an agent uses a model which overestimates
volatility, then provided she uses both the model price and the model hedge, then she
will still succeed in super-replicating the option on a path-wise basis. We will extend
this idea of path-wise super-replication so that it does not rely on an assumption
that the true volatility is bounded by a model volatility, but rather so that super-
replication holds whatever the behaviour of the underlying.

In general, in incomplete markets there are several alternative criteria which can
be used for option pricing. One alternative is to select arbitrarily (or otherwise) a
martingale measure, perhaps by fixing the market prices of risk of those Brownian
motions orthogonal to those driving the traded assets to be zero. Alternatively, utility
indifference pricing incorporates the agents’ attitudes to risk to find a price at which
an option seller will be prepared to enter into a contract for sale of a derivative.
The extreme version of utility indifference pricing is super-replication, whereby the
agent is not willing to accept any risk.
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These approaches are all conditional on an assumption that the dynamics of P
follow a given model, or family of models. Often, (e.g. in the case of utility indif-
ference pricing) the investor needs knowledge of the drift parameter v (which is
notoriously difficult to estimate) as well as the volatility o.

2.3 A Reverse Approach: Recovering a Model from Prices

The starting point of our philosophy is to take option prices (at least those of liquidly
traded options) as exogenously given by the market, and to use those prices to learn
about the stochastic properties of the underlying.

Since market prices are determined under the measure used by the market for
pricing, the conclusions we draw are already phrased in a fashion whereby they can
be used for pricing other derivatives.

Lemma 1 (Breeden and Litzenberger [8]). Fix T € (0,00). Suppose that call
prices with maturity T are known for every K € (0, 00). Then assuming call prices
are calculated as the discounted expected payoff under a model Q, so that

C(K,T)=EC[e™""(Pr — K)*],

we have
QPr>K)=eT

0

and, provided C is twice-differentiable in K

2

oy 0
Q(PredK)=ce TaK2

C(K,T) (4)

If the law of Pr under Q has atoms, then Q(Pr > K) is given by the right derivative
in (3), and Q(Pr > K) by the left derivative. In this case (4) must be understood in
a distributional sense. However, for the present we assume that there are no atoms
and C is smooth (Fig. 1).

Py

Pyer T k

Fig. 1 No arbitrage considerations force that the call price curve C is a decreasing convex function
of k (for maturity T fixed) with C(0) = Py and C(k) > (P — Ke™"T)t
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It follows from the Lemma that call prices, as represented by the set of decreasing
convex functions are in one-to-one correspondence with the marginal laws of Pr
under the pricing measure. The above result applies for individual maturities. If we
also have information about the dependence of option prices on maturity we can
recover a price process.

Theorem 2 (Krylov [39], Gyongy [28], Dupire [33]). Suppose call prices are
known for every K € (0,00) and every T € (0,T). Assuming that C(T, K) is
sufficiently differentiable, there exists a unique diffusion of the form

dPt = PtO'(Pt,t)dBt + ’I”Ptdt

such that
Ele™""(Pr — K)"] =C(K,T)

In particular, o(p, t) solves
1
§K2(T(K, T)chK - TKCK - CT =0.

The idea in Krylov [39] is to take any process (Y%):;>¢ and to show that there
exists a diffusion process X, with the same marginal distributions. Gydngy refined
the analysis and derived the relationship o (k,t)? = E[(dY)?|Y; = k]. Dupire has
a slightly different starting point in that rather than assuming the existence of a
process Y he begins with the call price surface C(K, T).

The Dupire construction gives a unique Markovian martingale which agrees with
the doubly infinite family of call option prices. In principle, it is then possible to give
the prices of any other derivatives. However, the diffusion assumption is a strong
assumption (and is inconsistent with stochastic volatility, for example), and although
the Dupire diffusion calibrates perfectly to the initial structure of call prices, there
is no guarantee that it will match derivative prices at any later time. (We consider in
Sect. 6.3, the existence of other martingales which also match the marginals implicit
in the call price function.)

Both the Breeden and Litzenberger [8] and Dupire [23] results give us informa-
tion about how the marginal distributions of the asset (under the pricing measure)
can be determined from call prices. More generally, given any set of option prices
we can ask:

o [s there a model consistent with those prices? (i.e. can we find ({2, 7, F, Q) such
that EQ[e "7 Fr] = f for each claim F with associated traded price f)

o If such a model exists is it unique?

o If there is no such model, is there an arbitrage?
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2.4 Notation

It is very convenient to remove the impact of interest rates by switching to a nota-
tion in which prices are expressed in discounted terms. Define S; = e~ "t P;, then
(St)i>0 is the forward price, and is a martingale under a pricing measure. Further-
more, we write C'(k) for the time-zero price of an option on the forward S with
strike k£ (and maturity T):

C(k) =EQ[(Sr — k)| =BT (Pp — ke™)T] = C(ke'T)

where C denotes the price of a call option on Pr. Then Q(St > k) = |C' (k+)].
When written without a superscript C' denotes the traded set of options prices.
However, under a martingale model for which S ~ p, we also have that call prices
are given by
Cu(k) =E[(X — k)], X~

and we use C with a subscript to denote call prices which correspond to St having
a given law. Later we use P, to denote put prices under law ji:

P(k) =E[(k - X)]",  X~p

In the financial context, ;¢ will be the law of a positive random variable, often
with mean 1. However, the quantities C,, and P, are well defined for any p with
first moment, and we will frequently consider the case where p is the law of a
centred random variable.

2.5 The Pricing Problem

The goal of the next two sections is to develop a formal framework within which
we can attempt to determine model-independent bounds and hedging strategies. Our
set-up is an extension of the framework developed by Follmer and Schied [27] and
especially Cox and Obldj [18, 19].

Let £2° describe the space of possible paths for the asset price process. A natural
candidate is to let £2° be the space of continuous non-negative trajectories with
a given initial value Sy. The advantage of using this choice is that we can then
define the natural filtration associated with the coordinate process, and then first
hitting times will be stopping times with respect to this filtration. Note that we do
not want to specify the probability triple (and especially the probability measure)
exogenously, but rather to construct models (and measures) which are consistent
with observed prices. See Cox and Obt6j [19] for further discussion on this issue.

Suppose we are given a family © of admissible trading strategies (60;)o<i<T

with associated terminal gains from trade processes G = fOT 0:dS;. The space
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G® = {GY; 0 € O} represents a space of costless, forward transactions. Implicitly,
we are assuming zero transactions costs for trades on the forward market, or at least
that such costs are negligible on strategies that we class as admissible.

Suppose we are given a family {F,,« € A} of traded payoffs (random vari-
ables), and suppose that V' is a vector space with basis F,,, o € A.

Suppose we are also given a map (pricing functional), P : V & G® — R such
that P is both linear, and monotone:

Pw+ G = Pv);
'P(/\lFl + /\QFQ) = )\1'P(F1) + /\QP(FQ);
F > Fy, = P(Fl) > P(Fg)

Note that the monotonicity plays the role of a no-arbitrage condition. The idea is
that P represents the prices at which the traded payoffs can be bought in the market.
In the analysis we will assume that these payoffs can be bought and sold at the same
price, but once we attempt to value a hedging portfolio of traded payoffs we can use
the market bid or ask prices as appropriate.

Now suppose we add a family of payoffs { F5; & € A}, and let V be the vector
space with basis {Fy,;a € A} U {Fa;a € A}. The problem is to decide when P
can be extended to a linear function from V & G? to R.

Definition 1. The family { F,,; o € A} is the set of vanilla securities.
The family {F5; & € A} is the set of exotic securities.

Equivalently the set { F,,; « € A} is the set of payoffs whose prices are precisely
determined by the market, and the set { F; & € fl} is the set of payoffs for which
we wish to determine a price, relative to the prices of the vanilla securities.

We have not yet been specific about the set of admissible trading strategies ©,
and the definition of @ may be chosen according to the context. We certainly want
to exclude strategies which allow for arbitrage. The main example is when O is
the linear space generated by 7 = (0] )o<i<r for stopping times 7, where 6] =
Itie(r,1y- These are the gains from trade obtained from simple combinations of
forward contracts. However, in Sect.5.1 we will want to allow for more general
strategies.

2.6 The Hedging Problem
Definition 2. We say IT" is a static vanilla portfolio if
HV:ZWmFm n<oo,0,...a, €A
i=1

We say II is a semi-static portfolio if I/ is the sum of a static vanilla portfolio
and an admissible trading portfolio.
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Definition 3. II is a semi-static superhedging portfolio for Fif IT is a semi-static
portfolio and II > F' almost surely.

Lemma 2. If P(F,) = fofora € Aand if I = Y., Ta,Fu; + G is a semi-
static superhedging portfolio for F, then for any extension P from V to V we must

have n
F ) < Zﬂai f o
i=1
Proof. If P can be extended to the linear space spanned by {F,, : « € A} U F then

’P(ﬁ) < P(H) = Zﬂaifai

by monotonicity and linearity. a

Remark 1. In the set-up of Sect. 2.3 an implicit assumption is that option prices are
both bid and ask prices and that there are zero transaction costs. This is a necessary
assumption in order to identify a precise correspondence between prices and proba-
bilities under the risk-neutral measure for use in the pricing problem. However, once
we have identified a candidate model-independent super-replicating strategy involv-
ing vanilla options, in the hedging problem we can use market bid or ask prices
(depending on whether the hedge involves a short or long position) as appropriate.
In this way the theory extends to situations in which there are bid-ask spreads, even
on liquidly traded securities. Note, moreover, that the position in vanilla securities
is static over time, so these transaction costs are incurred once only, and unlike clas-
sical model-dependent d-hedging, the semi-static hedging strategy remains feasible
in a model with transaction costs.

By restricting the class of admissible trading strategies in the forward, we can
also allow for transaction costs on the forward. For example, in the next section
we could restrict the class of admissible trading portfolios to those which in-
volve at most a single forward transaction, and therefore incur transaction costs at
most once.

2.7 An Example: A Digital Option

We return to the example first discussed in the opening section; namely given the
prices of call options what are the possible prices of a one-touch digital option, a
security which makes a unit payment at 7" if ever S; > B for some t < T'.

We assume that forward contracts with maturity 7" are traded at zero cost, and
that

P
6= {919t22%1{n<t<T}} peEN,v eR

i=1
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where (7;);<, are stopping times. In fact the only property we need for © is that
O 2 {cliuy<i<ryic € R}

We assume that the vanilla options are precisely the set of call options with ma-
turity 7', parameterised by the strike K, and that a continuum of such calls are
traded (one for each possible strike), together with the bond which pays a unit value
at time 7. In the notation of this section, {Fy;a € A} = {Fk; K € R} =
{(St — K)™; K € Ry}, and for K € (0,00) the payoff Fx = (St — K)* has
price fx = C(K). Note that to preclude arbitrage in the vanilla options we must
have that C' is a decreasing convex function, and that by our assumption that .S is a
forward price C(0) = Sy, C'(Sp) > —1 and C(K) > (Sy — K)*. We also make
the very natural assumption that lim g0, C'(K) = 0. (As observed by Davis and
Hobson [20] this does not follow from no arbitrage alone, but rather from a martin-
gale assumption, and can be violated if the asset price allows a bubble, see e.g. Cox
and Hobson [16]. Davis and Hobson [20] introduce the notion of a weak arbitrage
and Cox and Oblgj [19] introduce the parallel notion of a weak free lunch with van-
ishing risk, which they use to describe some of the consequences of the failure of
this assumption.)

Now we consider the contract F' = I (Hp<T} With B > Sp. Forany K < B we
have (recall (1))

1

- 6
(B—K)FK+G

F<
where F is the payoff of a vanilla option (S — K ), and 6, = — I, <i<7y/(B—
K) so that GY = (S, — St)/(B — K). There are two cases to be checked,
namely when the left-hand-side is zero or one. If the barrier is not reached, then the
left-hand-side is null and there is only one non-zero term on the right-hand-side,
which is non-negative. If the barrier is reached, then the second term on the
right-hand-side of (1) is present and moreover Sg,, > B (with equality if S is
continuous). Taking the value (S7 — K) rather than the positive part (Sp — K)*
again only makes the right-hand-side smaller, and leads to equality in (1) on
(Hp <T).

It follows immediately that P(F) < C(K)/(B — K), and since K is arbitrary
we conclude P(F) < infx-p C(K)/(B — K) = C(K*)/(B — K*) =: D, where
K* = arginfx.p(C(K)/(B — K)).

Now we want to argue that this bound is best possible in the given framework.
To do this we exhibit a model under which the fair prices (i.e. expected values) of
the vanilla securities are equal to the bound D. Since we are interested in pricing
issues, it makes sense to work directly in a martingale measure, so that there is no
distinction between P and Q.

Write 4. for the law of Sr. Let b(K) = E[Sr|Sr > K] = [ ., yu(dy)/ [,
w(dy); b is called the barycentre function. By definition it is left-continuous, in-
creasing and b(K) > K V E[ST], at least for K smaller than the upper bound on
the support of p, where it is defined. Furthermore, if 11 has a density then b(K) is
continuous.



278 D. Hobson

Given B there exists ' = K (B) such that b(K+) > B > b(K) and then we
can find a set A with

(Sr > K)C AC (Sr > K)

for which B = [, yu(dy)/ [, 1(dy), or in other words

0= /A (v — B)u(dy) = /A (v - K)uldy) + (K — B)u(A).

It follows that . (A) = C(K)/(B — K) so that

Leta = [,.yu(dy)/ [ 4. n(dy), and let Sy, take the values B or a with probabil-
ities (x — a)/(B — a) and (B — z)/(B — a) respectively.

On the set St 2 = B, let St have the law p restricted to A. Similarly, on
St/2 = a, let St have the law y restricted to A°.

Suppose S; is constant except for a pair of jumps at 7/2 and T'. See Fig.2.
Then, by construction, E[ST; A] = BP(A) and E[St; A°] = alP(A°) so that S; is a
martingale. Moreover, if prices P are given by expectation with respect to P then

P(F) =P(Hp <T) = P(Srj2 = B) = p(A) = BO (_Kf)<

It remains to show that K is a minimiser of C(K)/(B— K ). This can be deduced
from the fact that the bound P(F) < C(K)/(B — K) holds for any martingale
model with the correct marginals. We have

_ _ - C(K) 5
P(Hp <T)=p(A)= B L) 2 Jnf B—K) > supP(Hp <T)>P(Hp <T)

where the supremum is taken over martingale models, denoted by PP, with the correct
marginal laws at time 7'. Hence there is equality throughout and K is a minimiser
(Fig. 3).

The above analysis exhibits a pure-jump model for which S ~ pu (and the
price of the barrier option is equal to the robust upper bound C(K*)/(B — K*)).
Although potentially the simplest model, it is not unique. Indeed, we can construct
a continuous price process model with the same properties.

Let (W}?);>0 be Brownian motion, started at zero, and fora < 0 < /3, let Hgﬁ =
inf{u : W ¢ (v, 8)}. Then W, L€ {o, B} and P(W L= a)=3/(f—a) =: p,
and we have embedded a two—poﬁit distribution in Brownian motion. Now set X, =

wo ; then X i tingale with X ~ pd, + (1 — p)ds.
w/(1—wyamo > then X is a martingale with X ~ p + (1= p)ds
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So

.. _ - ~___ @

T/2 T

Fig. 2 A jump model which matches options prices, and for which the maximum value of the
digital option is attained. The price process is constant except for jumps at 7'/2 and T'. Those paths
which are at B (respectively a) at T'/2 end up above (below) K (B) after the jump at time T

So

*

K K g B k

Fig. 3 The minimiser K* = K*(B) is chosen such that the tangent to C' at K* crosses the z-axis
at B

With this in mind, define H; = inf{u : Wy ¢ (a, B)} where W = Sy +W¢,
and Sy = s. By construction Sy + W . L € {a, B}.If we set

Sy =50+ W20t/(T—2t)/\H27 =Wayr—20nm; ,

s,B—s
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then (S¢)o<¢<7/2 is a continuous martingale which takes values in {a, B} at time
T/2. To complete the construction (i.e. to construct the process S; over (T/2,T])
we need to discuss how to embed any centred distribution in Brownian motion (and
not just a two point distribution). This is the Skorokhod embedding problem.

3 The Skorokhod Embedding Problem

3.1 The Classical Skorokhod Embedding Problem

Suppose we are given a stochastic process X = (X):>0 on a filtered probability
space (£2,F,F = (F)i>0,P, (X1)i>0). Suppose X has state space I.

The Skorokhod embedding problem (SEP) for (X, i) is, given u on I, to find
(where possible) a stopping time 7 such that the law of the stopped process is p. We
write 7 € 7 (X, u1). The classical version of the problem takes X = W, a Brownian
motion on R, started at 0, and p a centred probability measure, in which case we
suppress W from the notation and write 7 € T (p1).

Oblgj [43] provides a comprehensive survey of the literature of solutions to the
Skorokhod embedding problem. He lists more than twenty solutions, some of which
we will discuss below.

In the sequel the key properties of Brownian motion that we will use are the fact
that Brownian motion leaves any interval in finite time almost surely, (so H, :=
inf{u : W, = a} < oo a.s.); the martingale property; the consequent fact that for
a<x<bP*(H, < Hy) = (x—a)/(b— a); and the fact that Brownian motion
has no intervals of constancy. Only occasionally will we use the speed of Brownian
motion, but then we have that E*[H, A Hp] = (b — z)(x — a).

We shall often decompose Brownian motion into its constituent excursions away
from zero, which are parameterised by the local time L;. See Rogers [49] for an
introduction to Brownian excursion theory. If we write J; for the maximum pro-
cess J; = sup0<s<t{WS} (we reserve the notation M, for martingales, and S; for
forward prices) then by Lévy’s Theorem (L, [W;|) ~ (J, J, — W), and there is an
equivalent decomposition of a Brownian path into the excursions below the maxi-
mum. The local time is parameterised in such a way that the rate of excursions with
maximum (in modulus) greater than a is ¢!, for any positive a.

3.2 Doob’s Solution

Our first solution is attributed by Rogers and Williams [50] to Doob, and is not
intended as a genuine solution to the SEP, but rather to show that without some
refinements on the class of solutions to the SEP, the problem is trivial.
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Wi

Fig. 4 The Doob construction. Run the Brownian motion until time 1. Conditional on the value
at time 1, construct a new target level and run the Brownian motion until it first reaches this level.
For a carefully chosen rule for selecting the target level, this construction embeds 1

Given p, define F), to the distribution function F),(x) = u((—o0,z]) = P(X <
x| X ~ ). Let @ be the distribution function of a standard normal distribution, and
let Z = F,;'(®(W1)). Then Z has law p:

P(Z < x) = P(F{(#(W1)) < ) = P(W1 < &7 (Fu(x))) = Fu(x).

Now let 7= inf{u > 1: W, = F,'(®(W1))}. Then W, ~ F, 1 (®(W1)) ~ p.
See Fig.4.

Note that in general F,,'(#(x)) # « and thus, conditional on W, = z, the
expected value of 7 is infinite. Then, unless p has a standard normal distribution,
E[7] = co. In particular, (Wia+ >0 is not uniformly integrable.

3.3 Hall’s Solution

Letc= fooo xpu(dzx). By the centring property we must also have ¢ = fi)oo || p(dx).
Choose a pair of random variables U € (—o0,0), V € [0, c0) with joint law p where

p(du, dv) = (

Q) )
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Wi

Fig. 5 The Hall construction. Given random variables U < 0 < V, we stop the Brownian motion
the first time it leaves the interval [U, V]. For the appropriate joint distribution of (U, V), this leads
to an embedding of p

(For example, if g is a uniform distribution on (—1,1) then ¢ = 1/4 and
pldu,dv) = (Ju] +v).)

Then, conditional on (U = u,V = v), let 7, , = inf{t > 0: W, ¢ (u,v)}. We
claim that 7 = 7¢7,y embeds pi. See Fig. 5.

We have, for u < 0,

=u|U € du,V € dv)

Tu,v

= [ ptawdo) s =t ([ ) ) = )

A similar calculation applies for v > 0, and the Hall embedding is a solution of the
SEP for (W, u).

For this construction we can also calculate E[r]. Again conditioning on the
exogenous random variables U and V,

P(W, € du) = / P(U € du,V € dv)P(W.
v€[0,00)

E[r] = E[E[rv,v|U, V]|

/ / dv|u|vp(du, dv)

:/_oo pu(du) /O L0 bl
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= [ eutan [t [ M [ o
—‘/iilﬁu(dUL

so that at least in the case where p has finite variance, E[7] is equal to that variance.
As we shall see below this is best possible. In this sense, the Hall solution is optimal;
however, it has the undesirable feature of requiring independent randomisation.

3.4 Properties of Good Solutions

Briefly we return to the general setting of a stochastic process X on I, and let 7 and
o be stopping times.

Definition 4. The stopping time 7 is minimal if o < 7 and X, ~ X, implieso = 7
almost surely.

Minimality is a natural concept for good solutions of the SEP in a general context,
but now we return to the Brownian setting.

Theorem 3 (Monroe [42]).

1. Minimal stopping times exist; given T there exists a minimal stopping time o with
We ~ Wi

2. Hitting times are minimal; all stopping times with finite expectation are minimal.

3. Suppose 7 is such that E[W.] = 0. Then 7 is minimal if and only if Win, is
uniformly integrable.

The equivalence between uniformly integrable stopping times and minimal stop-
ping times in the centred case allows us to translate an analytic condition which
is useful for concluding that E[W,,,] = 0 into a path-wise condition describing
good stopping times, where the adjective ‘good’ might better be expressed as ‘not
obviously inefficient’.

We prove some of Theorem 3.

Proof (that stopping times with finite expectation are minimal.).

If E[7] < oo then E[W,] = 0 and E[W?2] = E[7]. If 0 < 7 and W, ~ W, then
Elo] = E[W7] = E[W;] = E[r]
and 7 = o almost surely. a

Corollary 1. If ju has a second moment and T € T (1) then either E[t] = [ z?p(dx)
or E[7] = 0.
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Proof (that if Win. is uniformly integrable, then T is minimal.).
Suppose that ¢ < 7 and W, ~ W_.. Then for all a,

E(W, —a; W, > o] = E[W, — a; W, > a] = E[W, — a; W, > a

where we use the identity in law, and the martingale and uniformly integrability
properties. Now E[W, — a; A] is maximised over sets A C {2 by choices A for
which, modulo null sets (W, > a) C A C (W, > a). But E[W,; — a; W, > ]
attains this maximum and hence modulo null sets, (W, > a) C (W, > a) C
(W, > a). Hence W, = W, almost surely.

Now let 1 be any other stopping time with 0 < n < 7. Then

W, = E[W.|F,] = E[W,|F,] = W, =W, almost surely.

Hence W is constant on (o, 7), and since W has no intervals on constancy we must
have o = 7 as required. a

In the centred Brownian case we write 7 € 7 (i) if 7 € 7 () and 7 is minimal.

Corollary 2. If p is centred and has support contained in an interval I and if
T € T (u) then 7 is less than or equal to the first exit time from 1.

3.5 The Azéma-Yor Solution

The Azéma—Yor [2] solution is based on a stopping rule which is the first entrance
of the joint process (W,, J;) into a domain D;{ . Let 3 be an increasing (but not
necessarily continuous, nor strictly increasing) process such that 5(j) < j. (If jo is
such that 5(jo) = jo then we insist that 3(j) = j for all j > jo.) Let b be the left-
continuous inverse to 3 so that b = 37!, and let 75 = inf{t > 0 : W, < B(J;)}.
See Fig. 6.

Our approach is based on Rogers [49]. By the representation of the Brownian
path in terms of excursions down from the maximum we have that the probability
that J; is greater than j is equal to the probability that no excursion down from the
maximum gets below 3(J.) before .J reaches j. Let n denote Itd excursion measure
and let A, be the set where the excursion down from the maximum when the maxi-
mum equals z gets below 3(z): A, = {maxo<y<e¢, (e.(u)) > z—5(2)}. Here &, is
the lifetime of the excursion down from the maximum which occurs when the max-
imum is at z, and (e, (u))o<u<e, is an excursion away from 0 of Brownian motion.
Then

P(J; > j) = P(n(U.<;A4.) = 0) = exp <_ /Oj z—d—;(/Z)>
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w W Jr Wi
Fig. 6 The Azéma—Yor embedding. The figure shows a plot of the excursions of W; down from

the maximum, represented by the horizontal lines in (W4, J¢) space. The Azéma—Yor stopping
time is the first time that the Brownian path crosses the line given by the barycentre b

where we use the fact that the rate of excursions whose maximum modulus exceeds

a is a1, and the fact that for a Poisson random variable Z of mean \, P(Z =0) =
Y
€ .

Having described the construction it remains to describe how to choose (3 so that
7 is a solution of the Skorokhod embedding problem for (W, 11). Note that the law

of J; has a continuous density, except perhaps for an atom at jy. Moreover, for j
such that 8(j) < 7,

(Wr > B(4)) € (J- = j) € (W- = B(j)), &)

and, at least where b is continuous, we have

b(w)
P(W: > w) = exp <—/0 z_d—;(Z)> , (6)

and, if b is differentiable,

P(W, € dw) b (w)

CPW,>w)  bw)—w

If W, ~ pthen P(W, > w) = p([w,00)) =: i(w), and if w is a continuity point
then (b(w) — w)p(dw) = b'(w)a(w). It follows that

s ( I zmdz)) = —wp(dw) = V' (w)pw) ~ b(w)u(dw)

1 (o) [ wtas)).
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Integrating, and using the fact that at w equal to the lower limit on the support of y
we have [ zp(dz) = 0 we find that b is equal to the barycentre function:

_ Ju 21(dz)
[ n(dz)

Example 1. If 4 ~ U[—1,1] then b(w) = (w + 1)/2 (for =1 <w < 1) and §(j) =
2j —1for0 < j < jo = 1.

If E; is an exponential random variable rate 1 and p is the centred distribution
given by u ~ (E7 — 1) then b(w) = w + 1 (for w > —1) and 3(j) = j — 1 for
J < Jo=o00.

If p = (pd1 + po_1 + (1 — 2p)do) with p < 1/2 then for w < —1, b(w) = 0;
for -1 < w <0, b(w) = p/(1 —p) and for 0 < w < 1, b(w) = 1. Then G is also
piecewise constant (for j < 1): for 0 < j < p/(1 — p) we have 3(j) = —1; for
p/(1=p) < j < 1 wehave B(j) = 0, and B(j) = j for j > 1.

We have that the Azéma—Yor construction gives a solution of the SEP for (W, ).
The question arises, is it minimal? By Monroe’s result (Theorem 3), it is equivalent
to ask if WA, is uniformly integrable, and for the Azéma—Yor stopping rule it is
possible to verify by calculation that this is the case.

By a Theorem of Azéma, Gundy and Yor [4] a (necessary and) sufficient con-
dition for uniform integrability is that lim,eo P(sup,, [Wi| > x) — 0. For the
Azéma—Yor stopping time, -

b(w) = EXHX|X > w). @)

P(sup [Wi| > x) = P(H_, < Hy(—y))

t<rt

t<t

‘HP)(H[,(,I) < H_I)]P) (sup Wy >«

Hb(fz) < H—;E)

__b(-2) z  P(W,>p(x))
z+b(—x) z+b(—x) P(W, > —x)

Now b(—z) — 0 and i(—z) — 1 so that

lim zP(sup |[Wy| > z) = lim 2i(8(z)) = lim b(y)a(y)
x oo t<r x oo yToo

hTm E[Y|Y > y|P(Y > y) = liTm E[Y;Y >y] =0.
yloo yToo

Thus, if we are given p and we define the barycentre function and its inverse, and the
Azéma—Yor stopping time relative to this inverse, then Wy, ; is uniformly integrable.
However, if we consider a general increasing function 3 (for example, 3(j) = 1 —
1/4), then there is no reason for the corresponding stopping rule to be associated
with a uniformly integrable stopped process Win .

Note that from (7) we have

oo

(b(w) — w)P(W, > w) = / (2 — w)p(dz) = E[(W, —w)*].

w
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Furthermore, by Doob’s submartingale inequality, for any uniformly integrable stop-
ping time, and any j,

0=E[W, — j; J» > j] = E[W, —w; J; > j] + (w — ))P(J, > )
< E[W, —w, Wy > w] + (w—j)P(J, > 7). (8)

Then
E[(W, —w)* C
P(J, > j) < inf_w = inf_ﬂ.
w<yg ] —w w<y ] —w

€))

This is suggestive of the model independent bound infx.p C(K)/(B — K)
from (2).
There is equality in (8) if and only if

Comparing (10) with (5) we see that there is equality in (8) for the Azéma—Yor
construction provided w = (3(j). We have the following result:

Proposition 1. Amongst all minimal solutions of the SEP for (W, u) the Azéma—Yor
stopping rule maximises P(J. > j) simultaneously for all j.

It is crucial in the proposition that we restrict attention to uniformly integrable
stopping times. If we consider all embeddings then the problem is degenerate, and
for each j > 0 there is an embedding for which P(.J. > j) = 1. To see this run the
Brownian motion until the first return to zero after the first hit on 7, and then use a
favourite embedding thereafter.

A corollary of the proposition is that there exists a model for which the forward
price is continuous and the price of a one-touch digital option is equal to the upper
bound C'(K*)/(B— K*). Moreover, the bound is attained by a process in which the
sets where the maximum is large correspond exactly to the sets where the terminal
value is large.

3.6 Solutions of the SEP and Candidate Price Processes

Let (M¢)+>0 be a continuous martingale, null at 0, such that M7 ~ p. Then by the
Dambis—Dubins—Schwarz Theorem (see e.g. Revuz and Yor [48, Theorem V.1.6]),
My = Wiary, so that (M) is a solution of the SEP for (W, ).

Conversely, if 7 € T (1) then

My =W,/ r—o)ar

is a martingale with M7 ~ pu.
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Further, if 1 is an integrable but non-centred measure (with mean m,,), then we
can construct a centred measure 10 by a parallel shift u°((—oco, x]) = u((—oo, x +
my,]). If M2 and W2 embed 10, then m,, + M. and m,, + W2 embed p.

Putting these two ideas together, there is a one-to-one correspondence between
minimal solutions of the Skorokhod Embedding Problem, and candidate martingale
price processes whose marginal distribution at 7" is consistent with call prices. If p
is supported on R, then by Corollary 2, (My)o<i< is non-negative.

3.7 Azéma Martingales, the Azéma-Yor Embedding
and Super-Replication

Suppose we are given an increasing (differentiable) function F'(j), and consider the

problem of maximising E[F'(J;-)] over minimal embeddings of 4. For ease of expo-

sition suppose that y is such that the barycentre b and its inverse 3 are continuous.
Given a positive function h define H (j, w f 0 (r—w)dr. The Azéma mar-

tingale is H (J;, W3) f 0 (r— Wt)dr. It is easy to see from It6’s formula that

dH(Jt, Wt) = — </Jt h(T)dT) th + h(Jt)(Jt — Wt)th
0

The final term in this expression is zero since J; = W; whenever the finite variation
process J; is not constant, and hence H (J;, W;) is a martingale.
We aim to design H such that

arg max, {F(j) — H(j,w)} = b(w).

This requires the choice h(j) = F’'(5)/(j — B(j)) and then

Hj,w) _/0'7 F’(r)y_;ﬁz‘gdr_ﬂj) F(0>+/OJ F’(”%dr’
so that
F(j) - Hijow / P g

We want to maximise this expression. Note that the integrand is positive for
B(r) < w (.e. r < b(w)) and negative for 5(r) > w (i.e. r > b(w)). Hence the
expression is maximised at j = b(w) and

b(w) w — B(r
F(j)H(j,w)SF(O)+/(J F/(T)%dr_G(w)
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where the above is taken as the definition of G. In particular, F'(j) < G(w)
H(j,w) (uniformly in j > 0,w € R) and applying this result at (J, W,
obtain

F(J,) < G(W,) + H(J,, W,),

on a path-by-path basis, with equality for the Azéma—Yor embedding.

Taking expectations, then provided 7 is such that H(Jiar, Wia-) is uniformly
integrable, it follows that E[F'(J;)] < E[G(W;)]. If we further restrict attention to
minimal stopping times which are solutions of the SEP for (W, 1) then

sup E[F / Gz
TET (1)

Although we have derived this result for differentiable /' and regular p it is clear that
it can be extended to arbitrary (increasing) functions. For example, for the increasing
function F'(j) = Iy;>p} we have

[[T_B(‘E)
sup P|J, > B|<E|——F—F+LIiw
TGTI()[L) [ ] |:B_6(B) w>A(B)}

This yields another proof of Proposition 1.

3.8 The Perkins Solution

The Azéma—Yor stopping time is based on a stopping rule which compares the value
of the Brownian motion to a function of the running maximum. The stopping time
has the property that it maximises the law of the maximum amongst the class of
uniformly integrable embeddings.

The Perkins [47] embedding has the property that it minimises the law of the
maximum of the stopped Brownian motion, amongst all embeddings (There is no
need to impose a minimality criterion here; if 7 is not minimal then there exists o <
7 with W, = W, and then J, < J,). In fact the Perkins embedding has the property
that it simultaneously minimises the law of the maximum .J, and maximises the law
of the minimum I, = inf{W, : 0 < s < 7}.

Our interpretation of the Perkins construction is based on the following path-wise
inequality, which plays an analogous role to (1):

(W, —B)*Y (K —-W,)* Wy, —W-
I > T - I 11
(Hp<ry = Liw,>By + (B-K) (B-K) (B —K) LtHesr} (1)

There is equality in (11)ifon Hp > 7 wehave K < W, < Bandon Hp < 7 we
have either W, > Bor W, < K.
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Under the assumption that 7 is minimal, taking expectations in (11) we find

1
B-K

P(J, > B) > B(W, > B) + —— (Cu(B) = Fu(K))  (12)
where P, (K) = EX~#[(K — X7)*]. Since (12) holds for any K we can find a best

bound of this type by taking the supremum over K < B, and then we find that K is
chosen to maximise

C,.(B) — P,(K)
— . (13)
The final bound is
, 1
P(J; > B) > |C,(B-)| + BT R (Cu(B) — Pu(K)). (14)

If we can find a model such that the bound is attained, then it will follow that (14)
is a best bound.

Fix B and suppose X ~ . Then there exists K and A with (X < K)U (X >
B) C AC (X < K)U (X > B) such that

0= / (k — B)u(dk) = / (k — B)u(dk) +/ (k — B)u(dk). (15)
A k>B A\(X>B)
Suppose 7 is such that W,, € {K,B}. On W,, = B we embed the mass
restricted to A; on W, = K we embed the mass u restricted to A€. Let 7p be this
second embedding, then 7p embeds u. By construction, (J,, > B) = (W,, = B),
and from (15), C,,(B) = (B — K)(u(A) — u([B,0))) + P,(K). Then,

Cu(B) ~ Pu(K)
(B K)
Cu(B) ~ Pu(K)

S ulBoo) o =B k)

< inf P(J, > B)

]P)(JTP > B) = p(4) = N([B7OO>) +

TET (1)
< P(J,. > B)

Hence, there is equality throughout, and K maximises (13).

The above construction gives a solution of the Skorokhod embedding which min-
imises P(J. > B) for a fixed B. The Perkins embedding has the property that it
minimises P(J; > B) over all embeddings simultaneously for all B > 0. (It also
minimises P(I; < C) forall C' < 0, where I, = inf{W,;u < t}.) Define

Cl) = Bale) ) e, Pl = Cul)

a(-]) = a‘rgma’xa<0 ] —« v — :
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W,

Iy

Fig. 7 The Perkins embedding. Given monotonic «(j) and ~(¢), the stopping rule 7 =
inf{u:Wy & {a(Ju),y(Iw)} is such that when W is stopped it is either at a new maximum,
or at a new minimum

Let 7 = inf{U : W, ¢ («(Jy),v(I,))} Then W, ~ pand P(J, > B) attains the
lower bound from (14) uniformly in B. See Fig. 7.

3.9 Financial Interpretation of the Perkins Construction

Suppose that S; is a forward price, and that calls are traded with maturity 7 on S.
Suppose that such calls are traded with a continuum of strikes K with prices C(K)
which are consistent with no-arbitrage. This is equivalent to assuming we know the
marginal distribution of St.

One candidate model for which option prices are given by C' is when the price
process (S;)o<i<7 is constant and then there is a jump at 7', taken such that E[(S7 —
K)*] = C(K). For this price process, for B > Sp, P(J2 > B) = P(Sy > B),
where J = supy<, «; Su. This is the lowest possible value for P(J2 > B) given
the law of Sp.

Now suppose that the price process S; is assumed to be continuous. The effect
of this assumption is to ensure that if we buy S the first time that the price gets to
level B or above, then the price paid is B.

Consider the one-touch digital option with barrier B > Sy and maturity 7.
In particular, consider the payoff F=1I {SUP, ., p S:>B}s and consider the problem
of finding a highest, model-independent, lower bound on the price of this option.
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In the setting of the general theory we have F = (St—K)*, with fx = C(K),
and © D {cl ( HB’T]}. Then, modulo translation to non-centred random variables,
the analysis of the previous section applies and

- C(B) - P(K)
P 2 (GBI =y

with equality for any model for which (S < K(B)) C (Hp <T)\ (Sr > B)
(St < K(B)) where K(B) = argmaxg<p(C(B) — P(K))/(B — K).

N

3.10 Barrier Options

As another example of a model-independent bound for an exotic option consider a
knock-in barrier call option on the forward price S; with maturity 7', strike K and
barrier B > max{Sp, K'}. The option has payoff (Sp — K)* Iy, <7}, paidat T'.

If we place ourselves in the setting of Sect.2.7 then we have the fundamental
inequality, for k € [K, B);

B-K
B -k

k—K
B -k

(St — K) I, <ry < (Sr—k)" + (Sus — ST) {HE<T}-
The first term is a semi-static hedging strategy in calls, and the second is the result
of a forward investment in the underlying. This yields the price bound on the barrier
option
P((St— K)'I )< (B—K) inf % (16)
T {Hp<T}) = ke[k,B) B —k

Recall the definition of the barycentre function b in (7) and its inverse (3. To
emphasize the dependence of these quantities on the law p representing the marginal
distribution of ST we use a subscript and write b, and 3,,. Then, for K > §,,(B)
we find that the infimum in (16) is attained at £ = K and the upper bound on the
knock-in barrier option is equal to the price of the call without the knock-in feature.
However, for K’ < 3,(B) the upper bound is strictly less than the call, and is equal
to (B—K)C(B,(B))/(B—B,(B)).Itis possible to construct a model based on the
Azéma—Yor embedding and a time-change to show that this price can be attained.

For the lower bound, if there are no assumptions on the underlying then we have
the trivial inequality

(St = K) " Itgp<ry = (ST — K) " I1s, 55y
with associated price bound
P((St — K)" Lin,<ry) = C(B) + (B — K)|C"(B-)|.

This price bound is attained for a jump model with a single jump at time 7.
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If we are prepared to assume that the underlying price process is continuous then
we can refine the lower bound (This assumption has the effect that Sy, = B, so
that if we go short the forward the first time that the underlying equals or exceeds
the barrier, then the gains from trade are (B — St)). For k € [K, B) we have the
inequality

B-K
B—-k

(St = K)" Ity <ry = (ST — K)F {(S = k)" = (Sr— B)"}

k—K
+(B — K)l{sr>py + 55— (S1Ams — B)

(To see this, split into two cases, (Hg < T) and (Hp > T), and observe that the

right-hand-side is piecewise linear, so that it is sufficient to check that the inequality
holds where there are changes in value or kinks, i.e. at K, k and B.) Then

P(St — K) I, <m) > C(K) + (B — K)|C'(B-)|

B_K (k— K)(B - S0)
S { ) - oy + BB }

This bound can be attained by a time-change of the Perkins solution to the Sko-
rokhod embedding problem.

See Brown et al. [10] for a further discussion of barrier options, including knock-
out barriers, and knock-in and knock-out puts, and Cox and Oblg;j [18, 19] for a
discussion of two-sided barriers.

3.11 Potential Theory and the Chacon—Walsh Embedding

To date we have supposed that the initial law of W is trivial (and then by a parallel
shift we may as well assume that W ~ §p). Now we suppose that Wy ~ pg. Given
centred probability measures po and 11, we ask when does there exist a stopping
time 7 such that

Wo ~ o, Wr ~ pu1 and Wiyn, is uniformly integrable? (17)
Clearly, if we can decide when it is possible to solve (17), and if we can find con-
structions where they exist, then we can solve the iterated problem: given (u;)o<i<n
find an increasing sequence of stopping times 0 = 79 < 7 < ... < 7, (Where pos-

sible) such that

Wr, ~ s, Wi, 1s uniformly integrable. (18)
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So

Cuy (k) 7=

So k

Fig. 8 Given a pair of call price functions satisfying the no-arbitrage conditions, there exists a
model for the forward price which is consistent with those prices provided the call prices are
increasing in maturity

Theorem 4 (Rost [52]). A necessary and sufficient condition for the existence of a
solution to (17) is Cy,, (K) < C,,, (K) for all K (Fig. 8).

Proof. Necessity follows from an application of the conditional Jensen’s inequality.
Since (w — K)™ is convex as a function of w,

Cyuy (K) = E[(W; — K)] = E[E[(W: — K)"|Fo]] = E[(Wo — K) "] = Cy, (K).
Sufficiency follows from one of the constructions given below. a

Put-call parity is a consequence of the identity (y — k)" — (y — k)™ =y — k.
Givenalso (y — k)t + (y — k)™ = |y — k| we have 2(y — k)" = |y — k| + (y — k).
Hence C,,(K) < C,, (K) is equivalent to U, (K) > U, (K) where U,(K) =
—EX~"|X — K] is the potential (or minus the price of a straddle). Then the fact
that C is a convex function, with C,,(k) > k~ implies that U,, is concave and
Uy(z) < —[z|. Kinks in the derivative U, correspond to atoms of 7; conversely
straight segments of U,, correspond to intervals where 7 places no mass.

The Chacon—Walsh solution of the SEP is based on potentials. We return to the
case where Wy = 0 and p is a centred probability measure, but it is immediate from
the inductive nature of the construction that provided the potentials are decreasing,
then the same construction will work as an embedding for any initial law.

Let Uy(x) = Us,(z) = —|x|, and 79 = 0.

Fix a; < 0 < by. Sety = inf{¢t > 70 : W} ¢ (a1,b1)}, p1 ~ L(W,,) and
U =U,,. ThenUi(z) = —|z|forx < aand z > b, and U1 (x) = a1 — (b1 +
al)(gc — a1>/(b1 — al) forxz € (al, b1> See Flg 9.

We now proceed inductively. Fix a,, < by,. Set 7, = inf{t > 7,1 : W; ¢
(@n,bn)}s pin ~ L(W-,), U, = U,, . Then U, is a continuous concave function
with Uy, () = U,,—1(z) outside (an, b,,) and U, linear on (ay, by, ).
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Fig. 9 Potentials in the Chacon—Walsh picture

Fig. 10 The Dubins construction in the Chacon—Walsh picture. Shown are the potentials at the
first and second stages of the iteration, together with the starting and terminal potentials

The idea is to choose the points (a,,b,) appropriately in such a way that
U, | U,. Then the increasing sequence of stopping times 7,, converges (to T say)
and W, ~ p.

There is a large amount of freedom in the choice of the sequence (a,b,). A
natural choice is given by the Dubins [22] solution to the SEP. In the Dubins con-
struction the sequence (a,, by,) is defined as follows.

Let Ag = {0}. Given U, let (a(0), b(0)) be the z-coordinates of the points where
the tangent to U, at x crosses Us, (x) = —|xz|. (If there is an atom of y at zero, then
U, has a kink there, and there are many candidate tangents to U,,. We are free to
choose any of these; for definiteness we can choose the tangent with slope equal to
the right derivative of U, at zo.) Set A; = {a(0),b(0)} and let 1; be the law with
corresponding potential Uy (x) = min{Up (), U,(0) + U}, (0+)}. See Fig. 10.

Given U, A,, and potential U,,, for each z € A, let (a(z),b(x)) be the z-
coordinates of the points where the tangent to U,, (with slope UJ,(z+)) intersects
Un,. Note that if z; < z; € A, then a(z;) < b(z;) < a(x;) < b(z;). Then let
Ani1 = {a(z;),b(x;); 2, € Ap}, and py, 41 the law with corresponding potential
Up+1 = ming,e 4, {Un(z), Up(z;) + (x — 2,)U) (z:4+) }.
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The Azéma—Yor embedding [2] can also be phrased in terms of a Chacon—Walsh
potential picture. Rather than considering a sequence of intervals, consider a contin-
uum of intervals, parameterised by j, such that b(j) = j and a(j) is the z-coordinate
of the point where the tangent to U,, passes through the point (j, —j). (Note that a(j)
is not necessarily unique, but it is increasing, so we can make it unique by making
the function a right continuous.) We have

7 = inf{t > 7 W; ¢ (a(§),7)}

A few lines of calculus show that a(7) is the inverse barycentre function.

3.12 The Skorokhod Solution in the Potential Picture

Skorokhod’s solution [54] of the Skorokhod embedding problem can also be repre-
sented in the Chacon—Walsh picture. The construction is similar to the Hall solution,
and the idea is to choose a single exogenous random variable L, to use that random
variable to define an interval, and to set 7 to be the first time that Brownian motion
leaves that interval.

Letc = f(o so) Ti(d), s0 that U,,(0) = —2c. For I € (0,2c), let V(1) be the

z-coordinate of the point in R™ such that the tangent to U,, at V. (I) crosses the
y-axis at y = —[. (If U, has linear sections then there may be an interval of such
V4 (1), in which case we take the largest. With this definition the increasing function
V. (1) is right-continuous.) Similarly, define the decreasing function V_(I) to be the
x-coordinate of the point in R~ such that the tangent to U, at V (I) crosses the
y-axis at y = —I[. See Fig. 11.

If 1 has a continuous distribution function then we take L to have distribu-
tion given by P(L > 1) = pu((V_(1),V4i(1)), for 0 < [ < 2¢. More generally,
to allow for atoms we take P(L > ) to equal one half the difference in slopes

Fig. 11 The Skorokhod embedding in the potential picture. The points Vi (1) are determined by
the (unique) tangents to U, which pass through (0, —1)
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between the tangents joining (V_ (1), U,(V_(1))) with (0,—I) and (0,—!) with
(Vi (1), Un(Ve(1))). Finally we set 7y = inf{u : W, ¢ (V_(1), V;-(1))}, and then
W, ~ .

Rather than prove this result, we give an example. Suppose p is the law of a
uniform random variable on (—1,1). Then U, (z) = —(2® + 1)/2, ¢ = 1/4, and
Vi(l) = ++/1 — 21. Then, by symmetry, for w € (0, 1),

P(Wr, < w)~B(W,, >0) = SP(Vi(L) < w) = sP(L > (1~ u?)/2) = &

as required.

Remark 2. The original Skorokhod construction assumes the existence of a non-
negative exogenous random variable Z, and then sets 7 to be the first time the
Brownian motion leaves the interval (p(Z), Z) for a non-positive decreasing func-
tion p. From our representation of the Skorokhod solution in the potential picture
we see Z ~ V(L) and p(2) = V_ (V' (2)).

3.13 The Bass Solution

Whereas our philosophy has been to construct solutions of the Skorokhod embed-
ding problem for Brownian motion with the aim of generating models for the mar-
tingale price process via a time-change, Bass [5] constructs a (time-inhomogeneous)
martingale diffusion such that X; ~ p, and then uses this to construct a solution of
the SEP for (W, 11). As such the Bass construction is interesting in the finance con-
text because it gives directly (a family) of diffusion processes with marginal law p
at time 1.

Suppose that on (2, F,F = (F;)o<t<1, P), the diffusion process Z solves the
stochastic differential equation dZ; = n(Z;,t)dB: + v(Z:, t)dt with Zy = z, and
is such that the law of Z; is known and given by the atom-free centred distribution
function Fz. Suppose further that we can calculate the time-1 law of Z; from any
starting point (Z;, t)o<t<1. (The simplest case is when Z is itself a Brownian mo-
tion, but other constructions could be based on a Brownian bridge, a Bessel process
or an Ornstein—Uhlenbeck process.) Given , (and associated distribution function
F,). fix g(z) = F,;'(Fz(z)). Then g is increasing and g(Z1) ~ p.

Now set X; = E[g(Z1)|F:]. Then X; = h(Z,,t), for a function h which is
increasing in its first argument, and has inverse Z; = H (X, t) say. Then X7 ~ p
and

dXt = hl(Zt,t)’I](Zt,t)dBt = Q(Xt,t)dBt
where a(z,t) = W (H (x,t),t)n(H (z,t),t). Note that Xy = E[g(Z;)] = 0.

Given a Brownian motion W and the function a, define the increasing additive
functional I" and its inverse A via

dar, 1

In=0 —_— =
0 ’ du  a(Wy, 1,)?’

A =inf{u: I, > t}.
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Set X; = Wy,. Then, with u = A,

dA; . 1 _ 2 _ 2
E = m = a(Wu,Fu) = a(Xtvt) )

and for some Brownian motion Wt,
dXt =\ dAt/dt th = CL(Xt, t)th

Finally, since X; ~ p, we have W4, ~ p and hence 7 = A; is a solution of the
Skorokhod embedding problem for (W, u1).

3.14 A General Schematic for Solutions

Solutions of the Skorokhod embedding problem can be classified, very approxi-
mately, into three main types.

The first type (such as Dubins [22] and also Azéma—Yor [2]) fall under the gen-
eral heading of potential theoretic constructions, and have a pictorial representation
in the Chacon—Walsh [13] picture. It is also possible to place the original embedding
due to Skorokhod in this category.

For the second type of embedding the aim is to solve the SEP subject to an addi-
tional optimality criterion. In particular, given some functional H (W3;0 <t < 1),
the aim is to solve the SEP for (W, 11) such that H is maximised, in the sense of
first order stochastic dominance, or sometimes in the weaker sense of maximised
in expectation. As we have seen, the Azéma—Yor [2] and Perkins [47] embeddings
fall into this category, but so do the Root/Rést [51, 53] constructions (based on the
additive functional t), the Vallois [55, 56] embedding (based on the local time) and
the Obt6j—Yor [44] solutions (based on the age of the excursion), amongst others.
We will discuss the Root and Rost solutions in detail below, because of the direct
financial interpretations.

Finally, there are miscellaneous embeddings which fall into neither of the above
categories. These include the Hall [29] and Bass [5] solutions described above, and
also the Bertoin—Le Jan [7] solution.

4 Other Applications of the Skorokhod Embedding Problem

4.1 The Central Limit Theorem

These notes are primarily concerned with the connection between Skorokhod em-
beddings and derivative pricing and hedging. However, there is one other important
application which deserves comment, namely the use of Skorokhod embeddings to
prove the Central Limit Theorem.
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Let X3, X5,... be a sequence of independent identically distributed random
variables, with law y such that 1 has mean zero and variance 1. Let S, = >, ., X.

Let B be Brownian motions, and let 7(*) be any of the minimal embeddings of

v in B described to date. The times 7 are independent identically distributed
random variables with mean 1, and Bf()i) are independent. The sequence (X;);>1 =
(Bf(),.) )i>1 has the properties listed in the previous paragraph.

LetTo=0and T; =, ; 7(9), Now define a Brownian motion (W;);>0 by

=> BY) L T BY*Y Ty <t<Tjm (19)

i<j

Then Wr, = Sy, and by Brownian scaling, S,,/\/n = Wr, /\/n ~ Wr, /.

The idea is that, since T,,/n — 1 and since at fixed times Brownian motion
has Gaussian marginals, then in the limit S,,//n will inherit a standard normal
distribution.

Theorem 5. With the notation and hypotheses of this section Sy, /\/n converges in
law to a standard normal distribution.

Proof. Let W be the Brownian motion defined in (19). Let Z,; (m) — Wit /+/n. Then,
for each n, Z(™ is a Brownian motion. By the above construction we have

Sn o WTTL _ 7(n)
Vn oy A A

for a Brownian motion Z. Fix € > 0 and choose § > 0 so that

P sup |Zo—Zi|>¢] <=
t:|1—t| <o 2

By the strong law of large numbers T}, /n — 1 almost surely, so that we can choose
N large, such that for alln > N,

€

P(|T,,/n — 1] > 6) <

[\)

Combining these last two displayed equations we conclude that
P(|Wr, /v/n— W, /v/n| > €) = P(|Z7, jn — Z1] > €) <€

Then P(W,,/v/n <z —¢€) —e <P(Sp/v/n <x) <P(W,/\/n <x+¢€)+eand
the result follows.
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4.2 Non-Centred Target Laws

There is a very easy way to embed integrable, but non-centred, target laws in Brow-
nian motion started at zero — simply run Brownian motion until it hits the mean, and
thereafter use a favourite embedding for a centred distribution. Such an embedding
is minimal, see Cox and Hobson [17]. Note however that whereas in the centred case
if  has support in an interval I = [a, b] then for a minimal embedding 7 < H, A Hy,
in the non-centred case this is no longer true. If the mean of the target distribution
is positive then it is no longer possible to have an embedding for which 7 < H,
almost surely, for any z < 0. (If it were, then (W;a;)r>0 would be bounded below
and Fatou’s lemma would imply that the law of W, had negative mean.)

4.3 Embeddings in Time-Homogeneous Diffusions

Suppose that X is a time-homogeneous diffusion with state space I C R with
absorbing or inaccessible endpoints, and consider the SEP for (X, u1). The two fun-
damental questions are: when is it possible to embed u, and if it is possible, how
can it be done?

In fact the problem can easily be reduced to the case of Brownian motion. The
relevant insight is due to Azéma and Yor [3], see also Pedersen and Peskir [46] and
Cox and Hobson [15].

Suppose that X solves dX = a(X)dB + b(X)dt. If s solves a(x)?s"(z)/2 +
b(x)s'(x) = 0, then s is a scale function for X and Y = s(X) is a local martingale
with state space s(I). We have dY = s'(s71(Y))a(s~1(Y))dB. We can choose s
such that s(z¢) = 0 and then by the Dambis-Dubins—Schwarz Theorem Y; = W,
for some Brownian motion W, where I'; = (Y);.

Let v be the image of 1 under s. If we can solve the problem for (W, v) then we
can construct a solution 7 for (Y, v/) via time-change, and then 7 is a solution of the
SEP for (X, ). Thus, if W, ~ p and if A is the inverse to I, then Yy = W, ~ v,
and XA,- ~ S(YAT) ~ .

Note that there is no reason to expect that v is centred as a measure on R. By
the remarks in the previous section we can construct embeddings for non-centred
target distributions provided we do not impose any restrictions that 7 is less than
the first exit time from some interval. However, for the purposes of embedding in
non-martingale diffusions we must have that 7 is smaller than the first exit time from
s(I). If we set m,, = [, xv/(dx), then we find that the answer to the question about
whether v can be embedded in Y depends on the joint properties of s(I) and m,,:
If s(I) = R, then there is a solution for the SEP for any v,

If s(I) = (—a, o0) then there is a solution for the SEP for v if and only if m, <0,
If s(I) = (—o0, b) then there is a solution for the SEP for v if and only if m, > 0,
If s(I) = (—a,b) then there is a solution for the SEP for v if and only if m, = 0.

S~ o~
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5 The Root and Rost Solutions and Options on Volatility

5.1 The Root and Rost Embeddings

Return to the classical setting of minimal solutions of the SEP for (W, u) where
1 is a centred probability measure. Suppose p has finite variance. Then there are
embeddings 7 such that E[r] = [, 2®u(dx), (and as described in Corollary 1
above, for any embedding either E[7] = [, #*1(dx), or 7 has infinite expectation).
In particular, it does not make sense to attempt to find the solution of the SEP for
which E[7] is minimised; any minimal stopping time will satisfy this criterion. The
task of maximising E[7] over minimal stopping times is equally trivial.

However, the problem of searching for the embedding which minimises (over
all stopping times) the variance of 7, or alternatively the embedding which max-
imises (over uniformly integrable stopping times) the variance of 7 leads to a unique
solution.

Since we are looking for an embedding which optimises a functional of ¢ evalu-
ated at the stopping time, it is plausible that the stopping rule should depend on the
joint distribution of W; and the additive functional ¢.

Given b : R — R4, define R = Ry, = {(t,z);t > b(z)}. Let 7, = inf{u :
(u, W) € Rp}. We will describe the function b (and sometimes the region Ry) as
a barrier (Fig. 12).

Theorem 6 (Root [51], Rost [53]).

1. Given a centred probability measure |1 there exists b such that Ty is a solution of
the SEP for (W, ); moreover 1y, is minimal.

7

Fig. 12 The Root barrier solution. Given b : R — R, or equivalently R = Ry = {(¢,z);t >
b(x)}, let 7, = inf{u : (u, Wu) € R} } be the time of first entry by (u, W) into the shaded region.
The idea is to choose b such that W, ~ p
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2. T, minimises the variance of T amongst all embeddings of the law of W-,. More
generally T, minimises E [ /, tTAT h(WS)dS] for all non-negative functions h and
times t.

The embedding property of the solution is due to Root [51], and henceforth we
will label this solution as the Root solution. The optimality properties were conjec-
tured by Kiefer [38] and proved by Rost [53]. Taking A = 1 we find that the Root
solution minimises the residual expectation E[(1 — t)¥] = E[(t — 7 A t)] for all ¢.
Since any convex function can be decomposed into a positive combination of such
functions (and since E[7] is invariant across minimal embeddings) it follows that the
Root barrier solution minimises E[f(7)] for any convex f.

Example 2. 1. Suppose p1 ~ N(0, 1). Then the barrier is given by b(z) = 1, R, =
{(t,z);t >1}and 1, = 1.

2. Suppose p ~ (6—1 + 041)/2. Then Ry = {(z,t) : * < =1,z > 1}, and
Ty = Hi1.

3. Suppose pt ~ pd_1 + pdi1 + (1 — 2p)do for 0 < p < 1/2. Then Ry = {(x,1) :
x < —1,2>1}U{(0,t);t > to(p)}. The quantity to(p) does not have a simple
expression, but it is clear that ¢5(0) = 0, to(1/2) = oo and that ¢o(p) is strictly
increasing in p. Hence the existence of a barrier which embeds p is guaranteed.

There is also a converse to the Root embedding, which is based on a reverse
barrier (Fig. 13). The embedding is attributed to Rost by Meilijson [41], see also
Oblgj [43].

Wi

Fig. 13 The Rost reversed barrier. The embedding 7 is the first time Brownian motion W enters
the shaded region
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We assume that p has no atom at zero. The construction can be extended to
include an atom at 0 by independent randomisation.

Theorem 7 (Rost). Given b : R — R, define R =Ry = {(t,x);t < b(z)}. Let
Tp = inf{u : (u, W,,) € Ry}. Then,

1. Given a probability measure 1, with no atom at 0, there exists b such that 7, is a
solution of the SEP for (W, 11); moreover Ty, is minimal;

2. Ty maximises the variance of T amongst all uniformly integrable embeddings
of the law of Wr,. More generally T, maximises E[ [, _h(W,)ds] for all non-
negative functions h and times t.

Remark 3. In fact both the Root and Rost embeddings can be extended to any con-
tinuous Markov process (X¢):>0, and the optimality properties still hold. This will
be clear from the fact that the proofs we sketch below do not use any properties of
Brownian motion beyond the Markov property and continuity of paths.

Sketch of proof of Theorem 6. Suppose . consists of a finite collection of atoms

at locations X = {xg < 1 < ... < xn < xny1}, with associated probabilities

{Po,D1s---, PN, PN+1} Suppose also that y is centred, so that Zf\;gl zip; = 0.

We search for an embedding for (W, 1) of barrier form. Since the embedding is
minimal, by Corollary 2 we must have that the process is stopped before it leaves the
interval [xg, x N +1]. Furthermore, the process should only stop at the points x; € X,
hence the barrier R must be of the form R = {(x,b);x; € X,b > b;}. Moreover,
we must have by = 0 = by 1.

Let v = {v,...,7~} be a vector in RY, and augment it with the values
Y% =0 = qn41. Let 7y = inf{u : B, =z, u > ;0 < i< N+ 1}. Set
I, ={y:P(B;, =) <psl <i< N} Note that if v € I, we must have
P(B;, = x0) + P(B;, = xn11) > po + pn41 to compensate. Then y € I, if the
associated stopping rule never embeds more than allowed under p at any point in
the interior of the support of . The excess mass is embedded at the endpoints.

We claim that if 4 and 7 are elements of I, then so is y where v, = = N Y.
To verify the claim, fix ¢ € {1,..., N}. Without loss of generality we may assume
that 4; < ;. Then 7, = 75 on B 7, = %, and 7, < 75 otherwise. See Fig. 14. Thus
(w: B, =) C (70 : By, = x;) and P(B,, = z;) < p;. Since i was arbitrary,
the claim is proved.

It follows from the claim that I',, has a minimal element. Moreover, this minimal
element must embed p; if not then for some ¢ we must have ]P’(BT7 =x;) < pi
and for this ¢ we can reduce the value of v slightly without violating the condition
P(B;, = x;) < p; and only making the values of (P(B,, = x;));»; smaller.

It remains to extend from atomic distributions p,, to general p. Root [51] achieves
this by mapping [0, co] x [—o0, 00] to [0, 1] x [—1, 1] and putting a distance metric
on barriers expressed as sets in the new space. Given the images of the barriers
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TN+1

zo

Fig. 14 The embedding property of the Root barrier for atomic measures p on a finite number of
points. The stopping time 7 is the first time the Brownian path is at one of the z; at a time later
than ;. If 7 is such the probability of stopping at z; is less than p;, then making ~; smaller, will
increase the probability that B, = x;, but can only decrease the probability of stopping at any
other point

associated with f,, there must be a convergent subsequence in the compact space
[0, 1] x[—1, 1]. This must take the form of a barrier, and mapping back to the original
space we obtain the solution of the SEP for . a

Sketch of proof of optimality of the Root construction. Fix x and t and suppose
that 7 € 7 (p). We show that the Root barrier stopping time maximises E[L?, ]
(simultaneously for all  and t) amongst all minimal solutions of the Skorokhod
embedding problem for p.

If so, then the Root stopping time maximises E[ g " h(W,)ds] for all positive h,
and since E[ [ h(W)ds] is constant across minimal embeddings of f, it also min-
imises E[ [, _h(W,)ds].

Let 7 be any embedding of i and suppose that there are paths with
(Wredz,7 <t) and (W, € dx,t < ¢ < 7). Then we can take the terminal
mass of W, from those paths which pass through (o, z) and embed that mass by
extending the paths from (7, 2) which are currently stopped at (W, € dx, T < t).
See Fig. 15. This modification of the stopping rule must increase the value of the
local time LF, ..
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Fig. 15 Optimality of the Root construction. If for some (z, t) there are paths which stop at (z, 7)
with 7 < ¢, and there are other paths which continue from (z, o) with ¢ < o < 7, then by shifting
the continuations of paths from (z, o) so that they are continuations from (x,t) with ¢ < 7, we
can only increase the time spent at = before time ¢. We stop some paths which pass through (z, o)
early, and extend other paths at (x, 7) to compensate

Hence, if 7 is optimal, in the sense that it maximises E[L, ] amongst minimal
solutions of the Skorokhod embedding problem for p, then for any pair (x,t) we
have that either the stopping rule never involves stopping paths at x before ¢, or, no
paths cross x after ¢.

Let R; = {z : no paths cross z after t}. Then R, is increasing in ¢ and R =
Us>0R¢ defines a barrier.

O

The justification for the embedding property and optimality of the Rost reverse
barrier is similar. Suppose 7 is such that there are paths with (W, € dx, 0 < 7 < t)
and (W, € dx,7 > t). Then we can take (some of) the terminal mass of W, from
those paths which aren’t stopped at o (but do stop by time ¢) and embed that mass by
continuing paths from (z, 7) which are currently stopped at (W, € dx, 7 < t). This
modification of the stopping rule must decrease the value of the local time L7, .

Remark 4. Note that the proofs of the embedding property and of the optimality of
the Root and Rost constructions do not rely on any properties of Brownian motion,
beyond the Markov property and the continuity of paths. We will exploit this fact
when we discuss applications to the pricing of volatility derivatives below.

Example 3. Suppose, that for o, 3 > 0

—Ba?/(2(z+a))
wu(dr) = av/Pe dz; > —a

V21 (z 4 «)3/2
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Wi

Bt — «

Fig. 16 The law p is such that Brownian motion stopped the first time it hits the straight line
x = Pt — ahas law p

The associated barrier function is b(z) = (x + «)/8, which corresponds to the
straight line x = 8t — a. See Fig. 16.

Suppose h is the convex function h(t) = €"* (with n < (3%/2) and consider the
problem of minimising E[h(7)] over stopping times 7 which are solutions of the
SEP for (W, ).

Define the constants ¢ = 3 — /32 — 21 (note that ¢ > 0) and A = 2ne?® /2,
and set M(t,z) = A — Ae?*=¢"1/2 5o that M(0,0) = 0 and M = (M (t, W}))¢>0
is a martingale.

Define I'(x) = infy;~qle" — M (¢, )]. The infimum is attained at ¢ solving

2
nent — )‘(p egpzfap2t/2
2

(at least for x > —a) which reduces to

20 +a) z4a
(Pt B

= b<$)7
where we use (p — 3)? = 32 — 27 so that p? + 21 = 2¢f3. It also follows that

2 2
I'(z) = (1 + —Z) en@te)/B _ —Ze“’o‘.
¥ P

Then, by construction,

h(t) > M(t,z) + I'(x), Vi, x,
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with equality at ¢ = (x4 «) /0. In particular, at t = 7 we have h(r) > M (1, W)+
I'(W,) so that for any 7 with M (¢ A 7, Wi, ) uniformly integrable,

E[n(7)] = E[I"(W7)].

Further, for all 7 which are solutions to the Skorokhod embedding problem for x
we have

E[e"] > /RF(I),LL(CZI) =¥

with equality for the Root embedding 7 = inf{w : W,, = fu — a}.

5.2 Pricing Options on Volatility

Let (P;):>0 be the price process of an asset, (not necessarily a forward price) and
suppose P; is continuous. Denote the quadratic variation by (In P);. The problem is
to derive robust, model independent bounds on the prices of call options on volatil-
ity, and, following Dupire [24] and Carr and Lee [12] the idea is to use to Root and
Rost stopping times, and their optimality properties.

Suppose interest rates are deterministic. (For ease of exposition we will assume
that they are constant, and equal to r.) Then (S;);>0 given by S; = e " P, is a
forward price process, which we may assume to be a martingale under a pricing
measure. Note that In S; = In P, — 7t so that (In P); = (In.S);.

Write X, as shorthand for In S;. Then

T 2 T 2
ds, dP,
r= (%) = [ (%)
0 u 0 u
On the other hand,

T T 2

dS, 1/ (d8u>
Xr—Xo= [ —=2_-2 L I
TR S 2y S,

so that
T 9
<X>T:—21HST+21DS()+/ S—dSu
0 u

Suppose that call options are traded for all strikes so that In S is effectively a
traded asset. Suppose further that the strategy 6; = 2/S; is an admissible dynamic
hedging strategy. Then the integrated squared volatility (X )7 has a model free price
equal to 2(In Sy — In St).

Now consider call options on (X )7 = (Iln P). In particular, consider the secu-
rity with payoff ((X)r — Q)™ .
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Without loss of generality we may assume that Py = Sy = 1, so that Xy = 0.
The goal is to derive model-independent bounds on the price of ((X)r — Q),
assuming that the law of Sy is given (by p say).

Define M; = [} dS;/S;. Then X; = M, — (M)7/2 = M, — (X)7/2. We know
that the continuous local martingale M can be written as a time-change of Brownian
motion: M; = W x,, for some Brownian motion W. We also have

St = BXt = eW<X>t*<X>t/2 _ Z(X>t
where (Z,,).>0 is the exponential Brownian motion Z,, = "V« =%/,
Since St ~ p we have Z, gy, ~ 1, so that (In .S)7 is a solution of the Sko-

rokhod embedding problem for (Z, i1). Conversely, if ¢ is a solution of the SEP for
(Z, /L), and if S} = ZU/\(t/(T—t)) then

ST:ZUN,[L and <1DS>T:<X>T:0'.

If o is the Root solution of the SEP for (Z, i) then we say that (S;)o<;<7 given
by St = Zsat/(7—+) is the Root model. This model is consistent with observed call
prices as represented by p. Then, combining the time-change with Theorem 6 and
Remark 3 we have the following theorem.

Theorem 8 (Dupire [24], Carr-Lee [12]). Suppose call prices satisfy C(K) =
C,.(K) for some distribution (v with mean Sy. Let o be the Root barrier solution
of the Skorokhod embedding problem for (Z, ).

Let ((St)o<t<r,PR) be a model for the forward price for which S; =
Zoun(t)(T—1))- Let ((St)ogth,]p) be any alternative model for which Sy is a
martingale and St ~ p. Then, for any Q > 0,

E*[((InS)r —Q)*] <E[(lnS)r - Q)*)

and the price of a call option on quadratic variation for a given set of vanilla call
prices is minimised under the Root model.
The Rost (reverse barrier) construction gives an upper bound.

5.3 A Path-Wise Hedging Strategy for Volatility Options

Theorem 8 gives bounds on the prices of call options on volatility, but it does not
give an associated super-replicating or sub-replicating strategy. In particular, it does
not give a path-wise inequality which could be used to enforce the bounds, in the
way that the inequality (1) enforces no-arbitrage bounds on the prices of one-touch
digitals. We show below that, subject to solving a variant on the heat equation with
a rather strange ‘boundary condition’, a sub-replicating strategy exists.

Let call prices (for all strikes and maturity 7') be such that S7 ~ p. (By scaling
we may assume that So = 1 and y has support R™ and mean 1.) Suppose that the



The Skorokhod Embedding Problem and Model-Independent Bounds for Option Prices 309

Root solution to the Skorokhod embedding problem for (Z, y) is associated with
the barrier b,,. Consider the problem of pricing an option with payoff i({In S)r)
with h(t) convex.

Theorem 9. Suppose there exists m(t, z) such that m(0,1) = 0, 22—2m” +m =0
and such that
arginf, o [h(t) —m(t, 2)] = bu(2).

Suppose further that 6 given by
Gt = m/(<ln S>t7 St)

is admissible, in the sense that G® = fOT 0,dS; € G°.
Ifwe define I'(z) = infy~o{h(t) — m(t, 2)} = h(b.(z)) — m(t, b.(z)) then

h((In S)7) > I(Sr) + G,

path-wise, and thus

P S)r) = [ I(s)uds)

R+
with equality for the Root model.
Proof. Since h(t) —m(t,z) > I'(z) uniformly in ¢ and z we have

h((ln S>T) > F(ST) + m((ln S)T, ST>
But, by It0’s formula, and using d(In S); = (dS;)?/SZ,

T 52 (dSt)2
m({(InS)7, St) = m(0,1) + / [m d(In S); +m'dS; + EthT
0 ¢

T
= / m'((ln S>t7St>dSt
0

=G
O
Example 4. Suppose h(t) = t and m(¢,z) = 2Inz + ¢. Then m(0,1) = 0 and
m + z%m'’ /2 = 0. Furthermore, h(t) — m(t, z) is independent of ¢ so that, for any
p with Root barrier b,,(z),

I'(z)= irtlf{h(t) —m(t,z)} = h(bu(2)) —m(bu(2),z) = —2Inz.

Then, provided 6 given by 6, = (2/.5;) is admissible we have

P((InS)r) =P(—2InS7) = / (—21n s)u(ds)

R+

and the fair price of a security paying (In S)r is model independent.



310 D. Hobson

Example 5. In this second example the payoff is non-linear and Theorem 9 gives a
model-independent bound, rather than the unique no-arbitrage price. We show how
to construct a sub-replicating strategy which enforces the lower bound. The example
is based on Example 3.

Suppose that i(t) = e". Suppose further that S ~ 1 where

a/y (a—(2y—1)Inz)?
V27 (o + 1n 2)3/2 P ( 8v(a+1Inz) ) 4z

Then b, (z) = (e +1nz)/~.

Fix v = e~ and let ¢ be the smallest root of ¥? — (1 + 2v)y + 2n = 0.
(We assume that 1 is small enough so that this equation has a solution.) Define
=1 —1)/2and A =y~ oY,

Now set m(t, z) = A — A\z¥e~ %! If b(z) = arginf;~o[h(t) — m(t, 2)] then b(2)
solves

z>e

p(dz) =

ne™(Z) = prz¥e=?b(2),

The choices of constants are such that b(z) = b,(z). Provided 6 given by 6, =
—)\wSZZ’ “le—¢(X)¢ is an admissible strategy then, in the notation of Theorem 9,
I'(St) + G? is a sub-replicating strategy for the volatility option with payoff
h((X)7).

The model-independent lower bound on the price of the optionis [, . I'(s)u(ds),
where I'(s) = h(b(s)) — m(b(s), s).

6 Multiple Stopping Times; Option Price Data
for Several Maturities

To date we have assumed that there are a continuum of option prices available, for
vanilla European options of a single maturity. But what if options trade with two (or
more) maturities? Are the option prices consistent with no arbitrage? Can the call
prices from an earlier maturity be used to refine the price bounds? Is it possible to
derive bounds for forward starting options?

In terms of the Skorokhod embedding problem, the equivalent problems relate
to the existence and properties of solutions when the initial law of the Brown-
ian motion is non-trivial. Recall from Theorem 4 that there exist solutions of the
Skorokhod embedding problem for centred initial and terminal laws if and only if
C,.(z) < C,(z). This has an immediate Corollary in the finance setting; a necessary
and sufficient condition for the absence of arbitrage between a pair of (decreasing,
convex) call price functions is that for each fixed strike (in the bond numeraire),
call prices are increasing in maturity. (There are extensions of this result to the case
where only a finite number of strikes are traded, in which case the answer depends
on the ability to extrapolate between the traded strikes to generate convex (in strike)
call price functions whose prices are increasing in maturity. See Biihler [11], Davis
and Hobson [20] or Cousot [14].)
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So, suppose p and v are such C,(z) < C, (), or equivalently U, (z) > U, ().
The aim is to find stopping rules 7 which maximise a functional F'(W;,0 < ¢ <
t < 7) (or in the forward-starting version of the problem F(W;, 0 < t < 7))
where W, ~ p and W, ~ v. the question arises: what are the appropriate gener-
alisations of the Azéma—Yor (or Perkins, Root, Rost ...) embeddings to non-zero
initial law? In the financial context, new derivatives become relevant, such as the
forward-starting straddle option with payoff |St, — St, |- An analysis of this can be
considered as a first step towards pricing the discrete time Asian option with payoff
(>°;<n ST, — K)T, and thence its continuous time analogue.

6.1 Maximising the Law of the Maximum, with Intermediate
Constraints

Consider the problem: find
supP(J; > )

where the supremum is taking over uniformly integrable stopping times 7 such that
there exists o < 7 for which

WO ~ 607 WG’ ~ WT ~ V. (20)

This is directly linked to finding candidate models for which S, ~ pand Sp, ~ v.
It turns out that there are two cases, an easy case, and a hard case.

In the easy case, the barycentres b, and b,, are ordered so that b, (x) < b, (z) for
all z. See Fig. 17. Then the inverse barycentres §,, and j, satisfy 5, (j) < B.(j)-

wl i : W,
W Jr
Fig. 17 A pair of barycentres. In this case the barycentres are ordered and it is possible to find o

and 7 with o < 7 where both separately represent the Azéma—Yor construction of the associated
measure
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In particular, if we define 0 = 7, = inf{w : W, < 8,(Ju)} and 7 = 7, = inf{u :
Wy < B, (Jy)} then o < 7 embed u and v respectively.

Moreover, since 7 is the Azéma—Yor embedding for v, 7 maximises P(J, > j)
over all minimal solutions of the Skorokhod embedding problem for (W, v), and
hence must maximise P(J. > j) over the smaller set of embeddings which are
subject to the intermediate constraint.

Unfortunately, although U, (z) > U,(z) is a necessary condition for b, (z) <
b,(x), VY, it is not sufficient. Suppose for example  ~ (-1 + 61)/2 and v ~
po_2+(1—2p)do+pde. For1/4 < p <1/2wehave —1 = U,(0) > U, (0) = —4p
and then U, (x) > U, (z) for all z. However, for —1 < z < 0 we have b, (z) = 1
and b, (z) = 2p/(1 — p) so that in order to have b,(z) < b,(z) we must have
p > 1/3. For p < 1/3 the barycentres are not ordered.

It follows that the intermediate constraint W, ~ u has an impact on the possible
values of P(J, > j). For more on this situation, and the implications for model-
independent bounds, see Brown et al. [10].

A similar situation arises if we try to extend the Perkins [47], Root [51], Rost [41]
or Vallois [55, 56] constructions to multiple time points. All these constructions
utilise a stopping rule based on the first hitting time of the joint process (W, A,,) of
a domain, where A; is an additive functional of the Brownian path. If these domains
posses a natural ordering, then the construction of optimal stopping times o, 7 sat-
isfying (20) is straightforward. Otherwise the construction of the optimal stopping
rule (i.e. the one which maximises A,) is much more challenging. See Fig. 18 for
an illustration in the Root barrier case.

6.2 Maximising the Law of the Maximum, with Non-Trivial
Initial Law

Now consider the problem:
supP(J; > j)

where the supremum is taking over stopping times 7 such that
Wo ~ p, Wr~v 21

where 1 and v are centred probability measures with U, () > U, (z).

An alternative but equivalent problem is to search for pairs of stopping times
o < 7 for which (20) holds, but to only calculate the maximum over the interval
(o, 7). This corresponds to searching for model-independent derivative prices for
forward-starting options, e.g. for barrier options where the option is knocked-in only
if it is crossed in the period (77, Ts).

Several generalisations of solutions of embeddings to the situation with non-
zero initial laws are known. Hobson [32] shows how to adapt the potential
picture to extend the Azéma—Yor embedding to this case (see Fig. 19) and Hobson
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XN+

x0

Fig. 18 A pair of Root barriers. Suppose we try to solve the problem (20) of constructing an
embedding 7 of v subject to the existence of o < 7 for which W, ~ pu. Let by with associated
stopping region R, embed y; for (different) & and & let by and bo be the associated Root barriers.
If the barriers are ordered, e.g. by > by, then we can define o = inf{u:(u, W,) € R, } and
7 =inf{u: (u, Wy) € RB2 and the problem is solved. But, if the barriers are not ordered (e.g. by

and bs), then a more complicated construction is needed

Fig. 19 Potential theory picture of Azéma—Yor story with non-trivial starting law. The idea is to
run excursions down from the current maximum along tangents to the potential Uy, which intersect
Uy, at the current value of the maximum. See Hobson [32]
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and Pedersen [35] consider the extension of the Perkins embedding, and give
an application to bounds on the prices of barrier options. Indeed, in the case
of a Root [51] barrier solution, the same form of construction still holds, and
7 = inf{u:(u, W,,) € Ry} is an embedding for a suitably chosen barrier b depend-
ing on both p and v.

6.3 Maximising the Law of the Maximum, with a Continuum
of Marginals

Suppose we are given the marginal distributions of a martingale X for every ¢.
For there to exist a process with those marginals we must have that the potentials
are decreasing in ¢, (or equivalently the call option prices are increasing in matu-
rity). By the results of Krylov [39], Gyongy [28] and Dupire [23], if the marginals
arose from a continuous process then we can identify a unique diffusion with the
same marginals. Now we ask, what other processes might have lead to the same
marginals? The Dupire construction gives a canonical process with a given set of
marginals, but it is not unique.

In particular, suppose X; ~ N (0, t), and that X} is a martingale. Clearly one pro-
cess with these marginals is Brownian motion, and Brownian motion is the unique
continuous Markovian martingale with N (0, t) marginals.

Following Oleszkiewicz [45] we can define a fake Brownian motion to be a
martingale with marginals X; ~ N(0,t), which is not Brownian motion. Given
Dupire’s result, in order to find such a process we need to relax either the assump-
tion of continuity of paths, or the Markov assumption.

It is apparent from the discussion in Sect. 6.2 that several of the construction
methods for solutions of the Skorokhod embedding problem for multiple time points
extend to the setting of a family of marginals with parameter ¢, at least under some
restrictions on that family. A first example is the Azéma—Yor construction.

Let y1; ~ N(0,t), and let b, := b,,. By scaling we have that b;(z) = b (vV/?),
so that the family b; is increasing in ¢ for each fixed z. In particular, if 7, = inf{w :
W, < B¢(J,)} then 74 is an increasing family of stopping times such that 7 embeds
. This is the Madan and Yor [40] fake Brownian motion. The resulting process is a
Markovian martingale, for which paths have strictly decreasing continuous parts
interleaved with positive jumps.

By extending the methods of Sect. 6.1 from two to a continuum of time-points we
can also use the Perkins [47] or Vallois [55, 56] construction to generate other fake
Brownian motions. (Note however that the generalisation of the Root [51] construc-
tion does not give a fake Brownian motion, since the barriers are simply vertical
lines and the resulting stopping times are 7; = t.)

Interest in the problem of finding fake Brownian motions began with a pa-
per by Hamza and Klebaner [30]. They use a remarkably clever decomposition
and recombination of the normal distribution to produce a pure-jump martingale
with Gaussian marginals. They also asked the question if there existed continuous



The Skorokhod Embedding Problem and Model-Independent Bounds for Option Prices 315

(non-Brownian) martingales with Gaussian marginals. This was answered in the
affirmative by Albin [1]. Finally, Oleszkiewicz [45] gave an elegant and simple
construction of a continuous fake Brownian motion. In essence this construction
makes use of the fact that R, sin © 4, is a Brownian motion where (R;);>0 is a two-
dimensional Bessel process, (6, ),>0 is a Brownian motion on the unit circle, and
(At)¢>0 is the increasing additive functional such that A, = fot R;2ds. The idea is
to write X; = v/tRsin(U + Wi, ) where R has the same distribution as Ry, U is
uniform distribution on [0, 27) and W is Brownian motion.

The existence of fake Brownian motions implies that although the Dupire [23]
construction gives a model which is consistent with the continuum of traded option
prices (assuming such a family exists) — and perhaps gives the canonical model
consistent with these prices — it is not the unique model with this property. Hence,
although the Dupire diffusion might be used to give a guide price for exotic deriva-
tives, these prices are not the unique prices consistent with no-arbitrage.

6.4 Model Independent Bounds on Basket Options

Underlying the discussion in these notes is a philosophy whereby the prices of ex-
otic options are related to the prices of vanilla (traded) options by the construction
of super-hedges involving those vanilla options. The (primal) pricing problem is
related to a (dual) hedging problem.

The same philosophy can be applied in other contexts, one such being the pricing
of basket (exotic) options, given the prices of (vanilla) call options on the individual
constituents of the basket. It turns out that the model independent upper bound on
the price of a basket option is associated with a model when the assets are co-
monotonic, see Dhaene et al. [21] or Hobson et al. [36].

7 Closing Remarks

In a mature market, the prices of liquidly traded vanilla options are not the expec-
tations of the payoff under a stochastic model, but rather they are fixed by supply
and demand, or market sentiment. From a derivative pricing perspective the objects
of interest become the less liquid exotic derivatives which must be priced relative to
the vanilla options.

In the standard case where the vanilla options are precisely the puts and calls,
knowledge of vanilla prices is equivalent to knowledge of the marginal distribution
of the underlying asset. Then, finding candidate models which fit option prices is
equivalent to finding solutions of the Skorokhod embedding problem, and finding
the range of no-arbitrage prices for an exotic option is equivalent to finding extremal
embeddings which maximise functionals on the Brownian paths.
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The associated no-arbitrage bounds may be quite wide. (Conversely, see Brown
et al. [9], and Example 5 above, in some special cases the upper and lower bounds
coincide, and there is a unique model-independent no-arbitrage price for the exotic
option.) However, each bound is associated with a model which achieves the bound,
and by investigating features of this model it is possible to determine the charac-
teristics of models which lead to high option payouts. (For example, for the model
which attains the upper bound on the price of a lookback option, the overall maxi-
mum is an increasing function of the time-1" price. Whilst in exponential Brownian
motion model the correlation between the final value and the maximum is not per-
fect, the correlation is quite strong, and therefore for realistic parameter values the
model price can be expected to be quite close to the theoretical upper bound.)

The second major advantage of the Skorokhod-embedding-model-independent-
bound approach is that since no assumptions are made on the model the resulting
strategies must be very simple. Even if an agent believes in a particular stochastic
model there may be advantages (especially in the form of lower transaction costs)
in following a semi-static hedging strategy involving calls, when compared with a
delta-hedging strategy with infinite trading. Cox and Obléj [18] compare the per-
formance of a model independent hedge with the Black Scholes hedge for no-touch
options, and conclude that the robust hedge frequently outperforms the classical
delta-hedge, even when transaction costs are small.

The optimal strategy involves purchasing an initial portfolio of traded options,
but this portfolio is held constant over time, and there is no assumption that ele-
ments of the portfolio can be sold at intermediate times. Hence the success of any
super-replicating strategy is not contingent upon any model for movements of option
prices over time.
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Pricing and Hedging in Exponential Lévy
Models: Review of Recent Results

Peter Tankov

Abstract These lecture notes cover a major part of the crash course on financial
modeling with jump processes given by the author in Bologna on May 21-22, 2009.
After a brief introduction, we discuss three aspects of exponential Lévy models:
absence of arbitrage, including more recent results on the absence of arbitrage in
multidimensional models, properties of implied volatility, and modern approaches
to hedging in these models.

Keywords Lévy processes - exponential Lévy models - absence of arbitrage -
Esscher transform - implied volatility - smile modeling - quadratic hedging

1 Introduction

Exponential Lévy models generalize the classical Black and Scholes setup by
allowing the stock prices to jump while preserving the independence and sta-
tionarity of returns. There are ample reasons for introducing jumps in financial
modeling. First of all, asset prices do jump, and some risks simply cannot be han-
dled within continuous-path models. Second, the well-documented phenomenon
of implied volatility smile in option markets shows that the risk-neutral returns
are non-gaussian and leptokurtic. While the smile itself can be explained within
a model with continuous paths, the fact that it becomes much more pronounced for
short maturities is a clear indication of the presence of jumps. In continuous-path
models, the law of returns for shorter maturities becomes closer to the Gaussian
law, whereas in reality and in models with jumps returns actually become less
Gaussian as the horizon becomes shorter. Finally, jump processes correspond to
genuinely incomplete markets, whereas all continuous-path models are either com-
plete or “completable” with a small number of additional assets. This fundamental
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incompleteness makes it possible to carry out a rigorous analysis of the hedging
error and find ways to improve the hedging performance using additional instru-
ments such as liquid European options.

A great advantage of exponential Lévy models is their mathematical tractability,
which makes it possible to perform many computations explicitly and to present
deep results of modern mathematical finance in a simple manner. This has led to an
explosion of the literature on option pricing and hedging in exponential Lévy models
in the late 1990s and early 2000s, the literature which now contains hundreds of
research papers and several monographs. However, some fundamental aspects such
as asymptotic behavior of implied volatility or the computation of hedge ratios have
only recently been given a rigorous treatment.

In this survey, after recalling the essential properties of Lévy processes and
exponential Lévy models, and introducing the notation used throughout the paper,
we discuss, reformulate and extend some recent results on absence of arbitrage,
properties of the implied volatility and approaches to option hedging in these
models.

For background on exponential Lévy models, the reader may refer to textbooks
such as [16,49] for a more financial perspective or [3, 34] for a more mathematical
perspective.

Lévy processes

Lévy processes [3, 7, 48] are stochastic processes with stationary and independent
increments. The only Lévy process with continuous trajectories is the Brownian
motion with drift; all other representatives of this class admit discontinuities in finite
or (countably) infinite number. A general Lévy process can be represented as

Xt:’yt—FBt—FNt—Flingf, (1)
€

where B is a d-dimensional Brownian motion with covariance matrix A4, v € R4,
N is a compound Poisson process which includes the jumps of X with |[AX;| > 1
and M{ is a compensated compound Poisson process (compound Poisson minus its
expectation) which includes the jumps of X with e < |AX,| < 1.

The law of a Lévy process is completely identified by its characteristic triplet:
the positive definite matrix A, the vector v and the measure v on R, called the
Lévy measure, which determines the intensity of jumps of different sizes: v(A) is
the expected number of jumps on the time interval [0, 1], whose sizes fall in A. The
Lévy measure satisfies the integrability condition

/ 1A |z|?v(dz) < oo,
Rd

and v(R?%) < oo if and only if the process has finite jump intensity. The law of X
at all times ¢ is determined by the triplet, and in particular, the Lévy—Khintchine
formula gives the characteristic function:
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Ele™ %] := &, (u) = V™, 4 e R,

1 .
where ¢(u) =iv.u+ §Au.u —|—/ (™" =1 —iuxly<1)v(dz).
Rd

In the above formula and everywhere in this paper, a.b denotes the dot product of
vectors a and b.
The jump measure of X, defined by

Jx([tl,tg] X A) = #{f S [tl,tg] AX, € A},

is a Poisson random measure with intensity dt X v(dx), and using this notation, the
representation (1) can be rewritten as

X, = 'yt—|—Bt+// xJx (ds x dx) +11m// a:JX (ds x dx),
|z|>1 €l0 <|z|<1

where Jx (ds x dz) := Jx(ds x dz) — ds x v(dz) is the compensated version
of Jx.

Exponential Lévy models

The Black—Scholes model
dS’t

= pdt dW,
S, = pat +oaWy

can be equivalently rewritten in the exponential form S; = Sge("’dz/ 2)t+oWe This
gives us two possibilities to construct an exponential Lévy model starting from a
(one-dimensional) Lévy process X: using the stochastic differential equation:

dssde

ng =rdt + dXt, (2)
or using the ordinary exponential

SEP = Sgrertt X 3)

where we explicitly included the interest rate r (assumed constant) in the for-
mulas, to simplify notation later on. The subscripts sde for stochastic differential
equation and exp for exponential, used here to emphasize the fact that S*? and
SP are different processes, will be omitted throughout the paper when there is
no ambiguity. Sometimes it will be convenient to discount the price processes

with the numéraire B(t,T) = e~ "(T~" for some fixed maturity 7. In this case
St = B(%T) =er(T-1)gG, and the equations become
dSt

=dX; “)

t—
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or S = S’Oex‘, (&)

The solution to (4) with initial condition S’o = 1 is called the stochastic expo-
nential of X, written explicitly as

EX)e =M T (14 AX e 2%
s<t:AX #0

It can become negative if the process X has a big negative jump: AX, < —1
for s < t. However, if X does not have jumps of size less or equal to —1, then its
stochastic exponential is positive, and can be represented as the ordinary exponential
of another Lévy process [26], which shows that the formulations (4) and (5) are
equivalent, and the choice of one or the other is simply a matter of convenience for
a particular problem.

Examples of exponential Lévy models

Parametric exponential Lévy models fall into two categories. In the first category,
called jump-diffusion models, the “normal” evolution of prices is given by a diffu-
sion process, punctuated by jumps at random intervals. Here the jumps represent
rare events — crashes and large drawdowns. Such an evolution can be represented by
a Lévy process with a nonzero Gaussian component and a jump part with finitely
many jumps:

Ny

Xy =yt+oWi+ >, (6)

i=1
where (Y;) are i.i.d. and N is a Poisson process.

In the Merton model [39], which is the first model of this type, suggested in the
literature, jumps in the log-price X are assumed to have a Gaussian distribution:
Yi~N (,LL, 52)

In the Kou model [32], jump sizes are distributed according to an asymmetric
Laplace law with a density of the form

vo(da) = [pAye 1m0 + (1 — p)A_e 21711, o]dx @)

with Ay > 0, A_ > 0 governing the decay of the tails for the distribution of posi-
tive and negative jump sizes and p € [0, 1] representing the probability of an upward
jump. The probability distribution of returns in this model has semi-heavy (exponen-
tial) tails.

The second category consists of models with an infinite number of jumps in every
interval, called infinite activity or infinite intensity models. In these models, one does
not need to introduce a Brownian component since the dynamics of jumps is already
rich enough to generate nontrivial small time behavior [13].

The variance gamma process [10, 38] is obtained by time-changing a Brownian
motion with a gamma subordinator and has the characteristic exponent of the form:
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UQO'QKZ

P(u) = —% log(1 + — i0Kku). (8)

The density of the Lévy measure of the variance gamma process is given by

c _ c _
V(@) = e Mlaco + e Lo, ©)
where ¢ = 1//1,)\ = —W— %and)\_ = —W‘F%-
+ o o lea o

To define the tempered stable process, introduced by Koponen [31] and also
known under the name of CGMY model [13], one specifies directly the
Lévy density:

c_ c aw
v(z) = T e M50 (10)

—A_|z|
e 1 +
<0 .’L‘1+O‘+

withay <2and o < 2.

2 The Esscher Transform and Absence of Arbitrage
in Exponential Lévy Models

To find out whether a given exponential Lévy model is suitable for financial model-
ing, one needs to ensure that it does not contain arbitrage opportunities, a property
which, by the fundamental theorem of asset pricing, is guaranteed by the existence
of an equivalent martingale measure. The no arbitrage equivalences for exponential
Lévy models were studied in [15,28,55] in the one-dimensional unconstrained case
and more recently in [30] in the multidimensional case with convex constraints on
trading strategies. In this section, we start by reviewing the one-dimensional result,
and then provide a multidimensional result (Theorem 2) which is valid in the un-
constrained case only but is more explicit than the one in [30] and clarifies the link
between the geometric properties of the Lévy measure and the arbitrage opportuni-
ties in the model.

In the Black—Scholes model, the unique equivalent martingale measure could be
obtained by changing the drift of the Brownian motion. In models with jumps, if the
Gaussian component is absent, this is no longer possible, but a much greater variety
of equivalent measures can be obtained by altering the distribution of jumps. The
following proposition describes the possible measure changes under which a Lévy
process remains a Lévy process.

Proposition 1 (see Sato [48], Theorems 33.1 and 33.2). Let (X,P) be a Lévy pro-
cess on R with characteristic triplet (A,v,~); choose n € R% and p : R — R
with

/ (e¥@/2 _1)2p(dz) < co. (11)
Rd
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and define
t
Uy = n.XC+/ / (e¥@) —1)Jx (ds dz),
0 JR4

where X © denotes the continuous martingale (Brownian motion) part of X, and Jx
is the compensated jump measure of X.

Then E(U); is a positive martingale such that the probability measure P’
defined by

dP'|F,
Py, EWU), (12)

is equivalent to P and under ', X is a Lévy process with characteristic triplet
(A, V', 7") where V' = e¥v and

v :'y—i—/ (V' —v)(dz) + An. (13)
|z|<1

A useful example, which will be the basis of our construction of an equiva-
lent martingale measure is provided by the Esscher transform. Let X be a Lévy
process on R? with characteristic triplet (A4,v,7), and let § € R? be such that
flr|>1 e?*v(dr) < oo. Applying a measure transformation of Proposition 1 with
n = 6 and p(x) = 0.2, we obtain an equivalent probability under which X is a
Lévy process with Lévy measure 7(dz) = e’®v(dxr) and third component of the
characteristic triplet ¥ = v + A0 + f\z\gl x(e?® — 1)v(dx). Using Proposition 1,
the Radon—Nikodym derivative corresponding to this measure change is found
to be

dP'| 7, el X
d]P’||;f = Bl %] = exp(0.X; — k(0)1), (14)

where () := In E[exp(0.X1)] = ¢ (—i6).

Although the two definitions of an exponential Lévy model, via the ordinary ex-
ponential (5) or via the stochastic exponential (4), are equivalent, the set of Lévy
processes that lead to arbitrage-free models of the form (5) does not necessarily co-
incide with the set that yields arbitrage-free models of the form (4). In particular,
we shall see that the no-arbitrage conditions for multidimensional stochastic and
ordinary exponentials are considerably different. It will be more convenient to find
these conditions for models of type (4) first and then deduce the conditions for ordi-
nary exponentials using the transformation X; := In £(Y"),. In the multidimensional
case, this transformation must be applied to each component.

In an exponential Lévy model of type (4), the absence of arbitrage is tantamount
to the existence of a probability Q equivalent to P such that £(X) is a Q-martingale.
We will see that when this is the case, it is always possible to find a martingale
probability Q@ ~ P under which X remains a Lévy process, which means that X
itself must be a Q-martingale (cf. Proposition 8.23 in [16]).
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We start with the one-dimensional case. In the sequel, cc(A) denotes the smallest
convex cone containing A and ri(A) denotes the relative interior of the set A,
that is, the interior of A in the smallest linear subspace containing A. In particular,

ri({0}) = {0}.

Theorem 1 (Absence of arbitrage in models based on stochastic exponentials,
one-dimensional case). Ler (X,P) be a real-valued Lévy process on [0, T with
characteristic triplet (02, v,~). The following statements are equivalent:

1. There exists a probability Q equivalent to PP such that (X, Q) is a Lévy process
and a martingale.

2. Either X = 0 or (X,P) is not a.s. monotone.

3. One of the following conditions is satisfied:

(i) o>0.

(ii) o =0and f\z\gl |z|v(dx) = oc.

(iii) 0 = 0, flrlél |zlv(dz) < oo and —b € ri(cc(suppv)), where b = v —
flxlgl av(dx) is the drift of X.

Condition (2) implies that if an exponential Lévy model admits an arbitrage, it can
be realized by a buy-and-hold strategy (if X is increasing) or a corresponding short
sale (if X is decreasing).

It is easy to see that condition (iii) above is satisfied if and only if 0 = 0,
f|90|<1 |z|v(dz) < oo and one of the following is true:

e v((—00,0)) > 0and v((0,00)) > 0.

e v((—00,0)) >0andb > 0.

e v((0,00)) > 0andb < 0.

o The trivial case of a constant process: v = 0 and b = 0.

In other words, when a finite-variation Lévy process has one-sided jumps, it is
arbitrage-free if the jumps and the drift point in opposite directions.

Before proceeding with the proof of Theorem 1, we will show that for one-
dimensional exponential Lévy models of the form (5), the no-arbitrage conditions
are actually the same as for stochastic exponentials.

Corollary 1 (Absence of arbitrage in models based on ordinary exponential,
one-dimensional case). Let (X,P) be a real-valued Lévy process on [0,T] with
characteristic triplet (02, v,~). The following statements are equivalent:

1. There exists a probability Q equivalent to P such that (X, Q) is a Lévy process
and X is a martingale.

2. Either X = 0 or (X, P) is not a.s. monotone.

3. One of the following conditions is satisfied:

(i) o>0.
(ii) o =0and f\z\gl |z|v(dx) = oc.
(iii) o =0, flrlél |z|v(dz) < 0o and —b € ri(cc(supp v)).
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Proof. 1t suffices to show that In £(X) is monotone if and only if X is monotone.
From [16, Proposition 8.22] it is easy to see that In £(X) is a finite variation process
if and only if X is a finite variation process. In the finite-variation case, the stochastic
exponential has a simple form:

EX ) =" [0+ AX,),

s<t

and it is readily seen that the monotonicity properties of X and log£(X) are
the same.

Proof (Proof of Theorem 1). We exclude the trivial case X = 0 a.s. which clearly
does not constitute an arbitrage opportunity (every probability is a martingale
measure).

The equivalence 2 <= 3 follows from [16, Proposition 3.10].

3 = 1. Define a probability P equivalent to P by

S -e([ o)

x

Under P, X has characteristic triplet (02, 7,7) with 7 = e~ *v and vy =+
flr|<1 z(e=®" — 1)u(dz). Itis casy to see that E¥[e*X+] < oo forall A € R and all
t>0.

Suppose that the convex function A — EP [e

AX1] has a finite minimizer \*. Then,

using the dominated convergence theorem, E*[ X N X 1] = 0 which implies that X
is a Q-martingale with
d(@|~7:t B eA*Xt
dP|r,  Ele*™]
To show the existence of a finite minimizer \*, it is sufficient to prove that
EP[e*1] — oo as A — oo, or, equivalently, that the function

(Essher transform)

~ 2
F(A) =log EF[e?M] = %)\2 + AN+ /(e” — 1= Azlpy<y)e ™™ v(da).
R

goes to infinity as A — oc. In case (i), f”/(\) > o which means that f(\) — oo as
A — 00. In case (ii),

') =% +/ :ce_g”Qu(d:E) + / z(eM — 1)e_w2u(d:c),

|z|>1 R
and it is not difficult to check that limy_, ;o f/(A) = +oo and limy_,_
f'(\) = —oo which means that f(\) — oo as A — oo. In case (iii),

') =b+ / zeMe " v(da),

R
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and it is easy to see, by examining one by one the different mutually exclusive cases
listed after the statement of the theorem, that in each of these cases f’ is bounded
from below on R and therefore once again, f(\) — oo as A — oo.

1 = 2. Itis clear that a process cannot be a martingale under one probability and
a.s. monotone under an equivalent probability, unless it is constant.

In the multidimensional case, the no arbitrage conditions for ordinary and
stochastic exponentials are different. We start with the simpler case of stochastic
exponentials.

Let (X,P) be an R%valued Lévy process on [0, 7] with characteristic triplet
(A,v,7v). To describe the no-arbitrage conditions, we need to separate the finite
and infinite variation components of X . We therefore introduce the linear subspace
L C R? containing all vectors w € R? such that w.X is a finite variation process.
From Proposition 3.8 and Theorem 4.1 in [16], it follows that

L=NA)N{weR?: / |w.z|v(dx) < oo},

|z <1

where NV'(A) := {w € R? : Aw = 0}. Further, denote by X* the projection of X
on £. X* is a finite variation Lévy process with triplet (0, v*,v*), and we denote

its drift by
b =~ —/ xv” (dx).
LN{z:|x|<1}

Theorem 2 (Absence of arbitrage in models based on stochastic exponential,
multidimensional case). Let (X,P) be an R%-valued Lévy process on [0, T| with
characteristic triplet (A, v, ). The following statements are equivalent:

1. There exists a probability Q equivalent to P such that (X, Q) is a Lévy process
and (X*) is a Q-martingale for all i.

2. Forevery w € R% the process w.X satisfies one of the equivalent conditions (2)
or (3) of Theorem 1.

3. —b* € ri(cc(supp v*)).

Let us comment on the equivalent conditions of the above theorem.

To understand condition (2), assume that for some w € R4, the process w.X does
not satisfy the equivalent conditions of Theorem 1, meaning that it is either strictly
increasing or strictly decreasing. Consider a portfolio where the relative proportions
of different assets are kept constant and equal to w;. The proportions may, of course,
change when the underlying assets jump, but it is assumed that they are readjusted
to their constant values immediately after the jump. Such a strategy is called a fixed-
mix strategy. The discounted value V; of such a portfolio satisfies the SDE dv, =
Vi_w.dXy, and therefore either this portfolio constitutes an arbitrage strategy or
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an arbitrage strategy can be obtained by shorting this portfolio. Condition (2) thus
implies that a multidimensional exponential Lévy model is arbitrage-free if and only
if there are no fixed-mix arbitrage strategies.

The third condition is a concise characterization of arbitrage-free exponential
Lévy models in terms of their characteristic triplets. This condition is always satis-
fied if the process X has no finite-variation components: in this case £ = {0} and
condition (3) reduces to 0 € {0}. If the process is of finite variation, this condition
reduces to —b € ri(cc(supp v)), that is, the drift and the finite variation jumps must
point in opposite directions.

Proof (Proof of Theorem 2). 1 =- 2 is readily obtained by an application of
Theorem 1 to the process w.X.

2 = 1. By an argument similar to the one in the proof of Theorem 1, we can
suppose without loss of generality that for all A € R?, E[e**1] < co. The function
f: A E[eM¥1] < oo is then a proper convex differentiable function on R¢ and
if \* is a minimizer of this function, E[Xie* X1] = 0 foralli = 1,...,d and we
can define an equivalent martingale measure QQ using the Esscher transform

dQ|-7'—t o BA*.Xl
dPlr, ~ EleX-X]

Suppose that w.X is a Lévy process satisfying conditions (2) or (3) of Theorem 1.
Then it follows from the proof of this theorem that w.X is either constant or
limy, o E[e**1] = co. Hence, the function f is constant along every recession
direction, which implies that f attains its minimum (Theorem 27.1 in [43]).

2 = 3. Suppose —b* ¢ ri(cc(suppv©)). Then —b* can be weakly separated
from cc(supp v*) by a hyperplane contained in £, passing through the origin, and
which does not contain —b* or cc(supp v*) completely (Theorems 11.3 and 11.7 in
[43]). This means that there exists w € L such that

bL.wZO and x.w >0, Vmesuppuﬁ

with either b“.w > 0 or z.w > 0 for some = € suppv*. In this case, ri(cc
(supp ™)) is either {0} or (0, o), where the measure v* is defined by v (A): =
vE({z € Lrw.x € A}). If b .w > 0, this implies that —b*.w ¢ ri(cc(suppv?)). If
b*.w = 0 then necessarily z.w > 0 for some = € supp > which means that in this
case ri(cc(suppr™)) = (0, 00) and once again —b*.w ¢ ri(cc(supp ™). In both
cases, we have obtained a contradiction with 2.

3 = 2. Assume that —b* € ri(cc(suppr*)) and let w € R4 If w ¢ L than
w.X has infinite variation and the claim is shown. Assume that w € £ and let
RY := ri(cc(suppr™)). R™ can be equal to R, half-axis or a single point {0}. If
R™ = R, there is nothing to prove. In the two other cases, —b.w ¢ R™ means that
w weakly separates —b* from cc(supp v*) in such a way that either b*.w > 0 or
x.w > 0 for some x € supp v~, which is a contradiction with (3).
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Case of models based on ordinary exponentials

In multidimensional models of type (5), contrary to the one-dimensional case, the
no-arbitrage conditions are not the same as in models of type (4), as the following
example illustrates. Let NV be a standard Poisson process with intensity A and define

X} =N, —Ae— 1)t Sl = SkeXi.
X2=—N,—XNe' = 1)t 52 = §2eX7.

The linear combination X ! + X2 is nonconstant and monotone, however the model
is arbitrage-free since S* and S? are easily seen to be martingales.

To check whether a model of type (5) based on an R%-valued Lévy process X is
arbitrage-free, one should construct the equivalent model of type (4) by computing
Y} =In&(X?); fori = 1,...,d, and then check the conditions of Theorem 2 for
the process Y. The following remarks can facilitate this task in some commonly
encountered cases:

o The space L of finite variation components is invariant under the mapping In &;
therefore, if the process X does not have finite variation components, the model
is arbitrage-free.

o If the Lévy measure v~ of X has full support then the Lévy measure ¥ of Y’
satisfies cc(supp ¥) = R?, which implies that the model is arbitrage-free.

o If an orthant is contained in the support of X, this orthant will also be contained
in cc(supp vY).

3 European Options in exp-Lévy Models

Given the results of Sect. 2, in any “reasonable” exponential Lévy model we can
assume that there exists a probability measure Q equivalent to P such that the
discounted prices of all assets are Q-martingales. In practice, this measure is usu-
ally found by calibrating the exponential Lévy model to market quoted prices of
European options [5, 17], and the first step in using the model is therefore to obtain
fast pricing algorithms for European calls and puts.

Prices of European options in exponential Lévy models can be computed directly
from the characteristic function of X which is explicitly known from the Lévy—
Khintchine formula. This idea was first introduced to finance by Carr and Madan
[10] (for European calls and puts) and later extended and generalized by many au-
thors including [19, 36,37,42]. The result given below is a slight generalization of
the one in [19], allowing both discontinuous pay-off functions and Lévy processes
without a bounded density, such as variance gamma.
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We start with a one-dimensional risk-neutral exponential Lévy model in the form
(5). Under the risk-neutral probability, the process eX must therefore be a martin-
gale, a condition which can be expressed in terms of the characteristic triplet of X:

A
v+ 5 + /R(ey —-1- y1|y|§1)u(dy) = 0.

We consider a European option with pay-off G(S7) = G(S7) at time T and de-
note by g its log-payoff function: G(e*) = g(z). As above, we denote by P, the
characteristic function of X;.

Proposition 2. Suppose that there exists R # 0 such that

g(x)e= 8% has finite variation on R, (15)

g(@)e™ " € LI(R), (16)

ElefiXt—] <00 and |, [Br_twiR)] ) <« 50 (17)
R 1+ u| .

Then the price at time t of the European option with pay-off function G satisfies

P(t,S;) := e "D E[G(S7)| Fi]

e—r(T—t)

= / Gu+iR)Pr_i(—u — iR)SE~ " du, (18)
271' R

where
g(u) ::/Rei“zg(x)d:v.

Proof. By integration by parts for Stieltjes integrals,

g(u—i-zR) :/g(x)eiw(u—i-iR)dx: 1

im(u-‘riR)d i 19

This implies in particular that

C

j R < ——
|9(u+iR)| < PEITR

u € R. (20)

Suppose that & > 0 (the case R < 0 can be treated in a similar manner) and
consider the function

flay =t [ " pdz),
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where p denotes the distribution of X7_;. From the assumption (17) it follows

/eRmp(d:E) < o0
R

and therefore lim, o, f(z) = 0. Clearly also lim,_,_, f(x) = 0. By integration
by parts,

N 1 N
[ f@de =g [ emnlan) + Z) - F-3).

This shows that f € L'(R) and it follows that

—iux o ¢T—t(_u B ZR)
/Re flx)dx = B

From condition (17) it follows that f can be recovered by Fourier inversion (cf. [46,
Theorem 9.11]):

_ i iux QT*t(_u B ZR)
f(z) = 5 /Re R du. (1)

Let us now turn to the proof of (18). From (19), (21) and Fubini’s theorem,

— | §(u+iR)Pr_y(—u —iR)SE"du (22)
27T R
- 1 R eiuzqv)Tit(_u _ iR)e(Rfiu) log S
= Rdg(x)e /Rdu i (23)
- / dg(w)e RE10850 (5 —10g §;) = / dg() / Cp(d2)  (24)
R R z—log S
- / o(z +log S)p(dz) = FG(Sr)|F = ERG(STIF].  (25)
R

Example 1. The digital option has pay-off G(St) = lg,>xk. In this case for all
R > 0 conditions (15) and (16) are satisfied and

iu—R

g(u+iR) = .

Example 2. The European call option has pay-off G(St) = (St — K)*. Therefore,
conditions (15) and (16) are satisfied for all R > 1,

Kiu+17R

JutiR) = R =T )
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and the price of a call option can be written as an inverse Fourier transform:

—r(T—t) Kiu+1fRSrR—iuqv) B (_ _ R)
& T+t u (3
C(t,S) = L d
(t, 50) ot Ju  (R—iu)(R—1—u) "

du

B S, / ekf(iu+17R)@T,t(—u _ ZR)
2t Jg (R—iu)(R—1—iu)

where k/ is the log forward moneyness defined by k/ = In(K/S;) — (T — t).
This property allows to compute call option prices for many values of &/ in a single
computation using the FFT algorithm (see [10] or [16] for details).

4 Implied Volatility

Recall the well-known Black—Scholes formula for call option prices:

CB3(t,8,T,K,0) = S;N(d1) — Ke " TN (dy) (26)

log(Ke =)+ 710%/2 and N(u 1 _édz,
o\T \/27r

where 7 = T' — t. If all other parameters are fixed, (26) is an increasing continuous
function of o, mapping (0, o) into ((S; — Ke~"7)",S;). The latter interval is the
greatest interval allowed by arbitrage bounds on call option prices. Therefore, given
the market price C; (T, K) of a call option, one can always invert (26) and find
the value of volatility parameter which, when substituted into the Black—Scholes
formula, gives the correct option price:

with d172

A ST, K)>0:  CP5(t,8,T,K,2(T,K)) = C:(K,T). (27

This value is called the (Black—Scholes) implied volatility of the option. For fixed
(T, K), the implied volatility X, (T, K) is in general a stochastic process and, for
fixed t, its value depends on the characteristics of the option such as the maturity 7'
and the strike level K the function X} : (T, K) — X\ (T, K) is called the implied
volatility surface at date ¢ (see Fig. 1). Using the log moneyness k = log(K/S;)
of the option, one can also represent the implied volatility surface as a function of
k and time to maturity: I;(7,k) = X;(t + 7, S;e*). From the independence and
stationarity of increments of X, it follows that the definition of implied volatility
(27) is equivalent to

E[(eXT _ ek—rr>+] _ E[(eIWT—IQ7T _ ek_TT)+].
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Fig. 1 Left: Profile of the implied volatility surface as a function of time to maturity and mon-
eyness for the Merton jump-diffusion model with o = 15%, § = 1 and X\ = 0.1. Right: Implied
volatility surface as a function of time to maturity and moneyness for the variance gamma model
using parameters taken from [38]. Note the flattening of the skew with maturity

Since each side depends only on (7, k) and not on ¢ one concludes that in expo-
nential Lévy models, the implied volatility for a given log moneyness & and time to
maturity 7 does not evolve in time: I;(7, k) = Io(7, k) := I(7, k). This property is
known as the floating smile property.

In exponential Lévy models, the properties of the implied volatility surfaces can
be characterized in terms of the asymptotic behavior of the surface for large and
small values of strike and maturity. We start with the large and small strike behavior
which was first analyzed by Roger Lee [35]; this analysis was subsequently ex-
tended and made more precise by Benaim and Friz [23, 24]. Their results, reviewed
below, take a particularly simple form in the case of Lévy processes, because the
critical exponents do not depend on time. Next, we study the short maturity asymp-
totics, where it turns out that the behavior of the implied volatility is very different
for out of the money (OTM) and at the money (ATM) options. Below, we present
some original results for the two cases. Finally, the long-maturity asymptotics were
recently studied by Tehranchi [56, 57] and Rogers and Tehranchi [44]. We review
their results in the case of Lévy processes, where once again, the formulation is
particularly simple and interesting links to the large deviations theory and Cramér’s
theorem can be made.

Large/small strikes

The limiting slope of time-rescaled implied variance as a function of log-strike turns
out to be related to the critical exponents of the moment generating function of the
log-price process X, defined by

g = —inf{u: B[] < oo}, rf = sup{u: E[e"¥] < oo},

uXt] < oo at least for

It is clear that the interval [—g; , 7] is nonempty, because E[e
all u € [0, 1] by the martingale condition.
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Proposition 3 (Implied volatility asymptotics at extreme strikes [23]). Fix 7>0
and suppose that v € (0,00) and qg& € (0,00) and that the moment generating
function blows up in a regularly varying way around its critical exponents (see [23]
for a precise definition). Then the implied volatility I(t, k) satisfies

I*(r,— k)T
||

I2(7. k
v and TOET cr 1) as ko oo,

where the function £ is defined by £(x) = 2 — 4(Va? + x — x).
This proposition extends in a natural way to the case of infinite critical exponents:

I2(1, k)T k—goo
k

I2(1,—k)T kotoo
k|

0 ifgf =00 and 0 if pi = o0.

This was shown already in the original work of Roger Lee [35].

For Lévy processes, the exponents ¢* and r* do not depend on ¢ and are partic-
ularly easy to compute, since the moment generating function is known from the
Lévy—Khintchine formula. In particular, the models with exponential tail decay of
the Lévy measure such as variance gamma, normal inverse Gaussian and Kou satisfy
the necessary conditions for the Proposition 3 and their critical exponents coincide
with the inverse decay lengths: ¢* = A_ and r* = A,. Figure 2 shows that the
asymptotic linear slope of the implied variance as a function of log strike can be ob-
served for values of k£ which are not so far from zero, especially for short maturity
options.

In Merton model, the tails of the Lévy measure are thinner than exponential and
the critical exponents ¢* and r* are infinite. The remark after Proposition 3 then
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Fig. 2 Smile asymptotics: implied variance multiplied by square root of maturity as function
of log-strike in the variance gamma model with parameters taken from [38]: ¢ = 0.1213,
0 = —0.1436, k = 0.1686
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only tells us that the limiting slope of the implied variance is zero, but other results
in [24] allow to compute the exact asymptotics: for the right tail we have
k

2
I(T,k)TkHOO5X2 TTosk when § > 0

and

k
I2(T,k)7'k:00/£><m, whenézO,

where 0 is the standard deviation of the jump size and y is the mean jump.

Short maturity asymptotics

The short maturity behavior of implied volatility in exponential Lévy models is
very different from that observed in stochastic/local volatility models with contin-
uous paths. While in continuous models the implied volatility usually converges to
a finite nonzero value as 7 — 0, in models with jumps the implied volatility of
out of the money or in the money options blows up. On the other hand, the implied
volatility of at-the-money options converges to the volatility of the diffusion com-
ponent as 7 — 0; in particular it converges to zero for pure jump models. This leads
to very pronounced smiles for short maturity options (in agreement with market-
quoted smiles). The intuitive explanation of this effect is that in most continuous
models, the stock returns at short time scales become close to Gaussian; in partic-
ular, the skewness and excess kurtosis converge to zero as 7 — 0. By contrast, in
models with jumps, the distribution of stock returns at short time scales shifts fur-
ther away from the Gaussian law; the skewness and kurtosis explode as % and %
respectively.

The short maturity asymptotics of implied volatility smile in exponential Lévy
models can be computed by comparing the option price asymptotics in the Black—
Scholes model to those in the exponential Lévy model (some results in this direction
can be found in Carr and Wu [12] and Roper [45]). To simplify the developments,
we suppose that the interest rate is zero. Then the normalized Black—Scholes price
satisfies
cps(t,k,0) = N(di) — e*N(da), di2= K, L

' VR A

Using the asymptotic expansion of the function N [1], we get, for the ATM options
(k= 0):

ov/T

cps(t, ko) ~ 28
BS( ) \/% (28)
and for other options
k/2 2
CBS(Ta kv(j) ~ ° 0373/26_2:72"7 (29)

k2v/2m

where the notation f ~ g signifies g —lasT— 0.
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In every exponential Lévy model satisfying the martingale condition, we
have [47]

E[(e® —eM)T] ~ T/(@I — e tu(dz), fork >0 (30)
E[(ef — X)) ~ T/(ek —e")Tu(dz), fork <0 31

From these estimates, the following universal result can be deduced: it confirms the
numerical observation of smile explosion in exponential Lévy models and gives the
exact rate at which this explosion takes place.

Proposition 4 (Short maturity asymptotics: OTM options). Let X be a Lévy
process with Lévy measure v satisfying suppv = R. Then, for a fixed log money-
ness k # 0, the implied volatility I(t, k) in the exponential Lévy model S; = SpeXt
satisfies

. 2I%(1,k)Tlog %
lim ———+ = 1. (32)
Proof. Suppose first that & > 0. It is clear that I(7,k)\/T — 0 as 7 — 0 be-
cause otherwise the option price would not converge to 0. We then have, from OTM
Black—Scholes asymptotics (29):

eps(T,k, I(7,k))

=1
2
01](7',/{)37'3/26721257)"

lim
T—0

)

where C; >0 does not depend on 7. Denote the (normalized) call price in the ex-
ponential Lévy model by ¢(7, k). Under the full support hypothesis, ¢(7, k) ~ Ca1
with C > 0 which once again does not depend on 7. By definition of the implied
volatility we then have

lim Car - =L

0 C1I(7,k)3713/2e 2127

Taking the logarithm gives
k2

. 1
}ll}r%){log(CQ/Cl) + 310g[(7’, k) + 510g7' — m} = 0

Now, knowing that I%(7, k)7 — 0, we can multiply all terms by I%(7, k)7:
72 32 2 2 k?
hnb{l 7log(Cs/Ch) + 5] Tlog(I“T) — I*Tlog T — 7} =0.

Since the first two terms disappear in the limit, this completes the proof in the case
k > 0. The case k < 0 can be treated in a similar manner using put options.
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For ATM options, the situation is completely different, from estimate (28) we will

deduce that the implied volatility does not explode but converges to the volatility of
the diffusion component.

Proposition 5 (Short maturity asymptotics: ATM options).

1.

Let X be a Lévy process without diffusion component and with Lévy measure v
satisfying fl$|<1 |z|v(dz) < oco. Then, the ATM implied volatility I(7,0) in the
exponential Lévy model Sy = SoeXt falls as \/T for short maturities:

lim I(r,0)

7—0 /27T max (f(ez - 1)+V(dx),f(1 - e””)+V(dI)) =

Let X be a Lévy process with characteristic exponent
Y(u) = iyu— |u| f(u)
forl < a < 2 and some continuous bounded function f satisfying

lirf fwy=cy, lim f(u)=c_, 0<c1,ca<o0.
This includes in particular stable and tempered stable processes with 1 < av < 2.
Then, the ATM implied volatility I(7,0) in the exponential Lévy model S; =
SoeXt falls as 7'/ *=1/2 for short maturities:

. I(7,0) B
Tl_>mo 07.1/(171/2\/% -

with C = =1 (=1/a)(c}/* + /).
Let X be a Lévy process with a diffusion component with volatility o and Lévy
measure satisfying [ x?v(dx) < oc. Then the ATM implied volatility I1(7,0) in

the exponential Lévy model Sy = Sye™t convergesto o as 7 — 0.

The short-maturity smile asymptotics are illustrated in Fig. 3: the ATM implied

volatility converges to the value of ¢ and the out of the money and in the money
volatilities eventually become very large as 7 approaches zero.

Proof.

1.

Let b denote the drift of X. Since X is a finite-variation process, the [to—Tanaka
formula applied to the function (1 — eX7)* does not yield a local time term, and
we obtain

Bl(1—e¥r)*]

- F [b/o ethxt<0dt+/OT/Ry(dx){(1 — eXetayt (1 = XeyH)| gt



338

P. Tankov
Fig. 3 Smile asymptotics: 0.55
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By L’Hopital’s rule,

lim lE[(l — %)

T—0 T
=0 liIrbE[eX*leSo] + lin%E [/ v(de){(1 —eXTo)F — (1 —eX)T}].
T— T— R

From Theorem 43.20 in [48], % — b almost surely as ¢ — 0. From this

we deduce that lim, o E[eX"1x_<q] = 1p<o. Using the dominated convergence
for the second term above, we finally obtain

lim lE[(l — X)) = blp<o + /]R v(dr)(1 —e”)".

T—0 T

Since by the martingale condition,

b+ /(em —1v(dz) =0,
R
this limit can be rewritten as
1
1imo —E[(1 X)) = max(/(em — Dt (dr), /(1 — e tu(dr)).
T—0 T
Comparing this expression with the Black—Scholes ATM asymptotics, we obtain

the desired result.

. Let p; denote the density of X; (which exists and is square integrable under the
hypotheses of this part). The ATM call option price is given by

e(r,0) = /(ez — 1) pi(x)da.
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Let us fix a constant § < —1 and define
é(r,0) = /(em — 1) Tepy(x)d.
Then it follows from results in [47] that
(r.0) = &(r.0) = [ (e* = 1) (1 = *)pu(dn) = O

as 7 — 0. This means that it is sufficient to study the decay properties of ¢. This
function is a scalar product of the square integrable function p; by the square
integrable function (e* — 1)*e”*. By the Plancherel theorem we then have

- 1 eT¥(u) 1 ei‘r’yufﬂu\"‘f(u)
”“m:%/w—MW4—m“‘%/w—mww—m“'

On the other hand, direct computation shows that

ei’yurdu
e = o

as 7 — 0. Then, changing the variable of integration, we obtain

1/a ivz'rlfl/o‘ —|z|°‘f('r71/°‘z) -1
—&(r,0) = / (e le )iz + 0(r).

2m z —iri/aB)(z — it/ (1 + B3))

The dominated convergence theorem then yields

dz
27

1[0 eelE" -1 I |
—r—Yeg(r 0 _ a4 — -z -
T é(r,0) — / = z+ o7 /. e

— 00

as 7 — oo. This result generalizes the findings of Carr and Wu [12]. Comput-
ing the integrals and comparing the result to the Black—Scholes at the money
asymptotics, we obtain the final result.

3. Under the conditions of this part, we can write the characteristic exponent of
X as (u) = iyu — f(u)u? for a continuous bounded function f satisfying
limy, o0 f(u) = "72 Then, exactly as in the previous part, the dominated con-
vergence theorem yields

u

&r,0) 1 / e L o
— — — u = ,
VT 27 Jr u? V2T

which is equal to the Black—Scholes ATM asymptotics.
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Flattening of the skew/smile far from maturity

As the time to maturity 7 goes to infinity, the implied volatility I(7, k) in an
exponential Lévy model converges to a constant value I(co) which does not de-
pend on k (see Figs. 1 and 3). As a result, the implied volatility smile flattens for
long maturities, a phenomenon which is also observed in the options markets, al-
though with a slower rate. This flattening has been often attributed (e.g., [11]) to the
central limit theorem, according to which, for a Lévy process with finite variance,
the distribution of increments (X — E[X)])/+/7T becomes approximately Gaussian
as 7 goes to infinity. However, contrary to this intuition, the flattening of the smile
is not a consequence of the central limit theorem, but, rather, of a “large deviation”
principle which governs the tail behavior of the sample average of n i.i.d. random
variables. In fact, as observed by Rogers and Tehranchi [44], the implied volatility
flattens even in models where log-returns have infinite variance such as the finite
moment log-stable process of [11].

To understand this, consider a Lévy process X with E[X;] < co. Since in a risk-
neutral model E[eXt] = 1, the Jensen inequality implies that E[X,] < 0 for all ¢.
Therefore, by the law of large numbers, X; — —oo almost surely as ¢ — oo,
which means that eX* — 0 a.s. The exercise of a long-dated call option is thus an
event with a very small probability. The probability of such rare events is given by
Cramér’s theorem, which is the cornerstone of the theory of large deviations, rather
than by the CLT.

The normalized price of a call option with log-moneyness k can be written as

o(r, k) = E(eX™ —ef)t = P[X, > k] — e"P[X, > K],
where we introduce the new probability PP via the Esscher transform:

deft NS, ¢
dP|r, -

Denote @ = E[X;] and & = E[X;]. An easy computation using Proposition 1
shows that

a:___/(eg”—x—l)u(dx)<0
2 R
o2
&:_+/(xem—ez+1)y(d:r) > 0.
2 R

To make the probability of a rare event appear, we rewrite the option price as

[ X, —a .k X, - k
c(T,k)zl—]P’[——aT>a——}—ek]P’{—aTZ—a—i—— .
T T T T

These probabilities can be estimated with the help of the famous Cramér’s theorem
which gives the exact convergence rate in the law of large numbers.
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Theorem 3 (Cramér). Let { X;};>1 be an i.i.d. sequence of random variables with
E[X;] = 0 for all i. Then for all x > 0

1 1«
lim —logP |— ) X;>z| =-I(z),
im —logP |~ ; > x] (x)

n—oo N

where 1(x) is the Fenchel transform of the log-Laplace transform of X :

I(z) = sgp(@x —1(9)), 1(6) = log E[e?1].

Suppose that the Lévy measure v is such that'

/ zv(dt) < oo and / ze®v(dx) < oo (33)
[z|>1 |z|>1

and define the log-Laplace transforms by

Z(@) = logE[e—O(Xl—&)] and 1(6) := IOgE[ee(Xl_o‘)],

and the respective Fenchel transforms by Tand I. A direct computation then shows
that

I(@) = I(—a) = sup {C’;(e . /R(e“ —fe” — 1+ H)V(dx)} ,

0

and that the functions I and I are finite and hence, continuous, in the neighborhood
of, respectively, @ and —«. Hence the sup above can be restricted to the interval
6 € [0,1], since the function being maximized is concave and equal to 0 for ¢ = 0
and # = 1. Using Cramér’s theorem and the continuity of Tand I , we then obtain

2
lim 1 log(1 —¢(r,k)) = sup {0—(9 —6%) — /(60$ —fe” — 1+ Q)V(dx)} .
T T 6€[0,1] 2 R
(34

Note that this formula is valid for any &, we can even take k to be a function of 7 as
long as k = o(7) as T — oo. Specializing this formula to the Black—Scholes model,
where v = 0 and the sup can be computed explicitly, we get

1 2
lim —log(l — cps(T, k,0)) = %.

T—00 T

! The finite moment log stable process of Carr and Wu [12] satisfies these hypotheses although the
variance of the log-price is infinite in this model.
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From (34), it follows in particular that the implied volatility satisfies 712 (7, k) — oo
as 7 — oo (otherwise the call option price would not converge to 1). Since in
the Black—Scholes model the option price depends only on 7o but not on 7 or &
separately, we can write

. 1 2 1
TILH;O m log(1 — cps(TI*(T, k), k, 1)) = 3

and combining this with (34), we obtain the final result:

Proposition 6 ([S57]). Let X be a Lévy process with Lévy measure satisfying (33).
Then the implied volatility I(7,k) in the exponential Lévy model S; = Spe™
satisfies

2
lim I?(7, k) = 8sup {%(9 —6?) — /(691 —0e” — 1+ G)V(dx)} . (39
2 R

T—00

The exact formula (35) for the limiting long-term implied volatility in an exponential
Lévy model is difficult to use in practice: even if for some models such as variance
gamma it yields a closed form expression, it is rather cumbersome. However, for
small jump sizes, Taylor expansion shows that this expression is not very different
from the total variance of the Lévy process:

I*(00, k) = o? + /xgy(dx).

The smile flattening in exponential Lévy models has thus little to do with the
so called aggregational normality of stock returns. One may think that the implied
volatility converges to its limiting value faster for Lévy processes to which the cen-
tral limit theorem applies. However, the results of Rogers and Tehranchi [44] suggest
otherwise: they give the following upper bound, valid in exponential Lévy models
as soon as F[|X;| < oo], for the rate of convergence of the implied volatility skew
to zero:

I(7, k)% — I(1,k1)?
lim sup sup T (7, k2) (7, k1) <4 0<M <o
T—00 by, kz€[—M,M] ko — k1

See also [56] for explicit asymptotics of the derivative % as T — o0.

5 Hedging in Exponential Lévy Models

Exponential Lévy models generally correspond to incomplete markets, making ex-
act replication impossible. Hedging must therefore be interpreted as approximation
of the terminal pay-off with an admissible portfolio. The usual practice is to
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minimize the expected squared deviation of the hedging portfolio from the
contingent claim, an approach known as quadratic hedging. The resulting strategies
are often explicitly computable and, more importantly, they are linear, because the
hedging portfolios can be interpreted as orthogonal projections of contingent claims
onto the closed linear subspace of hedgeable portfolios. To hedge a book of options
written on the same underlying, a trader can therefore compute the hedge ratio
for every option in the book and then add them up, just like this is typically done
with delta hedging. This greatly reduces the computational cost of hedging and is
an important advantage of quadratic hedging compared to other, e.g., utility-based
approaches.

To define the criterion to be minimized in a mean square sense, two approaches
are possible. In the first approach [9, 29, 40], the hedging strategy is supposed to be
self-financing, and one minimizes the quadratic hedging error at maturity, that is,
the expected squared difference between the terminal value of the hedging portfolio
and the option’s pay-off:

T T
‘i/nf E[|Vr(p) — H|?)] where Vp(p) =V —|—/ ©2dS? —|—/ ©:dSy, (36)
0,¥ 0 0

where S° is the risk-free asset. If the interest rate is constant, we can choose the
zero-coupon bond with maturity 7" as the risk-free asset: S = e~"(T=1) and after
discounting this problem becomes:

T
jﬂEWﬂ@—Hﬂ,me‘&:%+/‘%ﬁp
V(),Lp 0

In the second approach [21, 22,50, 53], strategies that are not self-financing are
allowed, but they are required to replicate the option’s pay-off exactly: Vi (p) = H.
In an incomplete market, this means that the option’s seller will have to continuously
inject/withdraw money from the hedging portfolio. The cumulative amount of funds
injected or withdrawn is called the cost process. It is given by

Ci(p) = Vi(p) — Gi(),

where
Vi(e) = 9257 + @i Si

and G is the gain process given by

¢ t
G :/ ©2ds? —|—/ YsdSs.
0 0

The discounted cost process is then given by

t
= o0+ puSi — / pudS,.
0
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The risk-minimizing strategy, as introduced by Follmer and Sondermann [22], is a
strategy which replicates the option’s pay-off, and has the cost process which varies
as little as possible, that is, this strategy minimizes, at each date ¢, the residual cost
given by

E[(Cr — C))?|F). (37)

over all admissible continuations of the strategy from date ¢ onwards. The risk-
minimizing strategy always exists in the martingale case (when the discounted stock
price is a martingale), but in the general case, it may fail to exist even in the most
simple examples [50]. Motivated by this difficulty, Féllmer and Schweizer [21] in-
troduced the notion of locally risk minimizing strategy, which corresponds to finding
the extremum of (37) with respect to suitably defined small perturbations of the strat-
egy, or, in other words, measuring the riskiness of the cost process locally in time.
Local risk minimization is discussed in detail in Sect. 5.2.

The expectations in (37) and (36) are taken with respect to some probability
which we have to specify. To begin, let us assume that we have chosen a martingale
measure Q and the expectations in (36) and (37) are taken with respect to Q In
particular, S is a martingale under Q. Assume now that H € L2(£2, F,Q) and S is
also square-integrable. If we consider portfolios of the form:

T
S = {p caglad predictable and E|/ ©rdS;|? < o0} (38)
0

then the set A of attainable pay-offs is a closed linear subspace of L2(§2, F, Q), and
the quadratic hedging problem becomes an orthogonal projection:

. _ 2:. _ 2
inf BV (o) ~ HI* = nt [[H = Al o) (39)

The solution is then given by the well-known Galtchouk—Kunita—Watanabe decom-
position [25,33], which states that any random variable H € L?(£2, F,Q) can be
represented as

T
H = E[H] + / oS, + NE, (40)
0

where (N/?) is a square integrable martingale orthogonal to S. The optimal hedging
strategy is then given by ! and the initial cost of the hedging portfolio is V, =
e "T=OE[H].

Introducing the martingale [, := E[H|F,] generated by H, we have

t
H, = E[H] +/ odS, + NH,
0
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and the orthogonality implies
(fl—/ ©ds,, 8) =0,
0

which means that the optimal hedge ratio may be expressed more explicitly using
the predictable covariation of the option price and the stock price:

o = A, 8. (41)

In the martingale setting, optimizing the global hedging error (36) we obtain a
strategy which is also risk minimizing in the sense of (37). For any strategy ¢, we
have

E[(Cr — Cy)?| 7]

2
T
=(H,-V)’+E (HI:It—/ gpsdgs> Fi
¢

~ ~ T A~ 2
= (H, —V;)> + E[(Np — N)*|Fi) + E (/ (ps — <pf)d35> Fi

To minimize this expression, we clearly need to take ¢ = ¢! and choose ¢ such
that V; = H, for all ¢. In this case, the discounted cost process is given by

t
Otszt—/ odS, = E[H] + NJ.
0

We shall see in Sect.5.2 that in the martingale setting, the strategy ¢ which
minimizes the terminal hedging error also coincides with the locally risk minimiz-
ing strategy of Follmer and Schweizer [21]. Moreover, it is often easy to compute in
terms of option prices. This is no longer true if S is not a martingale. However us-
ing the risk-neutral second moment of the hedging error as a criterion for measuring
risk is not very natural: QQ represents a pricing rule and not a statistical description of
market events, so the profit and loss (P&L) of a portfolio may have a large variance
while its “risk neutral” variance can be small. Nevertheless, to estimate the expected
return of a stock, and therefore, to distinguish it from a martingale, one needs histor-
ical stock return observations covering an extended period of time, often exceeding
the lifetime of the option. Option hedging, on the other hand, is a “local” business,
where one tries to cancel out the daily movements of option prices with the daily
movements of the underlying and locally, every stock behaves like a martingale.
Without contributing to this ongoing argument, we review both approaches in the
next two sections.
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5.1 Quadratic Hedging in Exponential-Lévy Models
Under the Martingale Measure

Although the quadratic hedging problem is “solved” by the Galtchouk—Kunita—
Watanabe decomposition, from a practical point of view the problem is of course
to compute the risk minimizing hedge . Formulas for ¢/ with various degrees
of explicitness and under various assumptions on the driving process X and on the
pay-off G were given in [6,9,20,27] and several other papers. In particular [18] pro-
vide the expressions for hedge ratios in the case when the hedging portfolio itself
contains options. In the case of European pay-offs and exponential Lévy models,
the problem was solved in [29] using Fourier analysis techniques. Their method,
reviewed in Sect. 5.2 covers the general case as well as the martingale case. In this
section, we provide another Fourier-based result, which is specialized to the martin-
gale setting but works under different regularity assumptions on the pay-off than in
[29], which include, for instance, digital options.

Proposition 7 (Quadratic hedge in exponential-Lévy models, martingale case).
Let X be a Lévy process with Lévy measure v, diffusion coefficient o, and charac-
teristic function @, such that eXisa martingale and assume:

i. The log-payoff function satisfies the conditions (15) and (16).
ii. The integrability condition (17) holds for allt < T.
iii. The Lévy measure of X satisfies

/ o e2@VE) () < oo. (42)
x|>

Then the optimal quadratic hedging for a European option with pay-off G(St) at
date T in an exponential Lévy model S; = Spe™'TX¢ amounts to holding a position
in the underlying

¥t = 5=

o [ 9(ut+iR)Pry(—u— iR)SE-™ (R — iu)du (43)
T JRr

Ky +1) — w(y) — k(1)
k(2) — 2k(1) ’

where T(y) = and k(z) :=log E[e**], (44)
or, equivalently, p; = p(t, Sy—) where:

o228, 9)+ % [v( — 1)[P(t, Se?) — P(t,9)]
o2 + f 1)2u(dz)

o(t,S) = (45)

with P(t,8) = e "T=YEQ[G(Sr)|S; = S| the option price at date t when the
underlying is at the level S.
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Remark 1. Condition (42), which is the only assumption imposed in addition to
those of Proposition 2, guarantees that both the price process S; and the option
pay-off G(St) are square integrable.

Proof. By It6 formula, the discounted stock price dynamics is given by

T T
Sr =25 +/ SodW; +/ / Sy(e” —1)Jx (dt x da). (46)
0 0o JR
To prove the proposition using the formula (41), we now need to obtain a sim-
ilar integral representation for the option’s discounted price function P(t,S;) =

€T(T7t)P(t7 St)
Lett < T'. Applying the It6 formula under the integral sign in (18), we find

P(t, Sy) — P(O, So) = 2i /Rdug(u +1iR) A br_s(—u —1iR)

™

AR 1
(R —iu)SE~"adW, + 7 / dug(u +iR)
T JrR

t
/ br_s(—u— iR)S'f:i“/(e(R_i“)Z —1)Jx(ds x dz).
0 R
(47)

Let us first assume that o > 0 and study the first term in the right-hand side of (47),

which can be written as
t
[ ntaw [ mraw.
R 0

(du) = §(u + iR)Pr_(—u — iR)|du (48)

where

is a finite positive measure on R and

o og(u+iR)Pr_s(—u—iR)
* 27|g(u + iR)Dr_(—u — iR)|

(R — iu)SE—tu

By the Fubini theorem for stochastic integrals (see [41, p. 208]), we can interchange
the two integrals in (48) provided that

t
E/ p(duw)|H [*ds < oo (49)
0

Under the assumption (17) it is easy to check that

@T,S(—’U, - ZR)
|Pr_t(—u —iR)|

<C
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for all s < ¢t < T for some constant C' > 0 which does not depend on s and ¢. To
prove (49) it is then sufficient to check

t
E / / |§(u+ iR)Pr_(—u — iR)||S2F=1) 12(R — ju)?dudt < co
o Jr
which holds because

r_i(—u — iR)| < Ce~ T3 (50)

Therefore, the first term on the right-hand side of (47) is equal to
t o o
/ 0sdWs, 05 = 2—/ dug(u + iR)Pr_o(—u — iR)(R — iu)SE~™. (51)
0 T JR

This also shows that 5 = USSMP;S’—SSZ.

Let us now turn to the second term in the right-hand side of (47). Here we need to
apply the Fubini theorem for stochastic integrals with respect to a compensated Pois-
son random measure [4, Theorem 5] and the applicability condition boils down to

t
E / / |§(u+iR)Pp_y(—u—iR)||S2E—1)2 / ez 112y (dz)dudt < oo
0 JR R
If o > 0, this is once again guaranteed by (50), and when o = 0,
/ leF=)z _ 112 (dz) = ¢(—2iR) — 2RY(—u — iR).
R

Since, for some C' < oo,

IR (—u — iR)Pp_y(—u — iR)| = |Rp(—u — iR)eT—ORY(-u=il))
< Ce%M(*“*iR),

the integrability condition is satisfied and we conclude that

t t
P(t,S,) — P(0,S) :/ &deer/ /&s(z)jx(ds x dz) (52)
0 0 JR

for all ¢ < 71" with ¢ as above and

Fs(2) L / dug(u+ iR)Pr_ (—u — iR)SE- ™ (eFi—)z _ 1) (53)
R

:27r

= P(s,S8,_e*) — P(s,S5_).
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The optimal (risk-minimizing) hedge is obtained from formula (41):

. 09,5, + S, fR v(dz)(e®* — D)y(z)
52(02 4 Jelez —1)?v(dz)) .

Substituting the expressions for & and 7 in terms of option prices into the above
expression, we obtain (45) directly. On the other hand, the Fourier representations
(51) and (53) and an application of Fubini’s theorem yield (43).

As a by-product, the martingale representation (52) also yields the expression for
the residual risk of a hedging strategy:

/ dt/ (d2) (P(t, Si—e*) = P(£.S1-) — Si—prle” — 1))2]
/OT @ (@t - Z—]Sj(t,St))202dt] ' (54)

This allows us to examine whether there are any cases where the hedging error can
be reduced to zero, i.e., where one can achieve a perfect hedge for every option and
the market is complete. Hedging error is zero if and only if, for almost all ¢, there
exists k € R with:

Ee<p2 =F

+EB

opP

SRS

(P(t5 Stez) - P(tv St))ZGSUPPV) = k(GStv (St(ez - 1))Z€suppu)

This is only true in two (trivial) cases:

e The Lévy process X is a Brownian motion with drift: » = 0 and we retrieve the
Black—Scholes delta hedge

opr

o = APS(t,8;) = 35

—(t, S¢).

e The Lévy process X is a Poisson process with drift: 0 = 0 and there is a single
possible jump size: v = d,,(x). In this case the hedging error equals

E /OT dt (P(t, Sp-e) = P(1,S-) — -prle" - 1))2]

so by choosing

P(t, St_e””") — P(t7 St_)
Sy (BEO — 1)

Yy =

we obtain a replication strategy.
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In other cases, the market is incomplete (an explicit counter-example may be con-
structed using power option with pay-off Hr = (St)%).

Delta-hedging vs. optimal strategy

We see that the optimal strategy (45) can be represented as a weighted average of the
delta hedging ‘g—g and a certain integral involving the sensitivities of the option price
to various possible jumps. But how far is the optimal strategy from the pure delta
hedging? To answer this question, if option prices are regular (e.g., when ¢ > 0) and
jumps are small, we can perform a Taylor expansion with respect to the jump size
in (45), obtaining

oP S o9°pP
At S) = X + 2372 952 v(dz)(e® — 1)3.

where
X2 =0+ /(ez —1)%v(dz).

Typically in equity markets the jumps are negative and small, therefore A(¢, S) <

g—g and the optimal strategy represents a small (of the order of third power of jump

size) asymmetry correction. This situation is represented in Fig. 4, left graph. On the

other hand, for pure-jump processes such as variance gamma, we cannot perform
9P

the Taylor expansion, because the second derivative 4zz may not even exist, and

the correction may therefore be quite large (see Fig. 4, right graph).

How big is the hedging error?

To answer this question, we simulated the terminal value of the hedging portfolio
and that of the option’s payoff over 10,000 trajectories for different strategies and
different parameter sets.

1.0 1.0

1 |--- Delta | Delta | -~
oof[Com = oo

038 1

0.8 ]
07 1 071
0.6 1 061
05 1 ]
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0.4 1
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02 ]
0.1 0.1

00— 00 b
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Fig. 4 Hedge ratios for the optimal strategy of Proposition 7 and the delta hedging strategy as
function of stock price S. Left: hedging with stock in Kou model: the optimal strategy introduces
a small asymmetry correction to delta hedging. Right: variance gamma model close to maturity (2
days): the optimal strategy is very far from delta hedging
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Table 1 Hedging errors for different strategies in Kou model expressed in per-
centage of the initial stock price. Model parameters were estimated from MSFT
time series. The “Black—Scholes” strategy corresponds to delta-hedging in the
Black—Scholes model with equivalent volatility

Strategy Root of mean squared error
Delta hedging 0.0133
Optimal quadratic 0.0133
Delta hedging in Black—Scholes model (error due  0.0059
to discrete hedging)
No hedging 0.107
100 25

4 1 A
90 i —-- Delta—hedging 1 Delt.a—hedgm.g

1 I — Optimal hedging 20 1= Optimal hedging
801 I

i
i

! ‘I --— Black-Scholes
i
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Fig. 5 Histograms of the residual hedging error in Kou model. Left: parameters estimated from
MSFT time series. This graph shows the residual hedging error in Kou model with the optimal
quadratic strategy (solid line), in Kou model with the delta-hedging strategy (dashed line) and in
the Black—Scholes model with the delta-hedging strategy (dash-dot line). In the latter case, the
error is only due to discrete-time hedging, and this curve was include to assess the magnitude of
the discretization error for other tests. Right: strong negative jumps

In the first case study, Kou model with parameters estimated from market data
(MSFT) during a calm period was used, and the option to hedge was a European
put with strike K = 90% of the spot price and time to maturity 7' = 1 year. The
hedging errors are given in Table 1 and the left graph in Fig. 5 shows the P&L his-
tograms. For this parameter set, the optimal strategy is very close to delta hedging,
and consequently, the hedging error is the same for delta hedging as for the optimal
strategy. On the other hand, this error is very low, it is only twice as big as what we
would get in the Black and Scholes model with equivalent volatility (this error in
the Black—Scholes model is due to the fact that in the simulations, the portfolio is
only rebalanced once a day and not continuously).

In the second case study, Kou model with unfrequent large negative jumps (10%)
was used, and we wanted once again to hedge an OTM European put (K = 90%,
T = 1). The hedging errors are given in Table 2 and the P&L histograms in Fig. 5,
right graph. Here we see that first, the optimal strategy has a much better perfor-
mance than delta-hedging, and second, even this performance may not be sufficient,
since the residual error is still of order of 4% of the initial stock price. This means
that in this context, the market is “strongly incomplete” and hedging with stock only
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Table 2 Hedging errors for different strategies in Kou model expressed in
percentage of the initial stock price. A parameter set ensuring the presence of
large negative jumps was taken

Strategy Root of mean squared error
Delta-hedging 0.051
Optimal quadratic 0.041
No hedging 0.156

does not allow to make the risk at terminal date sufficiently small. In this case, to
improve the hedging performance, one can include additional liquid assets, such as
options on the same underlying, or variance swaps, into the hedging portfolio.

5.2 Quadratic Hedging in Exponential Lévy Models Under
the Historical Measure

Throughout this section, to simplify notation, we suppose that the interest rate is
equal to zero; the formulas for the general case can be obtained by working with
discounted claims. Let .S be the price process of the underlying, and suppose that it
can be written in the form

t
Sy = So + M, +/ asd{M) (55)

0
for some square integrable martingale M and some predictable process «. If S is an

exponential of a Lévy process X with Lévy measure v satisfying fl e?*y(dz) <
oo and diffusion coefficient o, which can be written as

z|>1

t ¢ t
S = So —|—/ v Sy du +/ SyodW, —|—/ / Su—(e® — l)jx(du x dz), (56)
0 0 o Jr

then the representation (55) holds with

¢ ¢
M, = / SuodW, —|—/ / Sy (e —1)Jx(du x dz)
0 o Jr

(M), = /Ot 52 <02 + /R(ez - 1)2u(dz)) du

g
Se (02 + [p(e* — 1)2v(dz))

oy =
We then introduce the so-called mean-variance tradeoff process

¢
K; ::/ a2d(M),.
0



Pricing and Hedging in Exponential Lévy Models: Review of Recent Results 353

In an exponential Lévy model, the mean-variance tradeoff is deterministic:

7%t
0% + [p(er —1)%v(dz)

K, =

Local risk minimization

The locally risk minimizing strategy [21, 51] is a (not necessarily self-financing)
trading strategy whose discounted cost process Cisa martingale orthogonal to M.
This strategy is optimal in the sense that we eliminate all the risk associated to the
underlying with hedging, and the only part of risk that remains in the cost process is
the risk which is orthogonal to the fluctuations of the underlying, and hence, cannot
be hedged with it. If the market is complete, then all risk is explained by the under-
lying and the cost process of a locally minimizing strategy becomes constant, that
is, the strategy becomes self-financing. As already mentioned, the locally risk mini-
mizing strategy also has the interpretation of minimizing the residual risk (37) with
respect to suitably defined small perturbations of the strategy [51]. Since the cost
process is nonconstant, the locally risk minimizing strategy is not a self-financing
strategy in general however since C' is a martingale with mean zero this strategy is
self-financing on average.

The locally risk minimizing strategy is closely related to an extension of the
Kunita—Watanabe decomposition to semimartingale setting, known as the Follmer—
Schweizer decomposition [21,50,53,54].

Definition 1. Let H € L?(P) be a contingent claim. A sum H = Hy+ fOT ©HdS, +
L¥ is called the Follmer—Schweizer decomposition of H if Hy is Fy-measurable,
@' is an admissible trading strategy and L is a square integrable martingale with

L¥ =0, orthogonal to M.

Given a Follmer—Schweizer decomposition for the claim H, the locally risk
minimizing strategy for H can be constructed by taking ¢; = ¢/ for all ¢, and
choosing (° such that the cost process is C; = Ho + L for all ¢, which amounts to

©) = Ho+ LF — oS, — [ oHdS,.

Relationship with the minimal martingale measure

Define a process Z via Z := E(— [, asdM,) and assume that Z is a strictly

positive square integrable martingale. Then we can define a new measure Q by
dQ| F,
dP| 7,

that (1) QM is a martingale measure, that is, S becomes a martingale under Q and
(2) any square integrable martingale which is orthogonal to M under P remains a
martingale under QQ (although it may no longer be orthogonal to M). This measure
is known as the minimal martingale measure [2, 53].

:= Z;. By Girsanov—Meyer theorem ([41], Theorem 36 in Chap. 3), we have
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The minimal martingale measure allows to express the Follmer-Schweizer
decomposition in a more explicit form. First, compute the process L :

t
L = 9" L8\ 7] = Y [H|F)] - Hy — / oHds,.
0

Since L{' =0, the initial capital for the Follmer—Schweizer strategy is Hy =
E®Y[H].Let HM := EX" [H|F). The orthogonality condition under PP then yields
an analogue of formula (41):

SDH _ d<H]V[7‘S’>E‘,P
t d(s,S)f

In models with jumps, the minimal martingale measure does not always ex-
ist as a probability measure (but may turn out to be a signed measure). In an
exponential-Lévy model of the form (56), the density of the minimal martingale
measure simplifies to Z = £(U) with

U= fR(ej— e {UWt + /Ot/R(ez —1)J(ds x dz)} .

By Proposition 1, this yields a probability change if

(e’ —1)
02 + [p(e* —1)%v(dz)

<1 Vz €suppr,

which imposes a strong restriction on the drift parameter . If this condition is not
satisfied, the Follmer-Schweizer decomposition may still exist, but the interpreta-
tion using the minimal martingale measure is no longer valid, and the initial capital
may turn out to be negative.

The existence of a Follmer—Schweizer decomposition has been studied by many
authors (see for example [2,53]), and in particular it was shown that the decomposi-
tion always exists in the case of exponential Lévy models. For these models, explicit
formulas for the coefficients of this decomposition for European options are given
in [29]:

Proposition 8 (Follmer-Schweizer decomposition for European options in
exponential Lévy models [29]).

o Case of exponential pay-offs. Let z € C with Sz € L?(PP). Then the contingent
claim H(z) = S% admits a Féllmer—Schweizer decomposition with

p(2)e = T(2)e"HT0 g1
t
L(z): = e"(z)(Tft)Sf - e”(Z)TSOZ —/ ©(2)udSu,
0
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where the coefficients 1" and 1 are given by

k(z+1) = k(z) — k(1)
k(2) — 2k(1) ’

T(z) =

and k(z) = log E[e**1] is the Laplace exponent of X.
o Case of arbitrary payoffs. Let the option payoffbe H = f(St) with f of the form

f6) = [ °11(d2)

for some finite complex measure II on a strip {z € C : R’ < Rz < R}, where
R', R € R are chosen such that E[e*?**1] < oo and E[e*® *1] < co. Then H
admits a Follmer—Schweizer decomposition with coefficients

ol = /w(Z)tU(dZ)
L = /L(z)tﬂ(dz).

Example 3. Let N* and N? be two standard Poisson processes with intensity 1
under [P and suppose that the stock price is given by

Sy =t + 2N} + N} - 3t,
and that the contingent claim to be hedged is
H =5N7.

Define
Ly=N!—2N? +1t
Then L is a P-martingale and

[L,S]; = 2N} — 2N}

which means that L is orthogonal to the martingale part of S under P. It is now easy
to check that the Follmer—Schweizer decomposition for H is given by

H=(5—-2y)T+ Ly +2S57.

The locally risk-minimizing strategy therefore consists in

e Buying 2 units of the risky asset at date ¢ = 0 (at zero price) and holding them
until maturity.

o Placing (5 — 29)T at the bank account and dynamically adding/withdrawing
money according to the value of L.
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The initial cost of this strategy is thus equal to Hy = (5 — 2v)T, which can be both
positive and negative (if v > %), and therefore cannot be interpreted as the price of
the claim H. An intuitive explanation is that when the stock returns are very high,
one can obtain a terminal pay-off which is (on average) positive even with a negative
initial capital.

The minimal martingale measure in this setting is defined by

d@M|F dz; Y 1 2

— =7 —— = ——(2dN; + dN; — 3dt).
d]P)|]-‘t ts Zt— 5 ( t + t )

From Proposition 1, we deduce that Q is a probability measure if and only if

v < 2, in which case N' and N? are independent Poisson processes under Q,

with intensities

2
)\1:1—?7 and )\2:1—%.

Easy calculations show that

o The martingale property of L is preserved under Q, and in particular, we can
compute

HM = BV [H|F,) = 5\ T + 5(N} — Ait)
g d(HM S)F
)
and oy = Wsﬁ’t B

o On the other hand, the orthogonality of S and L is not preserved under Q" : this
would require [L, S]; = 2N} — 2N?2 to be a Q™ -martingale, which holds if and
only if )\1 = /\2.

Variance-optimal hedging

An alternative approach is to choose a self-financing strategy ¢ and the initial capital
Vo such as to minimize

E*|(Vo + Gr(p) — H)?|.

under the statistical measure IP. This approach, known as mean-variance hedging or
variance optimal hedging, is described in many papers including [8,9,14,29,40,54].
The general results concerning existence of optimal strategies are given in [14].
Schweizer [52] studies the case where the mean-variance tradeoff process K is de-
terministic and shows that in this case, the variance-optimal hedging strategy is also
linked to the Follmer—Schweizer decomposition. Hubalek et al. [29] exploit these
results to derive explicit formulas for the hedging strategy in the case of Lévy pro-
cesses. The following proposition uses the notation of Proposition 8.
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Proposition 9 (Mean variance hedging in exponential Lévy models [29]). Let
the contingent claim H be as in the second part of Proposition 8. Then the variance
optimal initial capital and the variance optimal hedging strategy are given by

Vo = Hyp
A
pr =0 +—(Hio = Vo = Gi(9)), (57)
t7
(1
where A = FEOESTIE) and

H, = / Sz TN [T (dz).

In the case of exponential Lévy models, and in all models with deterministic
mean-variance tradeoff, the variance optimal initial wealth is therefore equal to the
initial value of the locally risk minimizing strategy. This allows to interpret the above
result as a “stochastic target” approach to hedging, where the locally risk minimizing
portfolio H; plays the role of a “stochastic target” which we would like to follow
because it allows to approach the option’s pay-off with the least fluctuations. Since
the locally risk-minimizing strategy is not self-financing, if we try to follow it with
a self-financing strategy, our portfolio may deviate from the locally risk minimizing
portfolio upwards or downwards. The strategy (57) measures this deviation at each
date and tries to compensate it by investing more or less in the stock, depending on
the sign of the expected return () is the expected excess return divided by the square
of the volatility).
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