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Preface

The 8th International Workshop on Digital Watermarking (IWDW 2009) was
hosted by the University of Surrey, Guildford, Surrey, UK, during August 24–
26, 2009. As with previous workshops, IWDW 2009 aimed to provide a balanced
program covering the latest state-of-the-art theoretical and practical develop-
ments in digital watermarking, steganography and steganalysis, and the emerg-
ing area of image forensics. The selection of the program was a challenging task
for the Technical Programme Committee members and reviewers, who ensured
the highest quality and reputation of the workshop.

From around 50 submissions received from authors in 14 countries, the com-
mittee selected 26 regular papers (22 oral and 4 poster presentations). In ad-
dition to the contributed papers, the workshop featured three keynote lectures
on watermarking, cryptography and forensics kindly delivered by internation-
ally renowned experts, Ingemar Cox, Fred Piper and Ed Delp, respectively. The
regular papers and keynote lectures can be found in this proceedings volume.

First of all, we would like to thank all the authors, speakers, reviewers and
participants for their significant contributions to the success of IWDW 2009.
Our sincere gratitude goes to all the Technical Programme Committee, Inter-
national Publicity Liaison and Local Committee Members for their enthusiasm,
hard work and effort in the organization of this workshop. We greatly appreci-
ate the generous support from all of our sponsors, particularly Korea Institute
of Information Security and Cryptography (KIISC), MarkAny, DataMark Tech-
nologies, IET, Cyber Security KTN, and the University of Surrey. Finally, we
hope that you will enjoy reading this volume and that it will provide inspiration
and opportunities for your future research.

August 2009 Anthony T.S. Ho
Yun Q. Shi

H.J. Kim
Mauro Barni
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Data Hiding and the Statistics of Images

Ingemar J. Cox

Department of Computer Science
University College London

Gower Street
London WC1E 6BT

UK

Abstract. The fields of digital watermarking, steganography and ste-
ganalysis, and content forensics are closely related. In all cases, there is
a class of images that is considered “natural”, i.e. images that do not
contain watermarks, images that do not contain covert messages, or im-
ages that have not been tampered with. And, conversely, there is a class
of images that is considered to be “unnatural”, i.e. images that contain
watermarks, images that contain covert messages, or images that have
been tampered with.

Thus, at the simplest level, watermarking, steganalysis and content
forensics reduce to a two-class classification problem. Specifically, the
recognition of natural and unnatural images. A fundamental question
is whether all natural images share some common statistical properties.
And are these distinct from the statistical properties of unnatural im-
ages? These questions are key to understanding the limitations of data
hiding technologies with respect to false alarm rates. In this paper we
review work pertaining to these questions.

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, p. 1, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Fast Embedding Technique for Dirty Paper
Trellis Watermarking

Marc Chaumont

University of Nı̂mes, Place Gabriel Péri, 30000 Nı̂mes, France
University of Montpellier II, Laboratory LIRMM, UMR CNRS 5506,

161, rue Ada, 34392 Montpellier cedex 05, France
marc.chaumont@lirmm.fr

http://www.lirmm.fr/~chaumont

Abstract. This paper deals with the improvement of the Dirty Paper
Trellis Code (DPTC) watermarking algorithm. This watermarking algo-
rithm is known to be one of the best among the high rate watermark-
ing schemes. Nevertheless, recent researches reveal its security weakness.
Previously, we proposed to reinforce its security by using a secret space
before the embedding. This secret space requires to compute projections
onto secrets carriers. When dealing with high rate watermarking, the
CPU cost for those projections is dramatically high. After introducing
the watermarking scheme, we then propose two Space Division Multi-
plexing (SDM) approaches which reduce the complexity. Evaluations are
achieved with four different attacks and show that our proposal gives
better robustness results with SDM approaches.

1 Introduction

Dirty Paper Trellis Codes (DPTC) [1] watermarking is one of the most efficient
high rate schemes. Nevertheless, it suffers of two major drawbacks: its CPU
computational complexity for the embedding part and its security weakness. In
this paper we propose to carry on the work proposed in [2] which gives a nice
way to improve those two drawbacks while preserving a good robustness.

The recent work of Bas and Doërr [3] about security of DPTC [1] shows
that in the Kerckhoffs’s framework [4], i.e. when the embedding and extracting
algorithms are known by an attacker, the trellis codebook may be retrieved
observing a large number of watermarked images. Those conclusions are drawn
based on a simplified version of the DPTC algorithm (non random-ordering of
DCT coefficients) but show a certain security weakness of DPTC [1]. In [2], we
proposed to use a private embedding space in order to better hide the structure
of the trellis. Moreover, we provided a fast embedding strategy.

The private space is obtained by vector projections. If achived directly, the
vector projections give a quadratic CPU complexity. In that paper, we propose
two different Space Division Multiplexing (SDM) approaches in order to reduce
the quadratic complexity to a linear one.

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 110–120, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In section 2, we briefly present the embedding space and the embedding ap-
proach already presented in [2]. In section 3, we present two SDM approaches in
order to reduce the projections complexity. Finally, in section 4 we evaluate the
schemes and conclude to the good behavior of the SDM approaches.

2 New Embedding Approach

In this section, we remind the embedding space and the embedding approach
proposed in [2].

2.1 Embedding Space

The embedding space is obtained by first, a wavelet transform of the image, and
second, a projection of the host signal x of dimension Nwlt (x is the concatenation
of sub-bands coefficients except LL sub-band’s coefficients) onto Nsec carriers of
same dimension. Carriers are denoted ui with i ∈ [0, Nsec − 1]. Note that a
projection is just a scalar product. Figure 1 illustrates the construction of the
host signal x and the host vector (secret space) vx. The obtained vector vx may
then be used for the informed-coding and informed-embedding (see Section 2.2).

Fig. 1. Construction scheme of the secret embedding space

The carriers ui are built from normalized bipolar pseudo-random sequences.
For computational complexity reasons, carriers are neither orthonormalized nor
drawn from a Gaussian distribution. This is not a weakness since in high dimen-
sion, carriers are orthogonal and Gaussian property is not essential. Nevertheless,
computational complexity is still high since computing the Nsec coefficients of
the secure space requires to compute Nwlt × Nsec multiplications (resp. sums).

Knowing that Nwlt = N × (1 − 1/22l) and Nsec = N × payload × Narc,
it gives1 N2 × payload × Narc × (1 − 1/22l) multiplications (resp. sums). The
computational complexity is thus quadratic in function of the image size N .
1 l is the number of wavelet decompositions, payload is the number of embedded bits

by pixel, and Narc is the number of output coefficients labeling an arc of the trellis.
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Fig. 2. Rotation-based embedding in the Miller, Cox and Bloom plane

As an illustration, with a 256 × 256 image, l = 3 levels, payload = 1/64 bbp,
and Narc = 12 coefficients, there are 792 723 456 multiplications (resp. sums).
Let us remark that it is impossible to reduce the number of multiplications and
additions (thus it is impossible to reduce the complexity), and thus it is not
useful to use a particular matrix multiplication routine.

2.2 Informed-Coding and Informed-Embedding

After the projection of the host vector x onto carriers’ ui, i ∈ [0, Nsec − 1], we
obtain the host vector vx. We then run the informed-coding which is the same
as the original one [1]. The informed-coding takes as input the host vector vx

and the message m to be embedded and returns a codeword c∗. This vector c∗

(of size Nsec) is the closest one to vx among vectors coming from the codebook
C, and representing the message m. For more details see [1] or [2].

The objective of the informed-embedding is to push the host vector vx into the
Voronöı region of c∗ in order to obtain the watermarked vector vy. Many solu-
tions exist which are either too CPU consuming [1], either too sub-optimal con-
sidering robustness-distortion tradeoff [5]2, [6]. In [1], a Monte-Carlo approach
is used which requires many iterations of Viterbi decoder. On a Pentium 3 GHz,
for a 256× 256 image and a message size of 1024 bits, watermarking takes from
half an hour to two hours depending on the robustness threshold. In [5] and
[6], the Viterbi decoder is only used once or twice. On a Pentium 3 GHz, for a
256 × 256 image and a message size of 1024 bits, watermarking takes less than
one minute. Nevertheless, those two last approaches degrade the image quality
and are thus not fully satisfying.

Our previous approach [2] is a good compromise between complexity and
robustness. It is illustrated in Figure 2 in the plane defined by vx and c∗ (those
2 Paper [5] purpose is not informed-embedding but it uses a simple embedding

solution.
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two vectors are noted v2D
x and c∗2D). This plane is usually named the Miller,

Cox and Bloom plane (abbr. MCB plane).
Our approach consists in dichotomously reducing the angle between the host

vector vx and the codeword c∗ until obtaining the smallest angle (noted θf )
regarding all the other angles. Then, one penetrates inside the Voronöı region
with a given angle θR. Our informed embedding is thus a rotation of vx with an
oriented angle equals to max(θf + θR, (̂vx, c∗)). This rotation gives the marked
vector vy.

We then compute the watermark vector vw = vy − vx, retro-project it onto
carriers in order to obtain the watermark signal w and then compute the wa-
termarked signal y = x + w. The inverse wavelet transform of y gives the wa-
termarked image. At the extraction we project wavelet coefficients onto secret
carriers and then retrieve the closest codeword (and thus the message) from the
codebook C.

3 Space Division Multiplexing (SDM) Approaches

As explained in Section 2, the projections of the host signal x onto secret carriers
are quadratic in (computational) complexity. In order to reduce this complexity
to a more reasonable linear function, we decide to divide the wavelet space into
disjoint regions and to use a carrier for each region. Figure 3 illustrates this con-
cept. There is still Nsec carriers but their non-zero values are limited to a small
region. Let s = Nwlt/Nsec be the mean region size. The number of multiplica-
tions (resp. sums) in order to compute the secret space is now approximately
Nsec × s = Nwlt = N × (1− 1/22l). The computational complexity is thus linear
in function of the image size N . This division approach is called Space Division
Multiplexing (SDM) [7].

We thus propose two approaches for SDM. In the first one, we build regions
of equal size for each wavelet level (but not necessarily of equal size between the

Fig. 3. General Space Division Multiplexing principle
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levels) and then re-arrange vx coefficients in order to obtain a fair distribution.
We call this approach the structured SDM (see Section 3.1). In the second
approach, we build regions of quasi-equal sizes. We name this approach the
random SDM (see Section 3.2).

3.1 Structured SDM

In order to obtain region sizes belonging to N

∗, we solve the equation below (in
the case of a 3-level wavelet decomposition):

(
3.

N

4

)
1

s789
+

(
3.

N

16

)
1

s456
+

(
3.

N

64

)
1

s123
= Nsec (1)

where s789 ∈ N

∗ is the size of regions in the wavelet sub-bands 7, 8 or 9 and so
on (see Figure 1 for sub-bands numbering). Note that the regions sizes depend
on the wavelet level.

Knowing that Nsec = N × payload × Narc, Equation 1 is independent from
the image size (3-level wavelet decomposition):

16 × s123 × s456 + 4 × s789 × s123 + s789 × s456

−64
3

× payload × Narc × s123 × s456 × s789 = 0.

The retained solution among all the possible solutions is the one for which re-
gions sizes are closest to3 s = Nwlt/Nsec. If no integer solution is found, we use
overlapping on regions borders.

Before projecting the host signal x onto carriers, we pseudo-randomly shuffle
its coefficients by group of wavelet level (see Figure 4). This ensures a good
spreading of the influences coming from coefficients of the secret space. Moreover,
it improves the security, the robustness (since it breaks spatial dependencies) and
the psycho-visual impact.

After the projection of the host signal x onto carriers ui (carriers are built
with this Space Division Multiplexing approach), we obtain the host vector vx. In
order to better balance the influence distribution of the vx vector coefficients, we
re-arrange it. Indeed, the first coefficients of vx are related to the low frequency
wavelet sub-bands 1, 2 and 3, the next coefficients are related to higher frequency
sub-bands 4, 5, and 6 etc. Thus the vector vx is re-arranged such that in each
consecutive group of Narc coefficients, the probability distribution of influence
is the same (see in Figure 4, the distribution influence re-arrangement).

For example, with 3-level wavelet decomposition, in a block of Narc coefficients
of vx, the probability of coefficients coming from the different sub-bands are:

p1,2,3 =
3N

64s1,2,3
Nsec

, p4,5,6 =
3N

16s4,5,6
Nsec

, p7,8,9 =
3N

4s7,8,9
Nsec

(2)

3 With 3 level wavelet decomposition, payload = 1/64 and Narc = 12, the retained
solution is s7,8,9 = 6, s4,5,6 = 4, s1,2,3 = 3.
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Fig. 4. Structured SDM: Space Division Multiplexing and re-arrangements for the
projection onto carriers

In a block of Narc coefficients of vx, the number of coefficients influencing the
wavelet coefficients from sub-bands 1, 2, 3 (resp. 4, 5, 6 and 7, 8, 9), are thus
respectively4:

n1,2,3 = p1,2,3 × Narc = 3
64s1,2,3×payload ,

n4,5,6 = p4,5,6 × Narc = 3
16s4,5,6×payload ,

n7,8,9 = p4,8,9 × Narc = 3
4s7,8,9×payload

(3)

Note that each block of Narc should respect this distribution but coefficients are
again pseudo-randomly arranged in order to keep a good security level.

3.2 Random SDM

With the random SDM approach, we compute regions with no overlap, that fully
cover the host vector x and whose sizes are integer and close to s = Nwlt/Nsec.
We talk of quasi-equal regions sizes (see Figure 5).

There are Nsec regions. A region ri, with i ∈ [0, Nsec − 1], is thus a set of
contiguous wavelet coefficients, such that:

ri = {x[i]|i ∈ [�i.s�, �(i + 1).s� − 1]}, (4)

where x[i], with i ∈ [0, Nwlt − 1], is a wavelet coefficient of the host vector x.
Note that before proceeding to the projection, the host signal x is pseudo-

randomly shuffled in order to: break spatial dependencies, keep a good security
level, and improve the robustness and the psycho-visual impact. The shuffled
host signal x is then projected onto Nsec carriers using SDM with quasi-equal
regions’ sizes (see Equation 4 for regions definition). The host vector vx is the
result of this projection.
4 With 3 level wavelet decomposition, payload = 1/64 and Narc = 12, the retained

solution is n7,8,9 = 8, n4,5,6 = 3, n1,2,3 = 1.
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Fig. 5. Random SDM

4 Results

Tests were carried on the first 100 images of the BOWS2 data-base5 with images
resized to 256×2566. Those images are 8-bits grey-level images and are personal
photos.

The trellis structure has 128 states with 128 arcs per states. Outputs arcs la-
bels are drawn from a Gaussian distribution and there are Narc = 12 coefficients
by output arc. The used payload is payload = 1 bit for 64 coefficients which is
the same as the original DPTC algorithm [1]. The number of embedded bits is
thus 1024 bits. Wavelet transform is a 9/7 Daubechies with l = 3 decomposi-
tions levels. Except the LL sub-band, all the other sub-bands are used to form
the host signal x. With 256 × 256 images, the wavelet space size is thus Nwlt =
64 512 coefficients. Knowing that the payload is payload = 1/64 bits per pixel
and that the number of outputs coefficients for an arc is Narc = 12 coefficients,
private space size is thus Nsec = 1024 × 12 = 12 288 coefficients.

Four kinds of robustness attacks have been applied: Gaussian noise attack,
filtering attack, valumetric attack and jpeg attack. The Bit Error Rate (BER) is
the number of erroneous extracted bits divided by the total number of embedded
bits. The BER is computed for each attack. Three algorithms compete with a
mean distortion close to 42.4 dB:

– the algorithm detailed in [2], having carriers of high dimension and whose
projection complexity is quadratic. For this method the mean embedding
PSNR is 42.42 dB and the inside angle penetration is θR = 0.1 radian;

– the structured SDM algorithm (see Section 3.1). For this method the mean
embedding PSNR is 42.23 dB and the inside angle penetration is θR = 0.05
radian.

5 BOWS2 data-base is located at http://bows2.gipsa-lab.inpg.fr/.
6 The images sub-sampling has been achieved with xnview program and using Lanczos

interpolation.
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Fig. 6. Gaussian attack : BER for attack on the high dimension carriers algorithm
[2], on the structured SDM algorithm and on the random SDM algorithm

Fig. 7. Filtering attack : BER for attack on the high dimension carriers algorithm
[2], on the structured SDM algorithm and on the random SDM algorithm
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Fig. 8. Valumetric attack : BER for attack on the high dimension carriers algo-
rithm [2], on the structured SDM algorithm and on the random SDM algorithm

Fig. 9. Jpeg attack : BER for attack on the high dimension carriers algorithm
[2], on the structured SDM algorithm and on the random SDM algorithm
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– and the random SDM algorithm (see Section 3.2). For this method, the
mean embedding PSNR is 42.15 dB and the inside angle penetration is θR =
0.11 radian.

In Figures 6, 7, 8, 9, we observe that the two SDM approaches perform equal
or even better results than the high dimension carriers algorithm [2]. Results are
similar for the Gaussian and the jpeg attacks, but for the filtering and the scaling
attacks, the SDM approaches are better. This is a very interesting result since
the high dimension carriers approach [2] is more complex (quadratic complexity)
than the two SDM approaches. The high dimension carriers approach [2] may
then be replaced with a faster (linear complexity) SDM approach.

If we compare the structured SDM approach with the random SDM approach,
for the filtering and the scaling attacks, we observe that under 10% BER, the
random SDM (i.e. the less complex approach) performs the best results. We con-
clude that in order to achieve the projection onto carriers, one should use random
SDM since it is linear in complexity and it gives better robustness results than the
structured SDM approach and the high dimension carriers’ approach [2].

On a Pentium 3 GHz, for a 256 × 256 image and a message size of 1024
bits, watermarking takes less than one minute for the two SDM approaches
and from half an hour to two hours for the original Miller et al. algorithm [1].
In [2], we show that our general scheme (using a secret space and a rotation-
based embedding) has good robustness performances (except facing jpeg attack)
compared to the original algorithm [1] or the Lin et al. approach [6]. We conclude
that our scheme [2], enriched with the SDM technique, provides a good distortion
- payload - robustness and complexity compromise.

Moreover, we believe that it is as least as difficult for an attacker to retrieve
the codebook for our random SDM approach as for the Miller et al. one [1].
Indeed, the original approach only shuffles a subset of the DCT host coefficients
whereas our approach shuffles and projects onto random carriers almost all the
wavelet host coefficients.

5 Conclusion

In this paper, we introduce a new Dirty Paper Trellis Code (DPTC) algorithm
having a security space built by projecting the wavelet coefficients onto secret
carriers. In comparison to the original DPTC algorithm [1], our scheme is as least
as secure and the visual degradation is better adapted to the human psycho-
visual system. After introducing the general problem of projections, we have
proposed two Space Division Multiplexing (SDM) algorithms in order to de-
crease the projections complexity to a more reasonable linear computational
complexity. We evaluated robustness with and without SDM approaches and
observed that projection with SDM approaches give more robust results than
projecting with high dimension carriers. We finally observe that the random
SDM approach, which is the less complex approach, is the more robust.
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Dot-Size Variant Visual Cryptography

Jonathan Weir and Wei-Qi Yan
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Abstract. In this paper, we propose a scheme by which a secure random
share can be generated using a dot-size variant form of visual cryptogra-
phy (VC). We generate two extended style VC shares, when the share is
viewed, it appears as a normal random visual cryptography share. How-
ever, this scheme is designed with spatial filtering in mind, this is the
dot-size variant part of the scheme. Dot-size variant means that instead
of having single black and white dots which make up a VC share, we
use a cluster of smaller dots to represent these black and white pixels.
This means that after printing, if the share is scanned or photocopied
or even viewed with a mobile phone or digital camera, the smallest dots
in the scheme are filtered. This loss of information during the copying
process allows the original share to have additional security in that ac-
curate copies cannot be created, as well as the fact that due to this loss,
the copied share looks totally different from the original. This technique
can be used to detect possible counterfeit shares and copies as they will
be noticeably different from the original. One major advantage of our
scheme is that it works with traditional print techniques and required no
special materials. We present our results within this paper.

1 Introduction

Many printed images which are used for a particular type of product verifica-
tion or identification do not contain overly robust methods of copy protection,
particularly from scanning and photocopying and more recently, attacks from
high quality digital cameras and even mobile phone cameras. Assailants could
easily make a very fast copy of potentially sensitive information and make many
apparently legitimate replicas and the original would practically be impossible
to tell from the copies.

There are a number of different methods available to content providers which
could be employed to prevent this type of fast digital copying misuse [1], namely
steganography [2,3] and watermarking combined with visual cryptography
[4,5,6]. This paper deals primarily from a pure visual cryptography point of
view for data protection.

Within typical secret sharing using traditional visual cryptography (VC) meth-
ods [7], a single secret s is encoded into n shares, if any k of these shares are super-
imposed, the secret can be recovered. This is known as k-out-of-n secret sharing.
Superimposing any k − 1 of the these shares keeps the secret completely hidden.

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 136–148, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Within this paper, we present a scheme which uses an extended form of vi-
sual cryptography [8] which has been adapted to incorporate our dot-size vari-
ant VC scheme which attempts to reduce the risk of security problems that
can arise from assailants who try to capture specific types of data, whether
it is from document copying using scanning and photocopying techniques, or
whether it comes in the form of digital photographs of documents using a digital
camera.

The key point that we will highlight in this paper deals with the variant dot
sizes. The difference in dot sizes will help to cause inaccuracies when copies of
documents which contain these dot-size variant VC shares are scanned or photo-
copied. The scanner or photocopier will filter the smaller dots completely, which
removes a critical part of the image. After having removed these smaller dots,
the inaccurate copy looks extremely different when compared to the original.

Spatial filtering is the principle concept behind our proposed scheme. The idea
being that a correctly designed share, when copied with a certain device, will
filter smaller insignificant parts of the image, which are actually very important
to the overall shares appearance. This would be akin to a lowpass filter which
has the overall effect of smoothing or blurring an image. Further discussion on
spatial filtering is detailed in Section 2.

This type of spatial filtering, as far as we are aware, has never been actively
researched within the visual cryptography domain. We believe the techniques
developed within this paper provide a novel contribution to the current VC
techniques that are in use and essentially improve upon previous work.

A flowchart outlining our proposed technique can be viewed in Figure 1. It is
fully explained within Section 3.

Fig. 1. Flowchart of our proposed scheme

The remainder of this paper is set out as follows; Section 2 outlines the re-
lated work pertaining to our work. Section 3 details our contribution, explaining
how the new schemes work. The results are presented within Section 4 and the
conclusions are drawn in Section 5.
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2 Related Work

Visual cryptography is a cryptographic scheme, which can decode concealed
images without any cryptographic computation and was originally created by
Naor and Shamir [7]. The encryption technique is expressed as a k-out-of-n
secret sharing problem. Given the secret, n transparencies are generated so that
the original secret is visible if any k of them are stacked together. The image
remains hidden if fewer than k transparencies are superimposed. As the name,
visual cryptography suggests, it is related to the human visual system. When
the k shares are stacked together, the human eyes do the decryption. This allows
anyone to use the system without any knowledge of cryptography and without
performing any computations whatsoever.

Extended visual cryptography schemes allow the construction of visual se-
cret sharing schemes within which the shares are meaningful as apposed to the
shares consisting of random noise. After the set of shares are superimposed, this
meaningful information disappears and the secret is recovered. This is the basic
premise for the extended form of visual cryptography.

An extended visual cryptography scheme (EVCS) proposed by Ateniese et
al. [8] is based on two types of access structure. A qualified access structure
ΓQual and a forbidden access structure ΓForb in a set of n participants. The
technique encodes the participants in that if any set, which is a member of the
qualified access structure and those sets are superimposed, the secret is revealed.
However, for any set which is a member of the forbidden access structure and has
no information on the shared secret, meaning that no useful information can be
gleaned from stacking the participants. The main difference between basic visual
cryptography and extended visual cryptography is that a recognizable image
can be viewed on each of the shares; once the shares have been superimposed
(provided they are part of the qualified access structure), the image on the shares
will disappear and the secret will become visible.

With EVCS, the first n shares represent some form of meaningful information.
The secret is normally the last to be dealt with (n+1). This requires a technique
that has to take into consideration the colour of the pixel in the secret image we
want to obtain, so when the n shares are superimposed, their individual images
disappear and the secret image can be seen. In general, this can be denoted
by Cc1···cn

c with c, c1, · · · , cn ∈ {b, w}, the collection of matrices from which we
can choose a matrix to determine the shares, given ci being the colour of the ith
innocent image and c being the colour of the secret image. In order to implement
this scheme, 2n pairs of such collections, one for each possible combination of
white and black pixels in the n original images need to be generated.

It is assumed that no information is known on the pixel values of the original
image that is being hidden. The only thing that is known is that the pixels can
be black or white. No probability distribution is known about the pixels. There
is no way to tell if a black pixel is more likely to occur than a white pixel. Three
conditions must be met when it comes to encrypting the images. Firstly, images
that belong to the qualified set access structure, should, when superimposed,
reveal the secret image. Secondly, by inspecting the shares, no hint should be
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available about what secret is hidden within the shares. Finally, the image within
the shares should not be altered in anyway, that is, after the n original images
have been encoded, they should still be recognizable by the user.

A stronger security model for EVCS is one in which the shares associated to a
forbidden subset can be inspected by the user, meaning that the secret image will
still remain totally hidden even if all n shares are previously known by the user.
A systematic approach to fully address a general (k, n) problem was proposed
in [9].

Improving the shares quality [10] to that of a photo realistic picture has been
examined within extended visual cryptography. This is achieved using gray sub-
pixels rather than black and white pixels in the form of halftoning. Removing
the need for pixel expansion within VC has also been examined. Ito et al. [11]
remove the need for this pixel expansion by defining a scheme which uses the
traditional (k, n) sharing where m (the number of subpixels in a shared pixel) is
equal to one.

A probabilistic method to deal with size invariant shares is proposed in [12] in
which the frequency of white pixels is used to show the contrast of the recovered
image. The scheme is non-expansible and can be easily implemented on a basis
of conventional visual secret sharing (VSS) scheme. The term non-expansible
means that the sizes of the original image and shadows are the same. Many
others have also researched this area of invariant share sizes and invariant aspect
ratios [13,14,15].

In terms of EVCS, our scheme uses the final result of an extended scheme as
the image that should be resilient to copying. The original secret is recovered
and used. However, each of the layers used to make up the final secret (the
qualified subsets) has the dot-size variant patterns applied to each. That way the
recovered share looks like the original secret, until it is copied, which changes the
overall appearance, ie, filtering the specifically smaller dots on the layers. Many
previously discussed schemes work towards invariant size and reduced share sizes,
our scheme approaches this VC problem from the opposite end, by enlarging the
shares and employing different pixel patterns for each share. Its primary use is
within the printing industry. By printing these shares in very high quality (high
dots per inch), they possess the anti-copy properties described within this paper.
Our schemes primary application deals purely with anti-copying methods. If a
phone or digital camera takes a picture of the share, it should render it useless if
the user wishes to make copies of it. The same should be true for photocopying
and scanning techniques. We attempt to use the principles of spatial filtering in
the design of our shares.

A typical spatial filter consist of two things, a neighbourhood and a predefined
operation that is performed on the neighbourhood pixels. Filtering creates a
new area within the neighbourhoods coordinates with the results of applying
the predefined operation. We focus on the mechanics of linear spatial filtering
using various n × m neighbourhood masks. The filter we look at in this paper
involves a 5×5 filter, the reason being that it is more intuitive and easier to work
with due to its center falling on integer values. We attempt to use this principle
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of spatial filtering combined with visual cryptography to construct sufficiently
secure dot-size variant shares which become filtered when some forms of copying
are attempted.

3 Our Contributions

Based on the extended form of visual cryptography, our proposed scheme works
as detailed in Figure 1. Firstly, there are two phases to this scheme. The first
phase involves creating two random shares with basic traditional VC techniques.
The hidden text or message you wish to appear in the copied shares should also
be selected at this stage. The second phase involves two parts, firstly an extended
form of VC is applied to both shares created from phase one along with the text
and then secondly the resultant extended VC shares are combined with our
variant dot-size system.

Two schemes are presented and detailed below based on our dot-size variant
scheme. The first scheme is a densely populated pixel scheme, the other is a
sparsely populated scheme. Essentially, both schemes work in exactly the same
way, they are detailed here to show that the scheme works with both types
of pixels depending on the distance between the pixels. The densely populated
pixel scheme uses, a dense set of pixel patterns and the sparsely populated pixel
scheme uses a sparse set of pixel patterns.

Initially the scheme generates two random shares S1 and S2. They are ob-
tained from a simple random binary image I with no visual meaning. In order
to create each share, a traditional 2-out-of-2 VC method is employed. The input
image required to generate these shares does not matter. It can be anything,
typically we just use an automatically generated random image which allows the
shares to be generated.

S1 is used as the main secret in the extended part of the scheme. S2 is also
used in the second phase. It is combined with the text T you wish to appear
when the final printed image is copied or viewed with a number of devices, such
as a photocopier or digital camera. Figure 2 shows each of these generated shares
along with the secret text image used in the extended phase of our scheme.

In phase two, we use a (2, 2)-EVCS scheme to conceal S1 within the two other
images S2 and T . Share one is passed to the extended scheme as the secret, S2
and T act as the corresponding halftone cover images. After the EVCS scheme

(a) S1. (b) S2. (c) T .

Fig. 2. Shares generated after phase one along with the text image
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(a) ES1 (b) ES2

Fig. 3. Extended VC phase of the proposed scheme

has been performed on each of the two cover images we obtain the new extended
shares ES1 and ES2 which are visible in Figure 3.

The next part of phase two involves our new dot-size variant scheme. Both
ES1 and ES2 need to be modified with the properties of this new scheme. This
is the phase which generates the new dot-size variant shares which allow the
superimposed shares to appear as normal under general viewing conditions and
when copied, allow the hidden text to appear.

The idea behind the dot-size variant scheme is that each pixel within the
original extended shares is expanded into a 5× 5 block. This is the Zoom Factor
stage at the start of Phase 2: Part 2. Within this zooming stage different block
styles are chosen which contain specific patterns which are used to represent a
black or white pixel, these patterns are known as Filter1 and Filter2. The reason
these size of blocks were chosen, is that they contain the minimum amount of
information to make this scheme effective. With a 3 × 3 block, the patterns
generated cannot contain enough information in order to successfully invalidate
the share after copying has been performed. Anything larger than 5 × 5 works
but results in even larger shares, so there is no need to include them here.

The aforementioned filter patterns used to construct the new shares are dis-
cussed below. Only the black pixels are replaced in the larger shares, the white
pixels are scaled to their new size and are made up from only white pixels. A
range of different pixel patterns can be used within this zoom stage. The key
thing to remember when choosing a pixel pattern is that there cannot be too
much difference between each set of patterns. This comes down to the difference
in contrast, a highly important part of any VC scheme [16,17,18].

For example, if solid black pixels are used for share one (this would imply
densely populated pixels) in a 5× 5 grid, there can only be a difference of three
pixels when designing the pattern for share two. The same is true for the sparse
pixel set. Potential pattern sets are displayed in Figure 4. Figure 4(a) shows
the black solid 5× 5 pixel pattern and Figure 4(b) shows the slightly less dense
version from the same dense pixel set. Figure 4(c) and Figure 4(d) illustrate an
example of a sparse pixel set. All figures have been zoomed by a factor of eight
from their original size for clarity.
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(a) Filter1, dense
pixel set.

(b) Filter2, dense
pixel set.

(c) Filter1, sparse
pixel set.

(d) Filter2, sparse
pixel set.

Fig. 4. Corresponding pattern sets for a densely populated pixel pattern

After the pixel patterns Filter1 and Filter2 have been chosen based on the
type of sets used (dense or sparse) each extended share is required to be modified
with the corresponding filter set. Each zoomed share is read in and has the
corresponding pixel sets applied. Figure 5 shows the resultant shares after a
5 × 5 sparse pixel set has been applied to it. The pattern from Figure 4(c) has
been applied to ES1 from Figure 3(a), while Figure 4(d) has been applied to
ES2 from Figure 3(b). The final modified extended shares ES′

1 and ES′
2 can be

viewed in Figure 5(a) and 5(b) respectively. The final share F can be viewed in
the next section in Figure 6, which shows the result from superimposing ES′

1
and ES′

2.

(a) ES′
1. (b) ES′

2.

Fig. 5. Results from applying the sparse pixel patterns to each extended share after
zooming
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The final share F could be used as an identification mark on a document,
which would highlights whether or not copies have been made of the document.

It is this slight difference in density and ultimately the contrast that allows
the message to remain hidden from human sight, but allows it to become visible
when attempts are made to copy the shares. The difference in pixel locations
become filtered, therefore leaving a lighter background which allows the denser
sections of the image to become visible.

4 Experimental Results

Due to the nature of this scheme, it is primarily designed for printed images and
would be best used within a printing application. To achieve the best results, a
high quality printer should be used which should be capable of printing at a high
resolution. All of the printed examples in the results section where all printed at
1200 DPI (dots-per-inch). This produces suitably sized, printed images which are
clear and are not too large after printing. This high resolution printing prevents
accurate copies being made using a mobile phone camera, which, when used on
these printed images, tend to blend and filter the smaller dots which results in
the resultant marks on the photo. This is why some of the text may be visible
within some of the created shares from our results, becuase we cannot display
the images at 1200 DPI or greater without printing them first.

Within this section, we present our experimental results. The results are pre-
sented which highlight the spurious nature of the copies obtained with a variety
of devices previously mentioned. The dense and sparse set schemes are both
presented and the corresponding results are published.

Figure 6 provides the results of a 5×5 sparse set of shares with an “X” running
through the center of the image. When the original share in Figure 6 is printed
at 1200 DPI and a copy of it is made on a digital camera, the difference is clear.
Figure 7 shows the resultant image from the digital camera, which was taken
using the cameras 7 megapixel setting. A darker “X” shape is clearly visible
which stands out quite substantially when compared to the original.

Figure 8 was generated from the 5 × 5 dense pixel set. To illustrate the anti-
copying techniques based on photocopying, we employ an artistic filter from the
GNU Image Manipulation Program which makes use of a photocopy filter for
any given image. The filters settings where kept at their defaults. The results
from applying this filter to the image in Figure 8 can be viewed in Figure 9. The
difference from the original is clear and obvious. The text in the original is almost
impossible to detect, whereas the copy has a very visible text running through
it. This is entirely down to the difference in contrast between the original share
and the copy due to the filtering of the small dots.

In order to measure the contrast, we use luminance of the image. The lumi-
nance of an image describes the amount of light that passes through or is emitted
from a particular area of an image. That is, the measure of energy an observer
perceives from a light source. The general equation for luminance is defined
as (1):
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Lv =
d2F

dAdΩcosθ
(1)

where Lv is the luminance, F is luminous flux, θ is the angle between the surface
normal and the specified direction, A is the surface area of the image and Ω is
the solid angle.

We use this luminance value to help determine the images contrast C and
to show that the difference is sufficient in the copied image when compared to
the original to warrant a practical use for this type of technique. Typically, we
use the standard contrast equation (2) to help determine this metric along with
applying a specific variation of it, the Weber contrast (3):

C =
Luminance Difference
Average Luminance

(2)

C =
I − Ib

Ib
(3)

Fig. 6. The resultant share generated by the process using a sparse share
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Fig. 7. Photographic copy of the share with “X” running through the center of it

where I and Ib represent the luminance of the features (the hidden text in
this case) and the background luminance (the random noise), respectively. The
Weber function was chosen because the background in most cases remains largely
uniform, meaning its value can be used as the average luminance.

A comparison was done between the contrast in the original share and the
photocopy, a number of areas were selected. Each of the areas are paired, so
a comparison could be done between the area that contains nothing meaning-
ful and an area which contains the hidden text. The comparison measures the
amount of black pixels in each area, as a percentage, and measures the differ-
ence. It is this difference which gives rise to the visible results after copying has
occurred.

The four areas of interest are of size 128×128 and where taken at the following
coordinates (0, 0), (148, 1372), (3890, 1374), and (3736, 1374) on Figure 8. The
shares overall size is 4520 × 1660. The four original share areas are represented
by Oi = O1, . . . , O4 while the corresponding four photocopied share areas are
represented by Pi = P1, . . . , P4. The contrast as a percentage, for an area, O1
for the binary shares is calculated using (4).

O1 = 100 ·
W∑

x=1

H∑
y=1

bxy

W × H
(4)

where x and y are the pixel coordinates, b represents a black pixel and W and
H are the width and height of the area being computed. The same equation is
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Fig. 8. The resultant share using densely positioned pixels

Fig. 9. A photocopy filter applied to a dense share

used for all the areas, these percentages are subtracted, giving the final contrast
percentage difference.

The contrast is obtained in each area of each share, in both the original and
the photocopy and then the difference is computed between these areas. O1
and O2 are similar regions within the original, one area from the background
and one area from the foreground, the same is true for O3 and O4 as well as
the corresponding photocopied shares notation. Table 1 presents the contrast
analysis results. Each of the corresponding areas are grouped accordingly in the
table.

From these results, it is possible to see that when the printed images are
viewed with a mobile phone camera or digital camera, the hidden text becomes
available. It becomes darker and easier to see, making it very difficult to obtain
an accurate copy. The same principle is true for the photocopied images. This is
due to the difference in contrast. Each of the devices used filtered the small dots
which increases the contrast difference in particular areas of the image. It is this
increase in contrast difference which allows this scheme to work successfully,
which is confirmed by the results obtained in Table 1. Take for example the
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Table 1. Contrast analysis between the original share and the photocopy

area black (%) difference (%)
O1 83.1% 2.7%
O2 85.8%
P1 70.2% 6.1%
P2 76.3%
O3 83.0% 2.9%
O4 85.9%
P3 70.4% 6.5%
P4 76.9%

P1 and P2 results, the difference between the background noise and the hidden
text is 6.1%, which is extremely large compared to the original having just a
difference of 2.7% within the same area. There is over twice the difference in
contrast, this greater difference confirms the visible changes of appearance in
the copied shares.

5 Conclusion

In this paper we propose a novel dot-size variant visual cryptography scheme
which attempts to reduce the likelihood of successful image or document copying
using a number of devices. Our technique provides a practical application of VC
in the area of anti-copying. Visually, the share itself looks normal, however after
a copy of the share is taken, the small dots are filtered, revealing the hidden
message. This potentially allows for improved security when it comes to the
area of document authentication and identification. This can clearly be observed
from the results, making it quite difficult to copy these types of shares using
readily available copying devices. Further development of these schemes would
potentially improve these techniques, especially in the area of reducing the overall
size of the shares which could grow quite large depending on the type of data
that is required to be concealed during the embedding process.
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Abstract. We propose a concept of feasible blind fingerprinting called “semi-
blind fingerprinting” which provides as secure content trading as conventional
blind fingerprinting methods. In a basic model of conventional fingerprinting for
content trading, user’s security could be guaranteed only under the premise that
a content provider is trustworthy. Such premise makes a scheme unpractical. To
overcome this defect, various blind methods have been proposed in which cryp-
tography is used in order to protect the information on a user. However, compu-
tation cost and robustness have not been well considered as a scheme should be
feasible, though it provides high-level of protection. A semi-blind scheme fulfills
a need for both feasibility and robustness. Under this scheme, feasibility can be
achieved by applying newly proposed functions called “Image Division” instead
of using cryptography. In order to gain robustness, a protocol for watermarking
has been so designed that any well-developed existing watermarking technique
can be applied with no restriction. We will not only propose the idea but also
implement and evaluate several image division functions as well as an optimized
embedding program in order to prove validity of the proposed method.

1 Introduction

We propose an idea of feasible blind fingerprinting called “semi-blind fingerprinting”
which provides as secure content trading as conventional blind fingerprinting methods
within feasible processing cost and sufficient robustness. We also present some imple-
mentation and evaluation results to show a validity of our concept. Before we get into
the technical detail, we describe the background. Demand for a protection of intellectual
property of digital content is increasing due to severe crime augmentation accompany-
ing rapid development of information technology and its infrastructure. As a result, an
enormous number of digital content might have been pirated for illegal use.

Digital fingerprinting [1] that uses watermarking technique is one of the technical
approaches to protect one’s intellectual property. In this scheme, a content provider
(CP) embeds a purchaser ID into digital content before giving an image to a purchaser
(user). When CP found a pirated image, extracts ID to identify an illegal user who
illegally redistributes an image. However, this model only works under the assumption
that CP is trustworthy. In other words, inappropriate trading might be easily carried out
if CP is malicious since CP possesses an embedded image and user information.

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 14–28, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Conventional blind fingerprinting methods [2,3,4,5,6,7,8,9] have been proposed as a
countermeasure to resolved the above defect. In general, blind methods use encryption
to protect such information as user name, purchasing record, and so on. Therefore,
a user can obtain an image without revealing the information. However, computation
cost and sufficient robustness have been sacrificed for the high-level of security.

To overcome the defect of conventional blind fingerprinting techniques, we propose
a semi-blind method that possesses blind properties at low processing cost with suffi-
cient robustness. A semi-blind method allows replacing an encryption with proposed
functions called “Image Division”, and interposition of a trusted third party (TTP) for
user verification and watermark embedding. Robustness is gained by designing a pro-
tocol for watermark that well-developed existing watermark technique can be applied
with no restriction. The procedure is described below. Assume a user wants to purchase
an image from CP. First, CP divides an image into two unrecognizable images, and then
sends them to a user and TTP by different route. Second, TTP embeds a pseudonymous
user ID issued by TTP into a received image, and then sends it to a user. Finally, user
combines those images to obtain an embedded image.

A scheme provides following achievement; CP doesn’t know who a user is, TTP
has no clue as to what kind of image has been traded, and a user can obtain an im-
age without revealing information to CP and TTP. CP can certainly identify an illegal
user in cooperation with TTP when a pirated image has been found even though user
information is not available to CP.

In section 2, we describe preliminaries including conventional and related tech-
niques. In section 3, we describe a proposed concept. In section 4, we describe im-
plementation. In section 5, we show evaluation results. In section 6, we conclude this
paper.

2 Preliminaries

2.1 Basic Model of Fingerprinting

A fingerprinting method [1] based on a watermarking technique is one of the approaches
to protect digital content from illegal use. In this scheme, as illustrated in Fig. 1, CP
(Provider) embeds a unique user ID into an image. When a pirated image has been
found, CP extracts ID to identify an illegal user (Purchaser). However, this model is
valid only if CP is perfectly trusted. Otherwise, impropriate trading can be easily car-
ried out by CP since CP manages an embedded image and user information used at a
verification process. Despite the fact that a pirated image has been found, it is not able
to distinguish which party (CP or a user) is pirating an image since both CP and a user
possess the same embedded image. Another problem is that malicious or untrustworthy
CP may expose user’s private information such as user name, purchasing record, and
detail of purchased image.

2.2 Conventional Blind Fingerprinting

Various blind fingerprinting techniques [2,3,4] have been proposed to solve the prob-
lems of conventional methods. Each of their schemes varies in detail, but a basic idea
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of blind methods is applying encryption to protect information regarding to a user as
illustrated in Fig. 2.

Assume, a user prepares a pair of public and secret keys. First, a user (Purchaser)
encrypts user ID by the public key, and then sends an encrypted ID and the public key
to CP. Second, CP (Provider) encrypts an original image using the public key and then
embeds an encrypted ID into the encrypted image without any decryption. CP sends the
image to a user. Third, user decrypts the encrypted embedded image by the secret key.

We focused on problems that most of them are somehow infeasible due to heavy
processing cost and lack of robustness. We briefly overview conventional blind methods
of which a list is summarized in Table.1.

Fig. 1. Basic Model of Fingerprinting Fig. 2. Basic Model of Blind Fingerprinting

Blind Method Using Bit-Commitment. A bit-commitment technique is used in [2,3]
for watermark extraction. However, computation and communication cost increases in
proportion to a size of an image that makes a protocol inefficient. Moreover it is indi-
cated in [10] that robustness is not sufficiently provided because XOR operation used
for embedding can be easily removed by compression.

A Blind Method Using El Gamal and Paillier Encryption. Some asymmetric water-
marking methods [7,8,9] are proposed that use a homomorphic public key encryption.
In [7,8], information of modified pixels in I is encrypted. Watermark is extracted with-
out decrypting an image so that extractor has no clue as to how or where watermark is
embedded. However, the size of ciphertext, an extraction key increases in proportion to
the size of an image.

Hence, embedding and extraction involving an encryption make a protocol infea-
sible. According to [7,8], if we apply 1024 bits El Gamal encryption to Lenna (z =
256 × 256 pixels), ciphertext (extraction key) will be 2048 × z bits. Note that two
chipertexts are generated for El Gamal. Embedding time is approximately 0.1 × z sec-
onds where a single bit encryption is 0.1 seconds. Another example in [9] uses Paillier
encryption. Assuming 1024 bits Paillier encryption is applied, the size of ciphertext will
be 1024×z bits and encryption time will be approximately 3.3×z seconds. In addition
to infeasible processing cost, watermark robustness is also sacrificed since applicabil-
ity of embedding algorithms as well as embedding capability is very restricted due to
encryption of property.

A Blind Method Using Okamoto-Uchiyama Encryption. An asymmetric watermark
method [5,6] using Okamoto-Uchiyama encryption has been proposed. Message is em-
bedded by modifying pixels using Quantization Index Modulation (QIM) and Okamoto-
Uchiyama encryption in [5]. Encryption is carried out as follows.
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Table 1. A List of Conventional Blind Fingerprinting

Methods Technical Elements for Blinding
[2,3] Bit-Commitment
[7,8] El Gamal Encryption
[9] Paillier Encryption
[5] Okamoto-Uchiyama Encryption

Assume a pair of public key pk and secret key sk are provided by a user. For em-
bedding, CP encrypts message ω and an original image I using pk, and then embeds
an encrypted message without decrypting as Epk(I ′) = Epk(I) ⊕ Epk(ω) where ⊕ is
an additive homomorphic calculation for embedding and E(·), D(·) is homomorphic
encryption and decryption respectively. A user obtains an embedded image I ′ by de-
crypting using sk as I ′ = Dsk(Epk(I ′)). A scheme in [6] has been developed based
on the one in [5] that applies DC-QIM and RDM to emphasize watermark robustness.
However, overhead in computation cost still needs to be considered.

3 A Concept of Semi-blind Method

Semi-Blind fingerprinting is an alternative method to conventional blind methods in
consideration of feasible processing cost and robustness.

We have achieved by means of overcoming the defect of most conventional blind
methods as well as satisfying requirements of blind methods, that is, providing secure
image trading to both a user and CP by allowing an interposition of TTP for embedding
and user verification. The detail is described below and illustrated in Fig. 3. Assume, a
persuadenimous user ID is issued by TTP, and then a user is verified,

1. CP divides an image into two unrecognizable images, and then sends them to a user
and TTP,

2. TTP embeds a pseudonymous user ID into an unrecognizable image by using a
well-developed existing watermark algorithm,

3. a user restores divided images by putting them together to obtain an embedded
image.

Following advantages are accrued by a secure image trading scheme,

– CP has no clue as to who a user is, because of a pseudonymous user ID,
– an illegal user is distinguishable either CP or a user since only a user has a complete

embedded image,
– TTP has no clue what kind of image has been traded because of unrecognizable

property of a received image,
– a user can obtain an image without exposing private information.

3.1 Problem Definition of Conventional Blind Methods

We focused on two infeasibility problems possessed by most conventional blind finger-
printing; that is, high computation cost of encryption and inadequate robustness due to
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embedding restriction. Embedding is restricted due to encryption properties that a wa-
termark algorithm needs to satisfy several conditions under which a hybridization with
encryption is made possible. Moreover, embedding capability tends to be decreased.
The detail of encryption will not be discussed in this paper.

3.2 A Concept of a Proposed Method

Our goal is to provide a feasible blind fingerprinting scheme, “Semi-Blind Fingerprint-
ing” with implementation and evaluation results. Unlike conventional blind methods, a
proposed method allows utilizing any well-developed existing watermarking that allows
inheriting robustness of existing watermarking techniques without restriction caused by
encryption properties.

3.3 A Privacy-Secure Image Trading Scheme Based on a Semi-blind Method

We begin with describing a big picture of our scheme which is handled by three enti-
ties; Alice (a user), Bob (CP), and Catharine (TTP), a trusted third party for account
of privacy protection of Alice. Assume core technique based on a proposed concept
is adapted to a digital image trading scheme which provides Alice to trade an image
without revealing privacy information to the opposite parties. The scheme is described
below and illustrated in Fig. 4 which mainly composed of two phases, user verification
and embedding.

Assume Alice purchases an image from Bob, but she doesn’t want to expose her
information to both Bob and Catharine.

A User Verification Scheme. In prior to image trading, Alice completes user registra-
tion to obtain a verification ticket TID from Catharine. Next, Alice requests an image
to Bob by using TID used as a pseudonymous user ID. Bob verifies TID in coopera-
tion with Catharine. At this point, Catharine possesses a user name and a pseudonymous
ID, whereas Bob only has a pseudonymous ID.

An Fingerprint Embedding Scheme. We describe an embedding phase that contains
mainly three steps carried out by Bob, Catharine, and Alice respectively corresponding
to; offering an image, embedding message, and obtaining an embedded image.

1. The first step is carried out by Bob. Assume Alice is verified by Bob in cooperation
with Catharine by verifying validity of TID. Bob puts an image I into an image
dividing function ImDiv(·) to obtain two unrecognizable images as (I1, I2) =
ImDiv(I) which are sent to Alice and Catharine respectively. At this point, Bob
has no information about Alice besides a pseudonymous user ID that implies one
of the blindness properties.

2. The second step is carried out by Catharine who possesses a user name, TID, and
I2. Catharine embeds message ω = TID into I2 by embedding function Emb(·)
as I ′2 = I2 ⊕ ω = Emb(I2) where ⊕ represents embedding. I ′2 is sent to Alice.
Since I2 should be unrecognizable to Catharine, she has no clue as to what kind of
image Alice obtains which is another blindness property.

3. The final step is carried out by Alice who combines (I1, I
′
2) to obtain an embedded

image by an image restoring function as I ′ = I1 + I ′2 = ImRst(I1, I
′
2).
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Fig. 3. Semi-Blind Fingerprinting
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Fig. 4. A Protocol for an Example Scenario

Table 2. Properties of Entities

Entities Properties Unknown Information
Alice user name, TID, I ′,I1,I ′

2 I , I2

Bob TID, I , I1, I2 user name, I ′
2, I ′

Catharine user name, TID, I2,I ′
2 I1,I , I ′

An Fingerprint Extraction Scheme. An extraction may be carried out by another
third party regarding to Bob that enables identify an illegal user. For example, a web-
crawler managed by Bob observes the website to find pirated images. When a pirated
piece has been found, a crawler extracts an ID. A crawler asks Catharine to disclose
user information to identify an illegal user.

4 Implementation

In this section, we describe our implementation results to examine various image divid-
ing functions and a customized embedding program (FQemb).

4.1 A Naive Dividing Method

We briefly review [11,12] that shows several types of image dividing methods. An
objective of these schemes is protecting privacy information of recorded subjects in
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an image. For example, Alice wants to purchase an image of private party last week
from Bob, but she does not want to expose privacy information in purchased images
since Bob may be able to profile Alice by gathering information of a user name, other
recorded subjects, where she was, her friends appear in the image, and so on.

We have resolved this issue by adopting a proposed concept that results in enhancing
privacy protection as indicated by following facts. Bob does not know who a purchaser
is, and Catharine can hardly guess what she is purchasing. As a result, Alice can obtain
an image without revealing privacy information. Hence, two important issues are the
one not to give her user name to Bob by using a pseudonymous user ID and another not
to give much clue to guess image detail to Catharine. In [11,12], we have pursued an
unrecognizable property by making I2 into unrecognizable image by various kinds of
dividing methods as shown below.

Technical Detail of Image Divisions. We introduce some of the dividing methods from
[11,12]. Following dividing functions are used as combination toward better
unrecognizability.

Block Noise DivisionBND. BND(·)makesI into two random noise layersasBND(I)
and BND(I) as shown in Fig. 5. Note that noise is added by n× n blocks (n = 4 in this
case). The two images are generated by computing random numbers as BND(I) = rnd
by a pseudo random number generator for the number of blocks in I and BND(I) = I −
BND(I). Restoring process can be done by summing up the images as I = BND(I) +
BND(I).

rnd is generated within a range given in Table 3, since random image should have
maintained at least some detail of an image such as edge information for the sake of
embedding room of watermark. Otherwise, watermark does not survive throughout a
restoration process if a random image is completely random. rnd generator divides
brightness of I into lv = 4 levels as shown in Table 3. Increment of lv indicates more
image detail remains at higher recognizability that is able to preserve much room for
watermark, whereas decrement indicates increasing unrecognizability at sacrifice of wa-
termark strength.

Block Check Division BC. BC(·) divides I into two M × M block check images
(M=64 in Fig 5), BC(I) and BC(I). Restoring process is carried out by combining
them as I = BC(I) + BC(I).

Combination of Face Clipping Division FC and BND. FC(·) divides I into a face
part, FC(I) and background part, FC(I) using face detection of OpenCV. This is
developed by following two concepts that are protecting recorded subjects in an image
and enhancing unrecognizability of an image by masking human face (or eyes).

FC +BND is shown in Fig. 6. Watermark is successfully extracted from a restored
image. We have applied this combination to a test image as shown in Fig. 7. In this
test, face detection failed to detect a face in the image since it was too small to detect.
However, a human face and license number, considered as privacy information, is well
blinded. As a result, we found that block noise blinds up small faces even though face
detection failed.
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Table 3. A Range of Random Generation for 256 Brightness Levels

lv Brightness of I Range of rnd

1 255,. . .,192 192,. . .,128
2 191,. . .,128 127,. . .,64
3 127,. . .,64 63,. . .,0
4 63,. . .,0 0

BND(I) BND(I) BC(I) BC(I)

Fig. 5. Block Noise Division (BND) and Block Check Division (BC)

Fig. 6. FC + BND for Lenna

Fig. 7. An Original Image and (FC + BND) applied image

Robustness Evaluation Results. We show the robustness evaluation of combinations
of various image division and Digimarc, a Plug-in of Adobe Photoshop CS2 which
should have broad robustness against various types of manipulations. Robustness eval-
uation results are shown in Table 4 for the case of ND, FC, and FC + ND. Note
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that NONE denotes no division has been applied. In other words, NONE indicates rad-
ical strength of Digimarc. In this case, 108 total attacks (manipulations) at 15 different
manipulations with several levels is applied by Stirmark[13].

Manipulations are; Affine transform, Conversion filter, Cropping, JPEG compres-
sion, Latest small random distortion, Median cut, Adding noise, Rescale, Remove lines,
Rotation, Small random distortions, Rotation, Rotation cropping, Rotation scale, and
Self similarities. For instance of JPEG compression, several compression levels from
10, 20, . . . , 90% is applied. For more detail about Stirmark, refer [13]. For a case of
FC + ND, watermark has been detected from 73 manipulated images out of 108 im-
ages. It indicates that FC + ND possesses approximately 84% of robustness compare
to None where 100% = 87 images.

Table 4. Robustness of Dividing Functions with Digimarc

Division + Embedding Tool Succeeded Cases
None+Digimarc 87/108
ND+Digimarc 74/108
BC+Digimarc 47/108

FC + ND +Digimarc 73/108

4.2 Frequency Division and an Optimized Embedding Method

In this section, we describe new dividing and embedding functions with implementa-
tion results. A frequency division function, FQ(·) divides an image by frequency com-
ponents. An optimized embedding program (FQemb) embeds watermark in frequency
domain as described below.

Example Scenario for a Semi-Blind Method. Before we getting into detail, we de-
scribe an example scenario based on a semi-blind method. A protocol consists of mainly
three phases; generating two non-recognizable images by Bob, embedding by Catharine,
and restoring images to generate an embedded image by Alice. Assume Alice has been
verified and purchasing an image Lenna.

1. Bob makes I into (I1, I2) by FC + FQ and then sends I1 to Alice and I2 to
Catharine.

2. Catharine embeds message by I ′2 = FQemb(I2) and then sends it to Alice.
3. Alice combines images as I ′ = (I1 + I ′2) = ImRst(I1, I

′
2) to obtain an embedded

image as shown in Fig. 9.

Technical Detail

Image Dividing by FC + FQ. The first step is carried out by Bob by dividing I into a
face IF and background IB parts using FC(·) as (IF , IB) = FC(I), and then divides
IB into IB1 = FQ(IB) and IB2 = IB − IB1 using FQ(·).
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FQ divides IB into M × M, M = 8 blocks, and then extracts middle and high
frequency component for a highpass filtered image IB1 = FQ(IB) as well as an image
of IB2 = IB − IB1 as shown in Fig. 9. I1 = (IB1, IF ) is sent to Alice and I2 = IB2 is
sent to Catharine.

Coefficients Comparison Embedding (FQemb). The second step is carried out by
Catharine who proceed with embedding as I ′2 = (I2 ⊕ ω) = FQemb(I2). The de-
tail is described below and illustrated in Fig. 8

1. divides I2 into small M × M blocks (M = 8 in this case) blocks.
2. selects high-complexity blocks by a block analysis function BA(·) which finds

blocks containing complicated part in an image such as edge of objects, hair of
human, and so on. Detail of BA(·) is described later on.

3. choose two coefficients (A, B) as A = a1, . . . , a�, B = b1, . . . , b� from the se-
lected blocks where � is a number of pairs. (A, B) is required to satisfy large dst,
distance between A, B for better detection accuracy. For example, if dst is small,
even slight manipulation affects watermark. (A, B) are randomly selected within a
range of low to middle frequency and middle to high frequency respectively in or-
der to obtain as large dst as possible. Middle and high frequencies are represented
as MQj, HQj, (j = min, . . . , max) where j is an index of zigzag ordered coef-
ficient elements in blocks. In other words, coefficients (ai, bi), i = 1, . . . , k where
k is the number of selected blocks are chosen within a range of MQmin ≥ ai ≥
MQmax, and HQmin ≥ bi ≥ HQmax respectively.

4. (A, B) are modified as A − δ < B + δ for ω = 0 and A + δ ≥ B − δ for ω = 1.
where δ is a parameter to enlarge dst to enhance robustness.

Fig. 8. Coefficients Selection in M × M blocks

A Highpass Filtered Image (IB1) Embedded Image I ′
B1 Restored Embedded Image (I ′)

Fig. 9. Output Images of FQemb
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5. continue the above process according to ecc and message length. For example, for
the case of this implementation, 15 (length of ω)×150(ecc) pairs of coefficients
form the selected blocks are modified where ecc is Error Correcting Code.

Block Analysis BA. BA(·) is a function in embedding to enhance detection accuracy.
BA(·) analysis all blocks to find blocks containing large standard deviation σ. Large
σ indicates high-complexity part in an image where small modification is hardly noti-
fied by human eyes. Indeed, conventional watermarking embeds watermark into high-
complexity part in an image. Blocks satisfying σ � τ are selected for embedding where
τ is a threshold. Increment of τ indicates higher robustness at heavy image degenera-
tion and vice versa. In other words, blocks possessing large σ provides better detection
accuracy, whereas small σ indicates causing false detection.

5 Evaluation

Our implementation based on (FC + FQ) + FQemb shows mainly two results, com-
parison with other watermark applications to figure out overall performance of our
scheme, and examining FQemb using various types of images. Following parameters,
ω = 1, 0, 1, 0, 1, 0, 1, 0, ecc = 300, and δ = 100 and 512× 512, 256 gray-scale images
are used for this implementation. ecc (Error Correction Code) is a parameter that redun-
dantly modifies 300 pairs of coefficients to represent 1 bit of watermark. Matlab2008b
is used for Image division and OpenCV 1.0 is used for face detection. The environment
is Core 2 Duo T7100 (1.80GHz), 2.5GB RAM, and Windows XP SP3. For robustness
evaluation, we have used Stirmark Benchmark that applies various kinds of manipula-
tions attacks as shown in Table 5.

Table 5. Parameters of Stirmark Benchmark 4.0

Attacks Description Levels
AFFINE Affine Transform 1, . . . , 8
CONV Gaussian Filtering 1, 2

CROP [%] Cropping 25, 50, 75
JPEG[%] JPEG compression 20, . . . , 80

MEDIAN[filter size] Median cut 3, 5, 7, 9
NOISE[%] Add noise 10, . . . , 80
RESC [%] Rescale 50, 75, 90, 125, 150, 200

RML [lines] Remove lines 10, 20, . . . , 100
ROTCROP ROT+ CROP −2, −1, −0.5, 0.5, 1, 2

ROTSCALE ROT+RESC −2, −1, −0.5, 0.5, 1.2
ROT[degrees] Rotation −2, −1, 0.5, 1, 2, 5, 10, 25, 90

5.1 Robustness against Restoring Using Various Watermark Applications

Our first evaluation is application comparison to find out overall performance of FQemb
and other existing embedding applications, selected from open source , Steghide and
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Table 6. Failed Cases of Each Applications

Attacks Failed Case of FQemb Failed Case of Digimarc
AFFINE 1/8 (4 case is failed) 0/8(0 failed)
CONV 0/2(0 failed) 0/2(0 failed)
CROP 3/3 (All failed)) 1/3 (25% case is failed)
JPEG 0/7(0 failed) 2/7 (20, 30% cases are failed)

MEDIAN 3/4 (5, 7, 9 cases are failed) 3/4 (5, 7, 9 cases are failed)
NOISE 1/8 (80% cases are failed) 8/8 (All failed)
RESC 0/6 (0 failed) 0/6 (0 failed)
RML 0/9(0 failed) 0/9 (0 failed)

ROTCROP 6/6(All failed) 0/6 (0 failed)
ROTSCALE 6/6(All failed) 0/6 (0 failed)

ROT 8/10 (−2, −1, 1, 2, 5, 10, 25, 90 cases are failed) 0/10 (0 failed)
Total 29/70 cases are failed 14/70 cases are failed

(FC + FQ) + FQemb (FC + FQ)+ Digimarc

PSNR=61.98 PSNR=33.75

Fig. 10. Comparison of I ′

Table 7. Parameters of Various Strength for Embedding

Label Strength Level Embedding Tool Parameters Failed Cases
MidFQemb Intermediate Level FQemb ecc = 200, δ = 75 32/70

MidDigi Intermediate Level Digimarc strength= 3 15/70
LowFQemb Low Level FQemb ecc = 100, δ = 50 50/70

LowDigi Low Level Digimarc strength= 2 17/70

commercial one Digimarc, Watermarking Plug-in of Adobe Photoshop CS4. Through-
out our scheme, we have two robustness examination points that are robustness against
restoration process and image manipulations of I ′. For the first point, after restoring pro-
cess (I ′ = I1 + I ′2), watermark embedded by Steghide didn’t survive, while watermark
embedded by FQemb and Digimarc is successfully extracted.For the second point, ro-
bustness against various image manipulations, we applied Stirmark Benchmark which
may be a stage that an illegal user tries to remove watermark. More detail is described
below.
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MidFQemb MidDigi LowFQemb LowDigi

PSNR=63.4395 PSNR=33.7984 PSNR= 63.6374 PSNR= 33.8250

Fig. 11. I ′ of Lower Strength Embedding Levels

Table 8. Robustness Evaluation of Other Images

Attacks Baboon Peppers Lexlex
AFFINE 5/8 (2, 4, 6, 7, 8 are failed) 3/8 (2, 4, 8 are failed) 1/8(4)
CONV 0/2(0 Failed) 0/2(0 Failed) 0/2(0 Failed)
CROP 3/3(All Failed) 1/3(25% is failed) 3/3(All Failed)
JPEG 0/7(0 Failed) 2/7(20, 30% are failed) 0/7(0 Failed)

MEDIAN 3/4(5, 7, 9) 3/4(5, 7, 9 are failed) 3/4 (5, 7, 9 are failed)
NOISE 2/8(50, 80% are failed) 1/8(70% is failed) 1/8(80% is failed)
RESC 0/6(0 Failed) 0/6(0 Failed) 0/6(0 Failed)
RML 0/9(0 Failed) 0/9(0 Failed) 0/9(0 Failed)

ROTCROP 6/6(All Failed) 6/6(All Failed) 6/6(All Failed)
ROTSCALE 6/6(All Failed) 6/6(All Failed) 6/6(All Failed)

ROT 10/10(All Failed) 10/10(All Failed) 10/10(All Failed)
Total failed cases 35/70 32/70 34/70

5.2 Robustness against Various Attacks

We have examined robustness of (FC + FQ) + FQemb and (FC + FQ)+Digimarc.
The parameters stated in the above is used for FQemb, and paremeters strength= 4
(the most robust), ω = 170, and ω = 682 are used for Digimarc where strength level
(strength = 1, . . . , 4) is provided. Note that, an embedding message in Digimarc is
decimal representation, whereas the one in FQemb is binary representation. Results
are shown in Table 6.

For example of AFFINE transform, 8 levels of transforms are applied. As a result,
watermark from one of 8 manipulated image is failed to detect by FQemb, while all ma-
nipulated images are successfully detected by Digimarc. Total performance of FQemb
and Digimarc is 41/70 and 56/70 which indicates watermark is successfully extracted
from 41 attacked images out of 70 . From the above, it is inferred that FQemb is lack
of robustness against rotation manipulations. On the other hand, FQemb is superior in
(Add) NOISE and JPEG Compression to Digimarc. Embedded images and PSNR by
FQemb and Digimarc are shown in Fig. 10.

Evaluation on Various Strength Levels and Images. Embedded images that use var-
ious strength levels with the above parameters are shown in Fig. 11, and summary of
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I I2 I ′
2 I ′

Fig. 12. Examination with various images

robustness and output images based on various kinds of images using (FC + FQ) +
FQemb are shown in Table 8 and Fig. 12.

6 Concluding Remarks

A concept of semi-blind fingerprinting has been materialized by means of overcoming
difficulty in attaining feasibility and robustness which are lacking in conventional blind
methods. Feasibility has been satisfied by replacing encryption with image dividing
functions and an optimized embedding program. Moreover, implementation and evalua-
tion results have convinced us validity of our concept. A semi-blind fingerprint protocol
may be used for a privacy-secure digital image trading system under which user’s pri-
vacy can be protected at feasible processing cost with sufficient robustness. Semi-blind
fingerprinting is developing toward better performance. The latest information can be
obtained from http://www.net.ist.i.kyoto-u.ac.jp/mitsuookada/.
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Abstract. In this paper, we propose a high capacity data hiding method in  
binary document images towards semi-fragile authentication. Achieving high 
capacity in binary images with strict imperceptibility criterion is found to be a 
difficult task. In this method, noise type pixels are selected for pixel-wise data 
embedding using a secret key. The data hiding process through pixel flipping 
introduces some background noise in watermarked images and could preserve 
relevant information. The reversible nature of noise pixel patterns used in flip-
ping process enables blind detection and provides high watermark capacity il-
lustrated in different test images. After extraction process, the background noise 
is removed to generate the noise-free version of the watermarked image. 

1   Introduction 

Data hiding could address important applications of multimedia security by embed-
ding a proprietary mark which may be easily retrieved to verify about ownership and 
authenticity [1]. There has been a growing interest in the authentication of binary 
document images such as text, circuit diagrams, signature, financial and legal  
documents. For such images in which the pixels take on only a limited number  
of values, hiding significant amount of data for authentication purpose with strict 
imperceptibility criterion becomes more difficult. 

Low et al [2, 3, 4] introduced robust watermarking methods for formatted docu-
ment images based on imperceptible line and word shifting. The methods were ap-
plied to embed information in document images for bulk electronic publications. The 
line shifting method was found to have low capacity but the embedded data was ro-
bust to photocopying, scanning and printing process. The word shifting method could 
offer higher capacity than the line shifting method but the robustness was reduced to 
printing, photocopying and scanning. Brassil and O’Gorman proposed a method in 
[5], where the height of the bounding box enclosing a group of words could be used 
as a feature for embedding. This method has a better data hiding capacity than the line 
and word shifting methods. It was also robust to distortions caused by photocopying.  

Wu and Liu hide authentication data in a binary image using a hierarchical model 
in which human perception was taken into consideration [6]. Distortion that occurred 
due to flipping of a pixel was measured by considering the change in smoothness and 
connectivity of a 3×3 window centered at the pixel. In a block, the total number of 
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black pixels is modified to be either odd or even for embedding the data bits. Shuf-
fling was used to equalize the uneven embedding capacity over the image. Koch and 
Zhao [7] proposed a data hiding algorithm in which a data bit ‘1’ is embedded if the 
percentage of white pixels was greater than a given threshold, and a data bit ‘0’ is 
embedded if the percentage of white pixels was less than another given threshold. 
This algorithm was not robust to attacks and the hiding capacity was low. Mei et al 
modified an eight-connected boundary of a connected component for data hiding [8]. 
A fixed set of pairs of five-pixel long boundary patterns have been identified for em-
bedding data. A unique property of the method is that the two patterns in each pair are 
dual of each other. This property allowed for blind detection of the watermark in a 
document image. 

Amamo and Misaki proposed a feature calibration method in which text areas in an 
image were identified and the geometry of the bounding box of each text line was 
calculated in [9]. Each bounding box was divided into four partitions and grouped 
into two sets. The average width of the horizontal strokes of characters was modified 
as a feature. In [10], a new perceptual measure based on curvature-weighted distance 
measure was proposed towards perceptual watermarking of binary document images. 
Puhan and Ho [11] proposed an exact authentication algorithm using the reversible 
property of the perceptual measure so that the possibility of any undetected content 
modification is removed. The method embeds an authentication signature computed 
from the original image into itself after identifying an ordered set of low-distortion 
pixels. The parity attack found in the block-wise data hiding methods becomes infea-
sible due to pixel-wise embedding of the authentication signature. Fragile authentica-
tion methods for tamper localization and restoration using imperceptible watermarks 
have been proposed in [12, 13, 14].  

The above described methods could effectively address the issue of authentication 
and annotation using a fragile and imperceptible watermark. However, the hiding ca-
pacity achieved using the methods are not sufficient for semi-fragile authentication, 
where a certain level of robustness against non-intentional signal processing is re-
quired. Due to simple pixel statistics in binary document images, it is found to be diffi-
cult for a high capacity watermark embedded with strict imperceptibility criterion. In 
this paper, we describe an effective method for achieving high watermark capacity 
with relaxed imperceptibility criterion. The paper is organized as follows: in section 2 
the proposed method is discussed. In section 3, the experimental results showing high 
capacity in several test binary images are presented. Finally, conclusions are drawn in 
section 4. 

2   Proposed Data Hiding Method 

In document images, we obtain relevant information by recognizing various patterns 
such as symbols, lines and curves etc. These patterns are represented by connected 
foreground (black) pixels against a white background and they are the source of per-
ceived information. The existing embedding methods [6, 10, 13] use perceptual mod-
els to select a subset of foreground pixels along with certain white contour pixels so 
that the imperceptibility criterion can be maintained. If other foreground pixels are 
embedded to achieve higher capacity, there will be annoying distortion in the water-
marked image. Along with, the user may face difficulty in correct interpretation of the 
document. In the proposed method, we select two types of pixel patterns shown in 
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Fig. 1. The center pixels can be black or white, while other eight pixels are white. The 
center pixels in these patterns do not convey important information for document 
images. If these pixels are altered, a background noise will be formed in the image 
which is similar to the salt-and-pepper noise found in case of natural images. It is 
known that human vision has remarkable ability to recognize different struc-
tures/patterns in an image even in the presence of noise. So after embedding a  
watermark in these pixels, the user can still obtain relevant information about the 
document. Flipping of the center pixel in one pattern creates another and vice-versa; 
so blind detection of the embedded pixels is possible. We shall outline the proposed 
data hiding method in the following steps. 

Embedding 

1. The original image is divided into non-overlapping blocks of 3 × 3 pixels. 
Each such block is assigned a block index ( bI ) in a sequential order starting 

from left to right and top to bottom of the image. 
2. If a block matches with one of the noise pixel patterns in Fig. 1, it is consid-

ered for embedding. The center pixel of such blocks is defined as noise 
pixel.  

3. Let the set of block indices corresponding to the noise pixels be denoted as 
N. All bock indices in N are randomly permuted using the secret key K. Let 
the set containing such permuted block indices be denoted as pN . 

4. A binary watermark (W) of length L is used in embedding. The noise pixels 
corresponding to the first L block indices in pN  are embedded. A noise pixel 

is set to black if the watermark bit is 0; otherwise it is set to white. 

Detection 

5. To extract the embedded binary watermark sequence from an image, steps 1 
and 2 are performed at the blind detector.  

6. Similar to embedding, the set containing the permuted block indices ( d
pN ) is 

detected using the secret key K. 
7. The noise pixels corresponding to the first L block indices in d

pN  is  

extracted. The watermark bit is extracted as 0 if the noise pixel is black. 
Otherwise it is detected as 1. 

8. All noise pixels are set to white for generating the noise-free version of the 
watermarked image for further use and analysis. 

 
Fig. 1. Noise pixel patterns used in the proposed method; flipping of the center pixel in one 
pattern creates another 
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3   Results and Discussion 

In this section, we present simulation results by embedding a binary watermark using 
the proposed data hiding method. The original image is shown in Fig. 2. The total 
number of noise pixels (i.e. the maximum capacity) in the original image is found to 
be 19366. The watermarked images after embedding with watermarks of different 
length L are shown in Fig. 3. From the figures, it is evident that a large number of 
watermark bits can be embedded without destroying the document information. In 
each case, the watermark is extracted correctly at the blind detector. The embedded 
data is secure and can not be extracted correctly by an adversary without using the 
secret key. When all noise pixels are embedded, the visual quality could get signifi-
cantly affected, as shown in Fig. 3(i). Thus, a fraction of maximum capacity should be 
considered during embedding as a trade-off between capacity and visual quality.  

To demonstrate the efficacy of the proposed method, we find data hiding capacity 
in several test document images (Fig. 4). The results are presented in Table 1. For 
each test image, it is found that a large number of bits can be embedded using the 
noise pixels. Both during embedding and detection, each 3× 3 pixel pattern need to be 
matched with two noise pixel patterns. The computational complexity of the proposed 
method is lower than the perceptual based methods. Since simple noise patterns are 
employed instead of perceptual modeling, the computational complexity of the pro-
posed method is significantly low. We have implemented the proposed method in 
Matlab 7.1 software and executed them on a 2.66 GHz PC running Windows XP and  
 

 

Fig. 2. Original image of 463 × 535 pixels 



 High Capacity Data Hiding in Binary Document Images 153 

 
(a) 

 
(b) 

Fig. 3. The watermarked images after embedding with watermarks of different L; (a) L=1000, 
(b) L=2000, (c) L=3000, (d) L=4000, (e) L=5000, (f) L=6000, (g) L=8000, (h) L=10000, (i) 
L=19366 
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(c) 

 
(d) 

Fig. 3. (continued) 
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(e) 

 
(f) 

Fig. 3. (continued) 
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(g) 

 
(h) 

Fig. 3. (continued) 
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(i) 

Fig. 3. (continued) 

with Pentium 4 processor and 2 GB RAM. It is found that the proposed method  
requires 2s approximately, for both embedding and detection. The availability of a 
large number of noise pixels will enable to design an effective semi-fragile authenti-
cation technique. We are currently designing such a new technique exploiting the 
large data hiding capacity offered by the proposed method. 

 

  

Fig. 4. Test document images 
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Fig. 4. (continued) 
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Fig. 4. (continued) 
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Table 1. Data hiding capacity in test document images 

Image 
number 

Image size  Maximum 
capacity 

 1 438× 519 17313 
2 444× 510 17289 
3 462× 510 19346 
4 513× 543 25038 
5 495× 549 24388 
6 426× 534 17852 
7 549× 798 37811 
8 456× 459 16099 
9 579× 474 20596 

  10 480× 462 17001 
  11 561× 462 19610 
  12 609× 480 24297 
  13 603× 495 25072 
  14 369× 690 18720 

4   Conclusion 

In this paper, we proposed a data hiding method that could identify a large number of 
noise pixels in binary document images with blind detection. The proposed method 
creates watermarked images with some background noise and the noise can be erased 
after extraction process. The extracted image differs from the original image in  
positions where an original noise pixel was black. In fact, such black noise pixels 
occur rarely in a document image and converting them to white does not impact  
much on the information content. The proposed method is of low computational com-
plexity and its large data hiding capacity will be useful for designing an effective and 
practical semi-fragile authentication method.  
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Abstract. Many methods of linguistic steganography have been pro-
posed by using synonym-substitution to preserve the meaning of the
text. However, most of these methods replace words simply according to
a static synonym set without considering the context. In this paper, we
present a novel method that replaces a word by its synonym on condi-
tion that its synonym is suitable for the context. A synonym’s candidates
are chosen according to context, therefore, in different context the can-
didates can be different although the word to be replaced is the same.
As a result, both of the synonym set and the encoding are dynamic. In
our experiment, we use Chinese language to implement our method. The
experimental results show that the method is almost twice as good as
other two existing methods.

1 Introduction

It is well known that the increase of communication on the internet is unbeliev-
able, and text, as one of most important means of communication, plays a vital
role. It is natural for us to think of concealing a small amount of secrete infor-
mation in the immense internet information to make sure secrete information
is not so easy to find out. Therefore, many methods in linguistic steganography
have been proposed. Some are based on text format [8] or text document image
and the others are based on natural language processing by manipulating the
lexical, semantic and/or syntactic structure of sentence [1, 10, 11].

Among all the current implementations of lexical linguistic steganography,
one popular means is synonym substitution. It replaces a word by its synonym
to embed secrete message and preserves the meaning of the modified sentences
as much as possible. Many algorithms [2, 3, 12] are proposed and aim to make
the stego-text seem innocuous to a human reader.

[4, 13] are presented to use synonym substitution for Chinese text. [4] uses
Euler’s Quadratic Residue Theorem to help embed watermark in the Chinese
text. [4] also uses the syntactic structure of sentence to make the substitution
better. [13] introduce a Chinese lexical analyzer ICTCLAS [14] to choose the
substitution of replaceable words according to the context of the text. Denote
S = W1, W2, ..., Wn is a sentence and Wi is a word in S. If Wi can be replaced
by W

′
i , it should satisfy the following qualifications. Firstly, the character string

Wi−1, W
′
i , Wi+1 should be segmented into three words Wi−1, W

′
i , Wi+1. At the

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 162–169, 2009.
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same time, the character string S
′
= W1, W2, ..., W

′
i , ..., Wn should be segmented

into n words W1, W2, ..., W
′
i , ..., Wn. As it is pointed out in [13], most of the pre-

vious work about synonym-substitution is designed to get correct sense by using
WordNet semantic web [9]. However, WordNet is not adapted to Chinese lan-
guage. Although [13] does not use WordNet, the synonym sets it used are too
broad to ensure the words in the same synonym set are interchangeable. More-
over, ICTCLAS does not really consider the context of cover text. It segments
the sentence according to the syntactic structure of sentence, but not the con-
tent of the sentence. Therefore, maybe a word to substitute is not suitable for
the context but it is qualified under the judgment of the algorithm. From the
experimental results, we know that the stego-texts do not look so natural to a
human reader.

The two methods do not really consider the context during the substitution.
In our algorithms, we hold the context of text as a whole. The rest of the paper
is organized as follow. Section 2 provides some important notations used in our
algorithms, and Section 3 depicts the design of the algorithm. The experimental
results are shown in Section 4, while the conclusion and the future work are
pointed out in Section 5.

2 Important Notions

2.1 Max Segmentation Length

In Chinese, words are not separated by white spaces, so we use the maximum
matching algorithm to segment words from sentences. According to investigation
[6] , in modern Chinese, the occurrence of two-character words is highest, reaches
0.9157, three-character words accounts for 0.051, four-character words is about
0.0275, and the words contain more than four characters is 0.0058. For this
reason, we set the Max Segmentation Length in our experiment as 4 and we use
MSL to present the value of Max Segmentation Length.

2.2 Context Suitability Degree (CSD)

In statistical Natural Language Processing (NLP), the co-occurrence frequency
with some constraint can be used to evaluate the Collocation Degree (CD) of
two words. In our algorithm, we segment the sentence of cover texts into words
according to our synonym dictionary and context dictionary, and then we denote
the synonym by S and n context words by C1, C2, ..., Cn respectively. These n
context words are the closest ones from S in cover text (see Fig. 1).

If we know the CD of all CSi/SiC, we get the sum which is S’s Context Suit-
ability Degree (CSD) of the current context. In the same way, we can calculate
the CSD of S’s synonyms and select S’s candidates according to their CSDs. See
Formula 1 to calculate a synonym’s CSD. Note that CSD can be 0 if the CD of
all CSi/SiC is 0. And the higher the CSD it is, the more suitable the word in
the context.

CSD(S; C1, C2, ..., Cn) =
n∑

i=1

CD(SCi) (1)
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Fig. 1. The synonym and its context words in the text

In Formula 2, we set the qualifying threshold a certain value, such as 0, 5 and so
on. Whether a word is a candidate of its synonym shown in context is determined
by its CSD and the qualifying threshold, denote as α.

Candidate(word) =
{

true if CSD(word) > α
false if CSD(word) � α

(2)

2.3 Three Dictionaries

The Three Dictionaries refer to synonym dictionary, context dictionary and col-
location dictionary. Every line of synonym dictionary represents an synonym set.
The context dictionary is the gather of context words. And the third dictionary
is collocation dictionary. Every line of collocation dictionary contains a two-word
collocation phrase and a number that represents this phrase’s CD.

Since choosing appropriate candidates is important for our algorithms, the
three dictionaries are selected cautiously. The original synonym dictionary is a
famous Chinese synonym dictionary [7], which comes from HIT IR Lab and it
is free for research use. The original collocation dictionary is gotten from Sogou
Labs [5], one of the famous Chinese search engine resources. The collocation
dictionary is the production obtained from statistical analysis of one hundred
million Chinese documents on the internet. The number of the dictionary reflects
the co-occurrence frequency of two adjacent words in Chinese language. It is used
to present the CD of the two words in our algorithms. Therefore, we can calculate
word’s CSD by the number.

Here are the steps that we apply to improve the three dictionaries.

1) Make sure a word not appear more than once in synonym dictionary. If not,
it is difficult to choose which synonym set to be used when encounters the
words.

2) Check words in sets of synonym dictionary are all in collocation dictionary.
If not, delete the word in the set because it never be used for its CSD is 0 in
any context.

3) To make the sets of synonyms more interchangeable, we divide every set by
the following rules:
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(a) Keep the set if the words have the same N parts of speech. In our exper-
iment, N is 1, 2 or more. We regroup the words if they have single part
of speech, and regroup the words if they have double part of speech, and
regroup the words left. Then, we get a new synonym dictionary.

(b) Then, keep a synonym set if all the words in the set share at least one
rational meaning; or else divide the set to make any set in synonym
dictionary satisfy the condition.

4) Delete the synonym set that contains one word.
5) We dispose collocation dictionary next. Reserve a line if and only if one of

the two words in the line of collocation dictionary is a synonym.
6) Extract the context words which are in collocation dictionary and not in syn-

onym dictionary. Now we get the context dictionary and it has no intersection
with synonym dictionary. Otherwise, when a word appears in the context, we
cannot decide whether it is a synonym or a context word, it is confused.

3 Context-Based Synonym Substitution Information
Hiding Method

As we know, all algorithms put forward previously do not consider the con-
text to some extent. Ours take the context into account at every replaceable
word. Section 3.1 describes both the hiding and recovering algorithms. Because
some special problems exist in Chinese language, we improve our algorithms in
Section 3.2.

3.1 The Algorithms of Hiding and Recovering

As it is introduced in Section 2.2, in our method, we find n context words which
are closest to the current synonym word in the context. A word to be a candidate
should satisfy that its CSD is larger than the qualifying threshold α. Because
in different context, the context words are not the same and the co-occurrence
frequencies of the same synonym and different context words are different, so the
candidates are different. Therefore, both of the synonym set and the encoding
are dynamic, which makes the stego-texts look much more natural. The hiding
algorithm is described as:

1) Set the value of α, and set the max length of the words as 4.
2) Read the cover text paragraph by paragraph, and use the maximum matching

algorithm to segment the sentences.
3) Find out the words in synonym dictionary and these words that can be re-

placed by their candidates in the current context. Dispose these synonyms
one by one until all of them are done. First of all, find n context words clos-
est to the current synonym. Then find out all the candidates of the current
synonym if the candidates’ CSD are all more than the qualifying threshold
α. The candidates are arranged in an array by their CSDs.
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4) Count the number of candidates and pull the log (base 2) of this number of
bits. Choose the right one according to the bits to be hidden and the number
of candidates. Then substitute the candidate for the original synonym.

5) (a) If the bits are not finished and the cover text is not over, turn to a).
(b) If all bits are hidden, then the algorithm is over and success.
(c) Otherwise, if the text is over, then the algorithm is failed.

The recovering algorithm is similar to the hiding algorithm, just find out the
number of candidates and the synonym’s position in the array in step 3) of the
hiding algorithm. The algorithms run well most of time. However, sometimes
it fails because of the failure of the segmentation algorithm in our method. To
solve this problem, we improve our algorithms in next section.

3.2 Improvement of Algorithms

In Chinese language, words are not separated by white spaces, so we use the max-
imum matching algorithm to segment words in cover texts or stego-texts. Because
of the substitution of some words in cover text, the stego-text is different from
the cover text and the context is changed sometimes. Therefore, it may happen
that the context words of a synonym are changed and the current CSD is different
from the previous one. Simultaneously, its synonyms’ CSD are changed so its can-
didates are changed too. In addition, the failure of maximum matching algorithm
makes this problem more serious, since it may segment a synonym into two parts
in recovering algorithm. There is an example in Fig. 2 in our previous experiment.

Fig. 2. An example of exception

In the cover text of Fig. 2, the synonym is word A (last year). In this context,
its two context words are word C (compare to) and word D (the corresponding
period). Under the judgment of our algorithm, the wordA (last year) is substituted
by word B (last year). But it is unfortunate that, in recovering algorithm, after the
segmentation, the word word B is separated and the word F is a part of the new
word E(compare to), so the synonym word B (last year) does not exist anymore.
As a result, the recovering algorithm fails.

Consequently, a word to be a candidate must satisfy the condition in Fig. 3.
This condition is added in the third step of our algorithm in Section 3.2.

Now, make sure that the segmentation of stego-text is always the same as the
segmentation of cover-text. In otherwords, all contextwords for the same synonym
set in the exact position of cover text and stego-text are the same. Therefore, the
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Fig. 3. The condition of improved algorithms. ci is the ith character in sentence S and
j presents the length of Wj . SD and CD present synonym dictionary and context dictio-
nary respectively.

candidates are the same and after improving our algorithm, the recovering algo-
rithm works well all the time.

4 The Results and Discussion

In our experiments, we process the three dictionaries to make synonym sets much
more interchangeable. Moreover, we select candidates according to the context,
which is different from the algorithms that have been proposed. Finally, in some
special condition, we do not replace a synonym because no other words are suitable
in the context. So we can see that our algorithms are more secure and the stego-
text (Fig. 4) looks more natural.

[4] used the Blind test and Non-Blind test to measure the perceptual trans-
parency. In our experiment, we use only Non-Blind test to measure the percep-
tual transparency. Non-Blinded test, where human subjects are presented with
protected text with original text. The PSNR [4] is used to measure the percep-
tual transparency. Here we use Error Rate (ER) instead of PSNR. ER =

∑
Ui∑
Si

,
where

∑
Ui is the total number of unsuitable words and

∑
Si is the total number

of substituted words.
In our experiments, we only use two words which are nearest to the synonym

word as context words. We set the qualifying threshold α = 0. We compare our
result with the result of [13] (LYL). We also get the result of the method that re-
places synonyms according to the synonym dictionary (Primitive).

From Table 1, we can see that the total number of substituted words in Context-
Based method is most, because Context-Based method does not use the words
that are unsuitable under the judgement of the algorithms. The result of Context-
Based method is much better than that of another two methods. In fact, if we set
the qualifying threshold α > 0, the result will be better.

You can get more information from http://home.ustc.edu.cn/˜zxlcc/synonym-
substitution/result.html, where the stego-texts of the three methods are available.
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Fig. 4. The secrete bit string is “1101001”. The bit string in the bracket after a synonym
is the bit string that has been hidden here. Some synonyms are reserved because no other
words suitable in the context, so the bit string is null. However, some synonyms are not
replaced but they are used to hide information for they are chosen to hide information.

Table 1. Comparison of three methods

Primitive LYL Context-Based

The total number of substituted words 439 467 579
The total number of unsuitable words 90 102 65
The ER 20.50% 21.84% 11.23%

5 Conclusion and Future Work

We have presents a novel and effective method of synonym-substitution informa-
tion hiding. We consider the contexts of words to be replaced and propose a proper
way to evaluate the context suitability of words in cover texts or stego-texts. In
our method, both of the synonym set and the encoding are dynamic, which is
brand-new for synonym-substitution information hiding. In our experiment, we
use Chinese language to implement our method. The experimental results show
that the text seems innocuous to human readers after being hidden information.
Our method is high secure in some extent and its security can be adjusted accord-
ing to requirement.
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In the further work, we can improve word segmentation algorithm to make it
more effective and our results will be improved at the same time. Moreover, we
can change the current simple hiding algorithm for a more efficient one to make
use of all the synonyms.
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Abstract. This paper proposes an improved iterative method for data hiding in 
palette-based images, taking into account the statistics of the data that need to 
be embedded in an image. In particular, the proposed method considers the dis-
tribution of the number of zeroes and ones in the input message, as well as how 
the message bits are distributed over the colors in the image palette. First, ac-
cording to the statistics of the input message, the proposed method modifies the 
pixel indexes and the color palette using an enhanced version of an iterative im-
age pre-processing method, replacing less frequent colors by colors that are 
close to frequently used colors. In a next step, the actual message bits are em-
bedded into the parity bits of the remaining colors. Finally, the proposed 
method applies a post-processing step, adjusting particular colors in order to 
further reduce the amount of image distortion. Experimental results show that 
the proposed method preserves image quality better than previously proposed 
techniques for data hiding in palette-based images. 

Keywords: data hiding, information hiding, palette-based images, steganography. 

1   Introduction 

Thanks to the rapid growth of the Internet, people can easily exchange information. 
During recent years, several methods have been proposed to communicate secret data 
in a safe way, protecting the data from interception by attackers. One such method 
consists of hiding secret data in images. 

Traditional approaches to embed secret data in images can be categorized into two 
types: methods operating in the spatial domain and methods functioning in the fre-
quency domain. Methods working in the frequency domain first transform the image 
data from the spatial domain to the frequency domain, and subsequently embed mes-
sage bits in the transformed coefficients. They are characterized by a high robustness 
against attacks (such as blurring and cropping). However, the capacity for data hiding 
is typically low. Frequency-domain methods have often been used for watermarking 
[1]-[3]. Methods working in the spatial domain store message bits directly into the 
pixel data. In general, spatial-domain methods have a higher capacity for data hiding 
than methods operating in the frequency domain [4]–[11]. However, the robustness of 
spatial-domain methods against attacks can be considered weak. 
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Methods operating in the spatial domain can also be categorized into two types: on 
the one hand, methods that are focusing on grayscale images and images with multi-
ple color components, and on the other hand, methods that are targeting palette-based 
images. A well-known method for data hiding in grayscale images consists of replac-
ing the least significant bits (LSBs) with message bits [4]-[9]. Also, methods using 
pixel-value differencing were proposed in [10] and [11]. These methods compute the 
difference between two adjacent pixels, and subsequently embed message bits accord-
ing to the measured difference. 

This paper focuses on improving a data hiding technique for palette-based images. 
This type of images is still widely used on the Internet (cf. the popularity of the GIF 
image format). An important technique for data hiding in palette-based images is EZ 
Stego [12]. This method first sorts the palette colors by luminance, and subsequently 
embeds message bits into the LSB bits of color indexes. The message bits can be re-
trieved by simply collecting the LSB bits of all indices in the image. Another method 
for data hiding in palette-based images was proposed by Fridrich [13]. This method 
takes into account information about the parity bits of colors in the image palette. The 
parity bit of a particular color can be determined as (R + G + B) mod 2, where R, G, 
and B respectively represent the colors red, green, and blue. If the parity bit of the color 
referred to by the current pixel index matches the message bit, then the index and the 
corresponding color are kept. Otherwise, the index of the current pixel is replaced with 
the index of the closest color having a parity bit matching the message bit. 

Wu et al. proposed an iterative method for data hiding in palette-based images, 
minimizing the root mean square (RMS) error between the original image and the 
stego image [14]. The core idea behind the iterative method is to replace the less fre-
quent colors in the image with the neighboring colors of the frequently used colors. 
This allows generating more space for secret data, while also reducing the overall 
image distortion. Further, the iterative method for data hiding is complementary to the 
EZ Stego technique and the method proposed by Fridrich. Indeed, the iterative 
method can be seen as a pre-processing step, where the actual embedding of the  
message bits is done using EZ Stego or the method of Fridrich. 

The authors of the iterative method for data hiding assume that the message to be 
embedded has an equal number of zeroes and ones. Also, the authors assume that half 
of the color occurrences need to be replaced during the embedding process. However, 
in practice, the distribution of the number of zeroes and ones in the message data is 
often not even. Further, in practice, the assumption that half of the color occurrences 
need to be replaced when embedding message data often does not hold true. There-
fore, in this paper, we propose an improved version of the iterative method for data 
hiding. 

The proposed method takes into account the actual number of “0”s and “1”s in the 
message data, as well as how the message bits are assigned to the different colors in the 
image palette. First, according to the statistics of the input message, the proposed 
method modifies the pixel indexes and the color palette using an enhanced version of 
Wu’s iterative image pre-processing method, replacing less frequent colors by colors 
that are close to frequently used colors. In a next step, the actual message bits are em-
bedded into the parity bits of the remaining colors using Fridrich’s method. Finally, the 
proposed method applies a post-processing step, adjusting particular colors in order to 
further reduce the amount of image distortion. We compared the performance of the 
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proposed method with the performance of the method of Fridrich and the method of 
Wu. Our experimental results show that the proposed method preserves image quality 
better than previously proposed techniques for data hiding in palette-based images. 

The remainder of this paper is organized as follows. Section 2 briefly describes  
the method of Fridrich and the iterative method of Wu. Our approach is explained  
in Section 3, while experimental results are provided in Section 4. Finally, our  
conclusions are presented in Section 5. 

2   Related Work 

2.1   Fridrich’s Method 

An important method for hiding secret data in palette-based images was proposed by 
Fridrich. Fridrich’s method embeds message bits into the parity bit of close colors. 
The message is first converted into a binary stream of length M. Then, a user-defined 
seed is employed to randomly select M pixels in the image. For each pixel, the set of 
the closest colors is calculated (this is done by calculating the Euclidean distance 
between the color of the pixel from each palette entry and sorting the result). The 
distance between two colors in a palette is defined below [13]. 

Definition 1. Let i, j be two color entries in palette P with Ci = (ri, gi, bi) and Ci = (rj, 
gj, bj), then the color distance between Ci and Cj in Euclidean norm is represented as 

( ) ( ) ( )2 2 2
( , ) i j i j i jd i j r r g g b b= − + − + − .                             (1) 

Starting with the closest color (note that the closest color is the one corresponding to 
the same pixel), we proceed to the next closest color till we find a match between the 
bit to be encoded and the parity of the color. The parity of a color is defined as R + G 
+ B mod 2. To extract the message, M pixels are selected using a pseudo-random 
number generator (PRNG), taking as input a user-defined seed. The message is sim-
ply read by extracting the parity bits from the colors of selected pixels. For more 
details regarding Fridrich’s method, we would like to refer the reader to [13]. 

2.2   Wu’s Method 

Wu et al. proposed an iterative data hiding method for palette-based images, minimizing 
the RMS error between the original image and the stego image. The method iteratively 
modifies both the content of the palette and the image data in the original palette-based 
image. The iterative algorithm relies on a COST and BENEFIT parameter: COST repre-
sents the distortion when a less frequent color is removed from the palette, while 
BENEFIT represents the gain that comes with creating a new color that is close to a 
frequently referenced color in the palette (i.e., benefit is expressed in terms of space 
created for embedding message data, as well as in terms of reduced image distortion). 
After pre-processing, the method of Fridrich can be used to embed message bits into the 
modified image, generating a stego image with less distortion (compared to an approach 
where for instance only the method of Fridrich is applied). Wu’s method can be summa-
rized as follows. 
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Step 1: Compute the occurrence frequency of each color in the image. 
Step 2: Compute the closest colors, the first closest colors having different parity

bits, and the second closest colors having different parity bits. 
Step 3: Compute the COST and BENEFIT parameters. 
Step 4: If BENEFITmax > COSTmin, then go to Step 5. Otherwise, go to Step 6. 
Step 5: Modify the palette and the indexes, and update the occurrence frequencies. 

Proceed to Step 2. 
Step 6: Apply Fridrich’s method to embed message bits. 
Step 7: Stop. 

For more details regarding Wu’s method, we would like to refer the reader to [14]. 

2.3   Matching Problem in Wu’s Method 

Wu et al. assume that the embedded data are encrypted by a traditional encryption 
algorithm. Also, the authors assume that the resulting random pattern has approxi-
mately an equal number of “0”s and “1”s, and that an equal number of “0”s and “1”s is 
assigned to all colors in the image. However, in practical applications, even if the re-
sulting random pattern has a perfectly equal number of “0”s and “1”s, it is not possible 
to guarantee that an equal number of “0”s and “1”s is assigned to all colors in the im-
age. Fig. 1 illustrates this observation. Let C be a 4×4 palette-based image and let S be 
a secret message consisting of 16 bits. Also, suppose that S consists of an equal number 
of “0”s and “1”s occurring in a random pattern. However, if we compute the number of 
“0”s and “1”s that are assigned to each color in the palette, then the resulting numbers 
are not equal to each other, as shown by the third table in Fig. 1. 

 

Fig. 1. Example illustrating the assignment of “0”s and “1”s to colors in the image palette. The 
frequency table to the right shows the number of “0” and “1” message bits assigned to each 
palette color. 

3   Proposed Method for Data Hiding 

If the frequency of “0”s and “1”s is taken into account during the embedding of mes-
sage bits, then the quality of the stego image can be improved. As such, we propose a 
new method that considers the frequency of “0”s and “1”s in the message bits. The 
proposed method enhances Wu’s iterative method for data hiding in palette-based 
images. In particular, we modified a number of definitions and equations used by 
Wu’s method (discussed in Section 3.1 and Section 3.2). After applying Wu’s 
method, Fridrich’s method is used to embed the actual message bits (discussed in 
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Section 3.3). We also introduce an additional post-processing step that further adjusts 
particular colors in order to minimize the amount of distortion between the original 
image and the stego image (Section 3.4). 

3.1   Definitions 

For each color in the image palette, the proposed method calculates the number of “0” 
and “1” message bits that are assigned to that particular color. Then, COST and BENE-
FIT parameters are computed using the modified equations originally proposed by Wu. 
If BENEFITmax is higher than COSTmin, then the (less important) color associated with 
COSTmin is discarded and the color associated with BENEFITmax is created (i.e., a color 
close to a frequently used color). At this time, the indexes and the frequencies also are 
updated. The above process continues until BENEFITmax is lower than COSTmin. Mes-
sage bits are subsequently embedded by Fridrich’s method in the parity bits of the re-
maining colors. Afterwards, the proposed method applies a post-processing step that 
adjusts particular colors in order to further reduce the distortion in the stego image. 

In order to compute the frequency of the “0” and “1” message bits, we need to mod-
ify a number of definitions and equations used by Wu’s method. Some of these defini-
tions can be found below, while the modified computation of the COST and BENEFIT 
parameters can be found in Section 3.2. Note that Definition 3, Definition 4, and Defi-
nition 5 can also be found in [14]. These definitions are listed below in order to make 
our paper more self-containing. 

Let C be an M×N palette-based image with a palette size of L, where M and N rep-
resent the width and the height of C. Each pixel of C can be written as C(m, n), where 
0 ≤ m ≤ M and where 0 ≤ n ≤ N. The secret message S consists of a bit pattern taking 
the form of s0,0, s0,1,…, sM-1,N-1. Further, each color in the palette can be written as P(i), 
where 0 ≤ i ≤ L – 1. 

Definition 2. The number of “0”s and “1”s assigned to each color in the palette is 
computed using the equation below. This information is stored into a 256×2 frequency 
table N(i, j), with 0 ≤ i ≤ L – 1 and 0 ≤ j ≤ 1 (see the table to the right in Fig. 1). 

1 1

0 0

,

( , ) ( , ),

1 if ( , ) and ,
where ( , )

0 otherwise

N M

n m

m n

N i j m n

C m n i s j
m n

δ

δ

− −

= =

=

= =⎧
= ⎨
⎩

∑∑
                     (2) 

Definition 3. In a palette P, Cx is the closest color to Cy if index x satisfies the follow-
ing equation: 

d(x, y) = Min{d(n, y) : n = 0, 1,…, L – 1 and n ≠ y}.                      (3) 

x is said to be the first index referenced by y in P and is denoted as 

first ( )x R y= . 

Definition 4. In a palette P, Cx is the closest color to Cy that has different parity 
(given that the parity bit of the color Cx(rx, gx, bx) is rx + gx + bx mod 2), if index x 
satisfies the following equation: 
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d(x, y) = Min{d(n, y) : n = 0, 1,…, L – 1 
and (ry + rn + gy + gn + by + bn) mod 2 = 1}.      (4) 

x is said to be the first index referenced by y with different parity in P and is repre-
sented as 

first ( )DPx R y= . 

Definition 5. In a palette P, if Cx is the first closest color to Cy that has different par-
ity, then the second closest color Cz to color Cy is defined as follows: 

d(z, y) = Min{d(n, y) : n = 0, 1,…, L – 1 n ≠ x 
and (ry + rn + gy + gn + by + bn) mod 2 = 1}.      (5) 

z is said to be the second index referenced by y with different parity in P, and is de-
noted as 

second ( )DPz R y= . 

3.2   Computation of COST and BENEFIT 

In Wu’s method, when computing values for COST and BENEFIT, it is assumed that 
all colors in the palette are assigned an equal number of “0” and “1” message bits. 
However, in our proposed method, the actual number of “0”s and “1”s is used when 
embedding secret bits. Thus, we modified and added some equations to Wu’s method. 
First, the proposed method computes the current parity bit using equation (6). 

parity = (ri + gi +bi) mod 2, where ri, gi, and bi constitute a color in P          (6) 

Next, three COST items are computed using the equations (7), (8), and (9).  
COSTFridrich(i) measures the distortion caused when only using Fridrich’s method. 
COSTSelf(i) represents the replacement distortion when P(i) is discarded. COSTRef(i) 
is the reference distortion. This type of distortion is caused when other indexes in the 
palette select index i as their closest color. Finally, the total COST(i) of removing a 
less frequent color from the palette can be computed using equation (10). 

first
FridrichCOST ( ) ( ,1 ) ( , ( ))DPi N i parity d i R y= − ×                      (7) 

first
self

first first first

COST ( ) ( ( , 0) ( , 1)) ( , ( ))

( ,1 ) ( ( ), ( ( )))DP

i N i N i d i R i

N i parity d R i R R i

= + ×

+ − ×
              (8) 

1
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first
first
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 ,where ( , ( ))

0 otherwise

L
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k
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i i R k N k parity d k R k d k R k

i R k
i R k

δ

δ

−

=

= × − × −

⎧ =⎪
⎨
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∑
(9) 

self ref FridrichCOST( ) COST ( ) COST ( ) COST ( )i i i iΔ = + −               (10) 
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In Wu’s method, for each index i in the palette referencing color ri, gi, bi, a new entry 
j is created to make a referenced pair. This is done in order to reduce the embedding 
error to a distance of one. In order to measure the benefit of doing so, we modified the 
corresponding equation in Wu’s method as follows: 

firstBenefit( ) ( ,1 ) ( , ( )) 1DPi N i parity d i R i= − × − .                       (11) 

3.3   Pre-processing 

Our pre-processing algorithm is a modified version of Wu’s method, using the defini-
tions and equations presented in the previous sections. Our algorithm can be found 
below. 
 
Algorithm 1. Pre-processing 
Input: a palette-based image C, an index set E = φ 
Output: a pre-processed image Cpre 
Step 1: Compute the number of “0”s and “1”s assigned to each color in the color 

palette (i.e., compute N(i, j)) 
Step 2: Compute COST and BENEFIT 
Step 3: For p and q ∉ E, find the maximum BENEFIT(q) and the minimum 

∆COST(p) 
Step 4: If BENEFIT(q) > ∆COST(p), then go to Step 5. Otherwise, go to Step 8 
Step 5: Replace the palette color P(q) with P(p): 

   

1 if 0

1 otherwise

p q

p q

q
p

q
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g g

b
b

b

=

=
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Step 6: Update the pixels of image C: 
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Step 7: Add p and q to E, and update the frequencies: 

  

first first

first first
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Step 8: Return Cpre = C 
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3.4   Embedding Message Bits 

In our proposed method, the message bits are embedded using Fridrich’s method. The 
embedding algorithm is presented below. 
 
Algorithm 2. Embedding message bits 
Input: the pre-processed image Cpre and a message S 
Output: the stego image Cs 
Step1: Update the pixels of the pre-processed image Cpre 

For n ← 0 to N – 1 
For m ← 0 to M – 1 

parity = (rC(m, n) + gC(m, n) + bC(m, n)) mod 2 
   If parity ≠ sm,n 

  
first

pre pre( , ) ( ( , ))DPC m n R C m n=  

Step 2: Return Cs = Cpre 

3.5   Optimizing the Stego Color Palette 

Unlike Wu’s method, after embedding message bits, we apply a post-processing step 
that aims at adjusting particular colors in order to further reduce the distortion in the 
stego image Cs. The idea behind the post-processing step is to investigate which col-
ors in the palette Ps of the stego image Cs are referenced by colors in the palette Po of 
the original image Co. Indeed, the distance between colors in Po and Ps is responsible 
for the distortion between Co and Cs. As such, by adjusting the value of a particular 
color in the palette Ps, taking into account the values of corresponding colors in Po, 
we can further reduce the distortion between Co and Cs. 

original colors

stego color

original colors

optimal
stego color

2 times

3 times

3 times

2 times

3 times

3 times

 

Fig. 2. Example illustrating the smoothing effect of post-processing 

Fig. 2 illustrates the aforementioned idea with an example. Suppose that the R or 
red component of color Ps(i) has a value of 12, and that color Ps(i) is referenced by 
three other colors in Po, having values of 11, 12, and 20 for their respective R compo-
nents. Also, suppose that Ps(i) is respectively referenced two times, three times, and 
three times. Then, the sum of square errors (SSE) for the R component is 194 = 2×(11 
– 12)2 + 3×(12 – 12)2 + 3×(20 – 12)2. In order to find a better value for the R compo-
nent of Ps(i), we determine the R components with the lowest and the highest value. 
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In this example, these values are respectively equal to 11 and 20. As such, let c be a 
color component value that belongs to the interval [11, 20]. Then, we compute a value 
for c that minimizes the SSE: 2×(11 – c)2 + 3×(12 – c)2 + 3×(20 – c)2. In this example, 
15 is selected as the optimal value for c, resulting in an SSE for the R components that 
is equal to 134 = 2×(11 – 15)2 + 3×(12 – 15)2 + 3×(20 – 15)2. A similar strategy can 
be applied to compute adjusted values for the G and B component of color Ps(i). 

In order to compute colors that are suitable for adjustment, for each color in the 
stego palette Ps, we have to determine and count the colors in the original color palette 
Po referencing a particular color in the stego palette Ps. The following definitions are 
presented in order to allow computing the colors in Ps that are suitable for smoothing. 

Definition 6. Let PaletteCount(i) be the number of indexes in the original palette Po 
that are referencing the stego palette Ps(i), where 0 ≤ i ≤ L – 1 and where L represents 
the number of colors in Ps. Also, let PaletteIndex(i, j) be an index in Po that is refer-
encing Ps(i) and where 0 ≤ j ≤ PaletteCount(i). Using the previous definitions, Palet-
teCount(i) and PaletteIndex(i, j) can be computed using Algorithm 3. 

 
Algorithm 3. Computing PaletteCount(i) and PaletteIndex(i, j) 
Input: stego image Cs, original image C0 
Output: PaletteCount(i) and PaletteIndex(i, j) 
Step 1: Initialize PaletteCount(i) 

  PaletteCount(i) ← 0 
            Check(k) ← 0, where 0 ≤ k ≤ L – 1 
Step 2: Compute PaletteCount(i) 
             For n ← 0 to N – 1 

For m ← 0 to M – 1 
  If Cs(m, n) = i and Check(Co(m, n)) = 0 

 PaletteIndex(i, PaletteCount(i)) ← Co(m, n) 
PaletteCount(i) ← PaletteCount(i) + 1 

   Check(Co(m, n)) ← 1 
Step 3: PaletteCount(i) and PaletteIndex(i, j) 

Definition 7. Let PaletteFrequency(i, j) be the number of indexes in Po that are refer-
encing Ps(i), and with Co(m, n) = PaletteIndex(i, j). PaletteFrequency(i, j) can then be 
computed by equation (12). 

1 1

0 0

( , ) ( , ),

1 if ( , ) ( , ) ( , )
where  ( , )

0 otherwise

N M

n m

s o

PaletteFrequency i j m n

C m n i and C m n PaletteIndex i j
m n

δ

δ

− −

= =

=

= =⎧
= ⎨
⎩

∑∑
      (12) 

Fig. 3 illustrates the computation of PaletteCount, PaletteIndex, and PaletteFre-
quency. Suppose that the stego image has a size of 4×4 pixels. The values of the pix-
els denote the colors in the stego palette Ps. The stego image references the color 
Ps(12) eight times. Comparing the original image and the stego image, we can ob-
serve that three colors in the original image are referencing Ps(12). Consequently, 
PaletteCount(12) is equal to three. The three colors are respectively stored into  
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Fig. 3. Computation of PaletteCount, PaletteIndex, and PaletteFrequency 

PaletteIndex(12, 0), PaletteIndex(12, 1), and PaletteIndex(12, 2). The number of 
times the three colors are used in the original palette is respectively stored into Palet-
teFrequency(12, 0), PaletteFrequency(12, 1), and PaletteFrequency(12, 2). As shown 
in Fig. 3, the value of PaletteIndex(12, 0) is equal to 11, and the value of PaletteFre-
quency(12, 0) is equal to 2. 

Using the previous definitions, the adjusted color values for the stego image Cs can 
be computed by Algorithm 4. Then, we replace corresponding colors in Cs with the 
color values computed by Algorithm 4, resulting in the creation of an optimized stego 
image Cos. 
 
Algorithm 4. Optimizing the stego color palette 
Input: stego image Cs, original image C0 
Output: optimized stego image Cos 
Step 1: Find the lowest and highest color values for each channel 

     low (i) ← min{Po(PaletteIndex(i, k)) of C0 | where 0 ≤ k ≤ PaletteCount(i)} 
high(i) ← max{P0 (PaletteIndex(i, k)) of C0 | where 0 ≤ k ≤ PaletteCount(i)} 

Step 2: Compute the minimum distortion for each channel 
     paritys(i) = (rsi + gsi + bsi) mod 2 
    MinDistortion ← max value 
    For j ← low(i) to high(i) 
      sum ← 0 
      For a ← 0 to PaletteCount(i) 

      sum ← sum + (j – Po(PaletteIndex(i, a))2 × PaletteFrequency(i, a) 
    If sum < MinDistortion 

          OptimalColor ← j 
          MinDistortion ← sum 

Step 3: Check parity 
       Ps (i) of Cs ← OptimalColor 
     If paritys(i) ≠ (ri + gi + bi) mod 2 
        bi ← bi – 1 

Step 3: Return Cos ← Cs 
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4   Experimental Results and Security Considerations 

In this chapter, we compare the proposed method with Fridrich’s method and Wu’s 
method in terms of PSNR performance. The three data hiding methods were tested for 
three cases: equal case, random case, worst case (see further in this section). We used 
four 512×512 palette-based images: Airplane(F-16), Baboon, Lena, and Pepper. 
These images are shown in Fig. 4. Random data originating from the so-called “die-
hard” test suite were used to create the secret messages [15]. Since the proposed 
method makes use of all RGB channels, we needed to average the PSNR results for 
each color channel. As such, the average PSNR was computed using equation (13): 

_ ( , )   in ( ( , ))

_ ( , )    in ( ( , ))

_ ( , )    in ( ( , ))

R C m n Red Color Palette C m n
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Fig. 4. Test images used (having a resolution of 512×512 pixels) 
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4.1   Experimental Results 

First, pre-processed images were generated using Wu’s method and our method. 
Next, Fridrich’s method was applied to the original and pre-processed images in order 
to embed the secret message bits. Finally, for the images pre-processed using our 
method and containing message bits embedded using Fridrich’s method, post-
processing was also done using our method. Table 1 shows the PSNR results for the 
equal case, in which the message has an equal numbers of zeroes and ones, and where 
each color in the palette is assigned an equal number of zeroes and ones as well. As 
shown in Table 1, our proposed method produces PSNR values that are consistently 
higher than the PSNR values produced by Wu’s method. 

Table 1. PSNR results for the equal case 

Images Fridrich Wu Proposed 
Airplane 32.9 41.8 43.2 
Baboon 29.1 32.7 34.3 

Lena 34.4 39.1 40.4 
Pepper 28.6 36.3 37.0 

 
The next case investigated is the random case. For each image, we computed 80 

PSNR values using the random data from the “diehard” test suite. These values were 
subsequently averaged. Table 2 displays the PSNR values for the random case, show-
ing that the proposed method is better than Wu’s method in terms of PSNR. 

Table 2. PSNR results for the random case 

Images Fridrich Wu Proposed 
Airplane 32.9 42.1 43.1 
Baboon 29.1 32.8 34.3 

Lena 34.4 39.1 40.4 
Pepper 28.6 35.9 37.0 

 
Table 3 and Table 4 show the special cases in which all message bits have the same 

value or consist of 1/4 “0”s and 3.4 “1”s. Our proposed method again shows PSNR 
values that are consistently higher than the values produced by Wu’s method. 

Table 3. PSNR results for a message containing all zero-valued bits 

Images Fridrich Wu Proposed 
Airplane 36.6 42.1 47.8 
Baboon 31.1 33.0 40.6 

Lena 35.1 39.0 45.3 
Pepper 34.3 36.2 44.1 
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Table 4. PSNR results for a message containing 1/4 "0"s and 3/4 "1"s 

Images Fridrich Wu Proposed 
Airplane 31.9 41.9 43.9 
Baboon 28.4 32.9 34.8 

Lena 35.4 39.0 40.5 
Pepper 27.3 35.9 37.4 

4.2   Security Considerations 

In our proposed method, the optimized palette of Cos has colors that may often be very 
similar, which is also a weakness of Wu’s method. This weakness could be exploited 
by methods that check whether palette-based images may contain secret messages. As 
such, in order to improve the security of a stego image, a technique is required to hide 
the existence of secret message data in a palette-based image. Such a technique can be 
constructed using various approaches. We define a threshold value T that represents 
the smallest distance between two colors in the original mage Co. This value can be 
computed using equation (14): 

min{ ( , ) | }T d i j i j= ≠                                                 (14) 

where 0 ≤ i ≤ L – 1, 0 ≤ j ≤ L – 1, and with L the number of colors in Cos. If the dis-
tance between two colors is smaller than T, then the two colors can be adjusted by 
equation (15): 

, ,

, ,
i i t i i t i i t

j j t j j t j j t

r r r g g g and g g g

r r r g g g and g g g

= − = − = −
= + = + = +

                             (15) 

where rt, gt, and bt are randomly selected, while satisfying the following constraint: 

2 2 2

2 2 2t t t

r g b
T

⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟
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. 

5   Conclusions 

In this paper, we discussed an input-adaptive and iterative method for data hiding in 
palette-based images, taking into account the statistics of the data that are to be em-
bedded. In particular, our method considers the number of zeroes and ones in the 
message, as well as how the message bits are distributed over the colors in the image 
palette. First, according to the statistics of the input message, the proposed method 
modifies the pixel indexes and the color palette of an image using an enhanced ver-
sion of Wu’s iterative pre-processing method. Then, the actual message bits are em-
bedded into the image by Fridrich’s method. Finally, the proposed method applies a 
post-processing step, adjusting particular colors in the stego image in order to further 
reduce the amount of image distortion. We compared the PSNR performance of the 
proposed method with the PSNR performance of Fridrich’s method and Wu’s 
method. For all test cases used, the proposed method consistently allowed better re-
ducing the amount of image distortion, compared to Fridrich’s method and Wu’s 
iterative method for data hiding in palette-based images. 
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Abstract. We recently developed a new benchmark for steganography,
underpinned by the square root law of capacity, called Steganographic
Fisher Information (SFI). It is related to the multiplicative constant for
the square root capacity rate and represents a truly information theoretic
measure of asymptotic evidence. Given a very large corpus of covers
from which the joint histograms can be estimated, an estimator for SFI
was derived in [1], and certain aspects of embedding and detection were
compared using this benchmark.

In this paper we concentrate on the evidence presented by various
spatial-domain embedding operations. We extend the technology of [1]
in two ways, to convex combinations of arbitrary so-called independent
embedding functions. We then apply the new techniques to estimate,
in genuine sets of cover images, the spatial-domain stego noise shape
which optimally trades evidence – in terms of asymptotic KL divergence
– for capacity. The results suggest that smallest embedding changes are
optimal for cover images not exhibiting much noise, and also for cover
images with significant saturation, but in noisy images it is superior to
embed with more stego noise in fewer locations.

1 Introduction

A particular challenge, for the design of better steganographic embedding algo-
rithms, is the lack of universal benchmarks. When a new method is proposed,
just about the best that can be done is to test it against leading steganalysis
algorithms, and if their detection accuracy is diminished then the steganography
method is considered an advance. In practice, new embedding methods usually
turn out to be easily broken by a modified detector. The root of the problem is
that the metric was really one for novelty, not security.

Information theoretic models of stego systems [2] provide the foundation for
an alternative: the Kullback-Leibler (KL) divergence between cover and stego
distributions can bound secure embedding capacity, but such distributions are
arguably incognisable [3] and certainly infeasible to estimate in full. However,
in [1] we argued that the asymptotic KL divergence is sufficient, and that this is
determined by so-called Steganographic Fisher Information (SFI). Furthermore,
SFI can indeed be estimated for small groups of pixels, and it was argued that
this is highly relevant for practical steganalysis which almost inevitably takes

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 184–198, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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evidence from small groups. Some experimental results, in [1], used the estimator
to compare a few simple embedding functions’ security, but mainly focused on
lessons for steganalysis.

This is a sequel to [1], using SFI to evaluate spatial-domain embedding func-
tions. We extend the SFI estimator to remove some of the limitations in [1] and
to convex combinations of different embedding functions. Then we apply the
new estimator to find the optimal combination of certain simple spatial-domain
embedding functions. We may have confidence in the true optimality of these
combinations because the metric has well-founded information theoretic roots.
Our results are not surprising – in noisy covers it is better to embed with larger
stego noise – but allow, for the first time, calculation of an optimized embedding
function for real-world cover sources.

This paper contains: (Sect. 2) a brief recapitulation of the argument and
results of [1], and an explanation of why slightly different notation must be
adopted for the present work; (Sect. 3) an extension of the estimator of [1], both
to arbitrary embedding functions and to convex combinations thereof; (Sect. 4)
some experiments using the SFI estimate to choose optimal combinations of
embedding functions, thereby deriving optimally-shaped stego noise for simple
variable-base (mod k)-matching embedding; (Sect. 5) a conclusion.

Some notational conventions: random variables and distributions will be de-
noted by upper-case letters, and realizations of random variables the correspond-
ing lower case. Vectors of either random variables or realizations will be boldface
x = (x1, . . . .xn), with n implicit. All logs will be to natural base.

2 Steganographic Fisher Information

We model stego objects as random variables with distribution P (λ), where λ
indicates the payload size (how the size is measured is important and we will
return to this momentarily), so that P (0) is the distribution of covers. KL di-
vergence cannot be increased by processing, and thus we reach the well-known
limit on the accuracy of any detector for the presence of steganography, in terms
of DKL(P (0) ‖P (λ)) [2]. This justifies using KL divergence as a measure of evi-
dence. In [4] it is argued that we should focus on asymptotic capacity, as relative
payload size tends to zero, because repeated communication must reduce the
embedding rate or face eventual certain detection. So in order to make an asymp-
totic judgement about secure capacity it is sufficient to consider the asymptotic
behaviour of DKL(P (0) ‖P (λ)) as λ → 0, and usually (see [5]), this is locally
quadratic in λ, i.e.

DKL(P (0) ‖P (λ)) ∼ 1
2Iλ2 + O(λ3).

I is called, in this setting, Steganographic Fisher’s Information. Unlike most
other benchmarks, SFI is a single figure which can be used to compare the
asymptotic performance of embedding methods or, by considering SFI of pro-
jections of the stego object space, the evidence available to various feature sets.
It also seems to be easier to estimate SFI than KL divergence directly.
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We suppose that stego objects are made up of n locations – pixel values,
transform coefficients, or suchlike – and that embedding alters some locations.
How λ measures payload size is critical to the interpretation of SFI. If we define
λ to be the relative number of embedding changes – the proportion of cover
locations changed by embedding – then we call it SFI with respect to change rate
and write Ic. But this does not correctly take account of the cover size n, nor
does it correctly compare embedding methods with different embedding efficiency
– usually defined as the average number of covert payload bits conveyed per
embedding change [6], and denoted e – so [1] defined SFI with respect to payload
rate

Ip =
Ic

ne2 .

It was Ic which was directly estimated in [1], and converted to Ip as above for
proper comparison of embedding and detection methods. Ip has the following
interpretation, to connect it with the square root law of steganographic capac-
ity [7,8]: if one embeds a small m bit payload into a cover with n locations, using
an embedding method with SFI Ip, one expects to produce a KL divergence of
approximately Ip(m2/n) nats of evidence.

Here, we find it more convenient to use a different parameterization for λ. Let
us measure payload as the relative number of payload locations used for embed-
ding, whether changed or not. In the case of embedding one bit per symbol, this
is exactly the relative payload size, but if embedding k-ary symbols in m loca-
tions the total payload transmitted is m log2 k bits. This measure is convenient
because different embedding methods have different probabilities of changing a
location, which is otherwise an algebraic nuisance. We call the SFI thus derived
SFI with respect to location rate and denote it Il; it is Il which will be estimated
in Sect. 3. Then Ip can be recovered as

Ip =
Il

ne′2
, (1)

where e′ denotes the number of covert bits transmitted per location used. We
will later consider (mod k)-matching embedding, for which e′ = log2 k.

2.1 Estimating SFI

The dimensionality of the space of digital images is outrageously large, so it
is not possible to estimate true SFI for entire images. In [1] we advocated the
following lower-dimensional model: imagine that an image is made up of many
independent pixel groups, where the groups are of fixed size such as 1× 2 pixels,
2 × 2, 3 × 3, etc. Thus we reduce each image to its histogram of groups: in
the case of 1 × 1 groups this is the standard histogram, in the case of 1 × 2
groups it is the co-occurrence matrix, and so on. We argued that, although
this certainly destroys information, it is a fact that most leading steganalysis
methods do exactly the same: they base their decision on information extracted
from histograms, adjacency histograms, or (in the case of JPEG images) 8 × 8
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blocks. (This is no surprise because models of digital media are usually local.)
So, if we do likewise, computing SFI for small pixel groups gives us asymptotic
bounds on the performance of these steganalysis methods. Indeed, the main focus
of [1] was the comparison of evidence in different pixel groups.

Having reduced an image to independently-considered groups of pixels, we
obtained the SFI as a function of the group frequencies and embedding function,
via a Taylor expansion of KL divergence in change rate, but only for a particular
type of embedding operation which changes cover samples to one of a fixed
number of alternatives, equiprobably: this is suitable for LSB embedding, but
not for more complex examples such as the convex combinations we explore later
in this paper. An estimator for SFI was obtained by plugging the empirical group
histogram, obtained from a corpus of genuine covers, into the SFI formula. This
estimator has limitations – we need a very large corpus from which to estimate
the histogram, particularly for larger groups of pixels where the histogram itself
has very many bins – but does converge in probability to the true value as the
corpus size tends to infinity.

We performed some experiments, mostly with just one corpus of covers, to
compare the SFI found in different types of pixel groups in grayscale images.
Some brief experiments compared the relative security of LSB replacement and
2LSB replacement (where each pixel carries two bits of payload, at the cost of
higher embedding noise), motivated by an observation in [9] that 2LSB embed-
ding was, on a per-payload basis, slightly less sensitively detected by structural
detectors. Our experiments in a set of very well-regulated cover images contra-
dicted this hypothesis, but brief experiments on noisier image sets were consistent
with it. This raises the questions addressed in this paper: given the options of
embedding more payload per change with greater stego noise, or less payload
with lower stego noise, which is better? And what of intermediate options?

3 Extending the SFI Estimator to Arbitrary Embedding

With weaker assumptions, but using similar techniques as in [1], we will compute
Il by expanding the KL divergence in location rate. Our model is that the cover
is made up of a fixed-length sequence of symbols (X1, . . . , Xn), each drawn from
finite alphabet X (with arbitrary distribution: the components Xi need not be
independent). The corresponding stego object is denoted (Y1, . . . , Yn). We are
concerned with independent embedding, where the embedding function chooses
whether to locate a payload in each cover symbol independently with probability
λ, and if location Xi is chosen then it is altered randomly according to a matrix
B = (bij), so that P (Yi=y |Xi=x) = bxy in the chosen locations (otherwise
Yi = Xi). For this to be well-defined, B must be stochastic:

∑
j bij = 1 for all

i. Most non-adaptive steganography methods are accurately described by this
model, including bit replacement, (mod k)-matching, and additive noise.

We also assume that the distribution of cover sequences P (X=x) is such that
P (X=x) = 0 ⇐⇒ P (Y =x) = 0. This ensures that the KL divergence between
cover and stego sequences is finite. And we assume that the embedding is not
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perfect : for at least some x, P (X=x) �= P (Y =x), otherwise SFI is zero and the
square root law of capacity does not apply.

We begin with
P (Y =y |X=x) = (1 − λ)δxy + λbxy

from which we derive

P (Y = y) =
∑

x∈Xn

P (Y =y |X=x)P (X=x)

= (1 − λ)nP (X=y) + λ(1−λ)n−1A(y) + λ2(1−λ)n−2B(y) + O(λ3)

= P (X=y) + λ
[−nP (X=y) + A(y)

]
+ λ2[n(n−1)

2 P (X=y) − (n−1)A(y) + B(y)
]
+ O(λ3)

where

A(y) =
n∑

i=1

∑
u∈X

P (X=y[u/yi])buyi , (2)

B(y) =
n∑

i,j=1
i<j

∑
u,v∈X

P (X=y[u/yi, v/yj])buyibvyj ,

and y[u/yi] denotes the sequence (y1, . . . , yi−1, u, yi+1, . . . , yn), y[u/yi, v/yj ]
analogously. A(y), respectively B(y), represents the probability of observing
y in a stego object given exactly one, respectively two, locations used. Now,
using log(1 + z) = z − z2

2 + O(z3), we can expand the KL divergence:

DKL(X ‖Y ) = −
∑

y∈Xn

P (X=y) log
(

P (Y =y)
P (X=y)

)

= λ
[
n

∑
P (X=y) − ∑

A(y)
]

+λ2
[

n
2

∑
P (X=y) − ∑

A(y) − ∑
B(y) + 1

2

∑ A(y)2

P (X=y)

]
+ O(λ3)

= λ2

2

[∑ A(y)2

P (X=y) − n2
]

+ O(λ3). (3)

For the final step, we use
∑

y P (X=y) = 1, and

∑
y

A(y) =
∑

y

n∑
i=1

∑
u

P (X=y[u/yi])buyi

=
n∑

i=1

∑
u

∑
y

except yi

P (X=y[u/yi])
∑
yi

buyi

=
n∑

i=1

∑
y

P (X=y) = n,

similarly
∑

y B(y) = n(n−1)
2 .
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Thus, once we know the embedding efficiency per location for our embedding
function e′, we combine (3) and (1) to compute the SFI with respect to payload
rate

Ip =

∑
y∈Xn

A(y)2

P (X=y)
− n2

ne′i
2 (4)

as a function of the true frequencies of each symbol group in Xn (note that
A(y) is a linear combination of such frequencies). As in [1], we can estimate this
quantity from a large corpus of cover objects, simply by plugging the empirical
frequencies into (4). We must omit any terms where P (X=y) = 0, i.e. groups
of n which never occur in the corpus, but if sufficiently large then this should
happen never or rarely, and the missing terms should be negligible.

Considering digital images, for n ≥ 4 it can be challenging even to compute
the empirical histogram, because there are potentially 256n histogram bins and
our image corpus will consist of at least 1010 groups of pixels, so computer
memory is soon exhausted. We solved this problem in [1], using red-black trees
to create overlapping histogram chunks, shuffle-sorting the chunks, making a
second pass through the histogram to adjoin the value of A(x) to each P (X=x),
and finally summing the ratio A(x)2/P (X=x). We will not go into the detail
here because the same techniques can be used, although the second stage is
somewhat slower because A(x) depends on potentially the entire histogram,
but for the experiments we report here on (mod k)-matching it is still the case
that only portions local to x need be examined. With our available computing
resources (a cluster of 20 dual-core machines) it is feasible to estimate Ip for
pixel groups of size up to about 9, but our image libraries are only large enough
adequately to sample the histograms for n ≤ 6.

3.1 Convex Combinations of Embedding Functions

As well as extending the estimator to arbitrary independent embedding, we will
consider the combination of embedding functions. Suppose that the steganogra-
pher and recipient share k different embedding options each of which matches
the hypotheses of the previous section. Let us denote the change probabilities for
embedding method i by the matrix Bi, and the embedding efficiency per location
as e′i. They can construct a hybrid embedding method which, on a per-symbol
basis, picks embedding method i with fixed probability πi such that

∑
i πi = 1

(the correspondence between symbols and embedding functions can be generated
from their shared secret key). This convex combination has overall embedding
efficiency per location

∑
πie

′
i and its change matrix is B =

∑
i πiBi, and this

allows us to vary continuously between the different options. In particular, we
can vary the tradeoff between higher stego noise and higher embedding rates.
Here, we examine the SFI of such a combination, and later will demonstrate that
combinations can indeed provide better transmission rates, at comparable levels
of risk, than any of the individual options alone.

Recall that SFI is defined in terms of A(y), the probability of observing y in a
stego group with exactly one embedding location used. Observe in (2) that A(y)
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is a linear function of B. Therefore if embedding method i has corresponding
function Ai(y), for the convex combination we have A(y) =

∑
i πiAi(y).

Therefore, the SFI with respect to payload rate is given by

Ip =

∑
y∈Xn

(
∑

i πiAi(y))2

P (X=y)
− n2

n(
∑

i πie′i)2
=

∑
i,j cijπiπj − n2

n(
∑

i πie′i)2
(5)

where

cij =
∑

y∈Xn

Ai(y)Aj(y)
P (X=y)

. (6)

The optimal convex combination is the probability vector π which minimizes (5):
lower SFI means lower KL divergence – less accurate detection – or alternatively
a greater secure capacity for equivalent risk. SFI is inversely proportional to the
square of the “root rate”, the asymptotic constant in secure capacity r

√
n where

n denotes cover size [7,8].
Equation (5) is a ratio between two quadratic forms and there does not seem

to be an easy analytic form for the minimum, but the optimization can be
performed very efficiently by numerical methods because all cij and e′i must
be positive, and Il must also positive, so both

∑
i,j cijπiπj and (

∑
i πie

′
i)

−1 are
positive and convex in π. So (5) can be written as the product of positive convex
functions, and therefore is a convex function. Thus, given cij and e′i, numerical
optimization of (5), subject to

∑
πi = 1, can be performed using standard convex

programming methods.

4 Results

We now apply the extended estimator to find the optimal convex combinations
of some simple embedding functions. Of course, the results depend on the cover
source: there is no universally-optimal embedding function, and we expect differ-
ent results for different sources. We will restrict our attention to spatial-domain
(mod k)-matching embedding in grayscale digital images: each selected pixel
conveys one k-ary symbol (log2 k bits) of information in its remainder (mod k),
and the embedding function alters the cover pixel to the nearest value with the
correct remainder. We consider only odd k = 2j + 1, so that the embedding is
symmetric. Most of the time, this results in additive noise uniformly distributed
from the range −j, . . . , j, but for pixels near to saturation at 0 or 255 the abso-
lute value of the noise could reach 2j. (Although it was LSB and 2LSB embed-
ding which was briefly considered in [1], here we have excluded bit replacement
and (mod 2k)-matching embedding because it has been demonstrated, time and
again, that asymmetrical embedding causes additional weaknesses [9,10].)

The case of (mod 3)-matching is also sometimes known as ±1 embedding,
and k = 5, 7 can be called ±2,±3 embedding, respectively. However, we eschew
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this terminology for two reasons. First, ±1 more accurately describes the effect
of LSB replacement while (mod 3)-matching can cause stego noise of ±2 when
applied to saturated pixels. Second, there is some confusion in the literature
as to exactly what shape stego noise ±2 denotes: uniform distortions of ±2,
or including ±1 noise as well, or some other shape? Our preferred terminology
is ternary embedding for (mod 3)-matching, quinary embedding for (mod 5)-
matching, septenary embedding for (mod 7)-matching, and so on.

Our experiments will involve four sets of cover images, chosen for different
levels of noise, to test the hypothesis that greater stego noise is optimal for
noisy covers.

Set A: 2121 grayscale images taken with a single digital camera, all sized ap-
proximately 4.7 Mpixels. The histograms were computed from the im-
ages in each of four orientations, to boost the evidential base, so that
a total of just over 4 · 1010 pixel groups were used to estimate the joint
histograms. The images had never been subject to JPEG compression,
but as part of their conversion from RAW format were substantially de-
noised; also, images with significant areas of saturation were removed.
This set of images is extremely well-behaved and it is the main corpus
used for the results in [1].

Set B: 1040 grayscale images taken with a mixture of digital cameras, all sized
approximately 1.5 Mpixels, for a total of over 6·109 pixel groups. Again,
the images were never JPEG compressed and had been denoised in
conversion from RAW format, but the denoising is not as aggressive as
in set A.

Set C: 3200 grayscale images taken with the same camera as set A (in fact, the
parent RAW files for set A are a subset of these), for a total of about
1.5 · 1010 pixel groups. In conversion from RAW format, all optional
denoising was disabled, so these images are visibly more noisy than
those of sets A or B. Note that, unlike in set A, images with saturated
areas (typically over-exposed highlights) have not been excluded.

Set D: 10000 grayscale decompressed JPEG images from a photo library CD,
all sized about 900 × 600. Like set A, the images were re-used in each
of four orientations, for a total of about 2 · 1010 pixel groups. These
images are certainly noisy, but feature quantization noise rather than
sensor noise.

In each case we use the technology of [1] to estimate the histograms of in-
dividual pixels, and pixel groups of shapes 1 × 2, 1 × 3, 1 × 4, 2 × 2 (we will
not follow [1] to even larger group sizes, to be sure that the histograms are not
undersampled). For ternary, quinary, and (sometimes) septenary embedding, the
coefficients cij (6) are computed and (5) minimized numerically to find the op-
timal combination.
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4.1 Combination of Ternary and Quinary Embedding

We begin by considering combinations of ternary and quinary embedding: this
allows stego noise up to level ±2 (except at saturated cover locations). The
embedding matrices are

B1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
3

1
3

1
3 0 0 0 · · · 0 0 0 0 0 0

1
3

1
3

1
3 0 0 0 · · · 0 0 0 0 0 0

0 1
3

1
3

1
3 0 0 · · · 0 0 0 0 0 0

0 0 1
3

1
3

1
3 0 · · · 0 0 0 0 0 0

. . .

0 0 0 0 0 0 · · · 0 1
3

1
3

1
3 0 0

0 0 0 0 0 0 · · · 0 0 1
3

1
3

1
3 0

0 0 0 0 0 0 · · · 0 0 0 1
3

1
3

1
3

0 0 0 0 0 0 · · · 0 0 0 1
3

1
3

1
3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

B2 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
5

1
5

1
5

1
5

1
5 0 · · · 0 0 0 0 0 0

1
5

1
5

1
5

1
5

1
5 0 · · · 0 0 0 0 0 0

1
5

1
5

1
5

1
5

1
5 0 · · · 0 0 0 0 0 0

0 1
5

1
5

1
5

1
5

1
5 · · · 0 0 0 0 0 0

. . .

0 0 0 0 0 0 · · · 1
5

1
5

1
5

1
5

1
5 0

0 0 0 0 0 0 · · · 0 1
5

1
5

1
5

1
5

1
5

0 0 0 0 0 0 · · · 0 1
5

1
5

1
5

1
5

1
5

0 0 0 0 0 0 · · · 0 1
5

1
5

1
5

1
5

1
5

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

and we consider the mixture B = π1B1 + π2B2, where π1 + π2 = 1, i.e. the
embedding will use proportion π1 ternary symbols and π2 quinary symbols. (The
embedder and recipient may need to transcode the payload via a variable-base
format, but we will not concern ourselves with the technicalities of doing so.)

Figure 1 shows the results of SFI estimation, considering both 1×2 and 1×4
blocks (most other shapes were similar; we shall see shortly that 1 × 1 groups
are anomalous). For each image set we first plot the SFI with respect to location
rate Il, as a function of π2: for most image sets, the graphs are rising, indicating
that the greater the proportion of quinary symbols, the greater the evidence of
payload. This is no surprise, because quinary embedding causes greater stego
noise. (However, the slight decrease for small values of π2 in set B, and the
significant U-shape in set D, means that it can be less suspicious to embed with
more noise, a paradox which probably deserves further study.)

The second column in Fig. 1 shows how the embedding efficiency e′, measured
in bits per payload location, increases as we increase the proportion of quinary
symbols (which carry more bits each). This linear function is the same for all
image sets, of course. The final column computes the trade-off between these
functions, showing SFI per payload: for a given (small) payload, this indicates
how much evidence is available to the opponent for each combination of ternary
and quinary embedding. For cover image set A, which contains little noise, pure
ternary embedding is best. For set B, which is more noisy, the optimum is about
1/3 ternary and 2/3 quinary embedding: the exact minimum does depend on
whether we look at 1 × 2 or 1 × 4 pixel groups. For set C, which is very noisy,
we might have expected an even higher proportion of quinary embedding, but
in fact observe the opposite: we attribute this to the saturated areas in some
of the images, because the embedding noise is exaggerated for saturated pixels.
For set D, which has quantization noise, the optimum is almost pure quinary
embedding for 1×2 pixel groups, but nearer to an even mixture for 1×4 groups.
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Fig. 1. SFI for varying combinations of ternary and quinary embedding. In each case
the x-axis represents the proportion of quinary locations, so that leftmost points cor-
respond to entirely ternary and rightmost entirely quinary embedding. Left graphs,
SFI with respect to location rate Il; middle, embedding efficiency e′; right, SFI with
respect to payload Ip. For SFI measures, the solid line is derived from pixel pairs and
is denoted on the left axis, the dotted line from 1 × 4 groups on the right axis. From
top to bottom, image sets A to D.

4.2 Optimal Embedding Noise Up to ±3

We can extend the analysis further, but we will go only as far as mixtures
of ternary, quinary, and septenary embedding. Such a mixture is specified by



194 A.D. Ker

π1

π2

Ip

π3

π2 π1

−3 −2 −1 0 1 2 3

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

π1

π2

Ip

π3

π2 π1

−3 −2 −1 0 1 2 3

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

π1

π2

Ip

π3

π2 π1

−3 −2 −1 0 1 2 3

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

π1

π2

Ip

π3

π2 π1

−3 −2 −1 0 1 2 3

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

Fig. 2. Combinations of ternary (proportion π1), quinary (proportion π2), and septe-
nary (proportion π3) embedding. Left, a three-dimensional depiction of the surface Ip,
as it depends on π1 and π2. Centre, the same information in two dimensions, where
lighter shading indicates lower SFI. In both cases the location of the minimum is
marked. Right, the shape of optimal stego noise, at the SFI minimum. In all cases 1×2
pixel groups have been used to estimate SFI. From top to bottom, image sets A to D.

respective probabilities π1, π2, π3. The matrix for septenary embedding, B3, is
analogous to B1 and B2 in Subsect. 4.1 and the same procedure, albeit more
computationally expensive, can be used to determine the coefficients cij for
1 ≤ i, j ≤ 3. With two degrees of freedom, the result can be visualised as
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Table 1. The optimal mixture of ternary (π1), quinary (π2), and septenary (π3) em-
bedding, for each image set and considering joint histograms from five different pixel
group shapes. The final column indicates the relative SFI for the optimum, compared
with pure ternary embedding.

Image Set Group Size π1 π2 π3
Ip(π1,π2,π3)

Ip(1,0,0)

A 1 × 1 1.000 0.000 0.000 1.000
A 1 × 2 1.000 0.000 0.000 1.000
A 1 × 3 1.000 0.000 0.000 1.000
A 1 × 4 1.000 0.000 0.000 1.000
A 2 × 2 1.000 0.000 0.000 1.000

B 1 × 1 0.130 0.115 0.755 0.346
B 1 × 2 0.576 0.152 0.272 0.684
B 1 × 3 0.684 0.099 0.216 0.707
B 1 × 4 0.718 0.119 0.163 0.749
B 2 × 2 0.707 0.157 0.136 0.792

C 1 × 1 0.434 0.071 0.495 0.576
C 1 × 2 0.805 0.067 0.128 0.883
C 1 × 3 0.921 0.041 0.038 0.944
C 1 × 4 0.961 0.024 0.015 0.971
C 2 × 2 1.000 0.000 0.000 1.000

D 1 × 1 0.000 0.987 0.013 0.181
D 1 × 2 0.210 0.053 0.736 0.444
D 1 × 3 0.187 0.346 0.467 0.437
D 1 × 4 0.408 0.228 0.364 0.522
D 2 × 2 0.487 0.291 0.222 0.594

either a three-dimensional surface, or a two-dimensional “heatmap”; both types
of graphic are displayed in Fig. 2, for SFI in pixel pairs.

In the first row, corresponding to image set A, the Ip surface slants sharply
down towards the point where π1 = 1: pure ternary embedding is clearly opti-
mal. For image set B the surface is curved, and at the optimum a majority of
ternary embedding is mixed with smaller amounts of both quinary and septenary
symbols. Set C is similar but with a lower proportion of quinary and septenary
symbols, despite the extra noise in the covers: again, we attribute this to satura-
tion. Finally, for set D the mixture features a majority of septenary embedding:
these covers are so noisy that, had we extended our analysis to nonary embed-
ding and beyond, it is likely that we would have seen even larger stego noise in
the mixture as well. (Of course, there exist other detectors for steganography in
previously JPEG-compressed images, which make use of the 8 × 8 JPEG block
structure and can be extremely sensitive [11]. Such detectors are not accounted
for in our analysis, which only covers smaller pixel groups.)

To examine other pixel groups, we show how the location of the minimum
depends on the group size and shape in Tab. 1. Although there is certainly
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variation with pixel group size, most of the results are broadly similar as the
group size changes. Further examination (not included here) shows that the sur-
face slopes rather gently near the optimum so that the optimum for, say, 1 × 2
pixel groups is quite close to optimal for the others. The notable exceptions are
the results for 1 × 1 groups, which have markedly different optima in all cases
except set A. There is no contradiction here, and it underlines an important
lesson: optimizing embedding to best preserve image histograms is far from op-
timal when inter-pixel dependencies are considered. This is a familiar pattern
from steganalysis literature.

How much difference does it make, to use the optimal combination of em-
bedding functions instead of, say, pure ternary embedding? The final column of
Tab. 1 shows the ratio between the SFI Ip of optimally-mixed and pure ternary
embedding. For example, looking at set B, we see that the SFI is about 30%
lower with a suitable mixture of embedding functions, and this means that a
payload of about (1/0.7)1/2 ≈ 1.2 times as large can be carried with equivalent
asymptotic KL divergence.

5 Conclusions

Steganographic Fisher Information can be estimated from a large corpus of cov-
ers, and we have demonstrated that the technology of SFI estimation can be used
to examine convex combinations of embedding functions. It is then simple to find
the optimal embedding function combination for a given cover source, though
of course the results vary depending on the nature of the cover objects. Opti-
mal SFI is a true information theoretic optimality, indicating lowest asymptotic
KL divergence and therefore best security again detection. Except in the image
set subject to heavy denoising, combinations of ternary, quinary, and septenary
embedding outperform any single embedding method.

Of course, true optimality happens if the embedding method is perfect (pre-
serves the distribution of covers exactly), in which case the SFI is zero and
secret payload can be conveyed at a linear, not square root, rate. But construct-
ing such an embedding is difficult and requires perfect knowledge of the cover
source, whereas a pseudorandom combination between ternary, quinary, etc, em-
bedding is very simple to implement at both embedder and receiver (though we
have not considered the difficulty of transcoding the payload into variable-base).
We could take this work further, into quasi-adaptive embedding where the rows
of the matrix B are not regular, and find the optimal matrix, but again this asks
a lot of the sender and recipient. For the same reasons, we have assumed that
the embedder does make use of source coding [6], which usually requires solving
systems of linear equations. We must acknowledge that the presence of source
coding can complicate the analysis, and may lead to different conclusions.

This paper has a number of limitations. First, our model for covers is of inde-
pendent groups of pixels. We have argued that, although the model is certainly
not accurate for digital images, it mirrors the practice of steganalysis methods
which inevitably base their decisions on joint histograms of pixel groups (al-
though the group size might be larger than we are able to examine here), and
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therefore SFI is properly connected with the security against such detectors. One
difficulty in selecting an optimal embedding combination is that the optimum
depends on the size of the pixel groups examined: there is no easy solution to this
conundrum, but it makes sense to base decisions on the largest possible group
size, since the evidence in large groups subsumes that in small groups. Thank-
fully, roughly similar results seem to appear in most pixel group shapes with
the notable exception of 1 × 1 groups. We re-iterate this observation: selecting
an embedding method to preserve, as best as possible, the histogram of image
pixels is a poor strategy. This lesson has been observed a number of times in
the literature, with steganography methods touted as “perfect” because of his-
togram preservation soon falling to steganalysis which considers pairs of pixels
or other higher-order information. Nonetheless, a number of authors continue to
advance ad hoc embedding methods to preserve cover histograms.

We note that we make the implicit assumption, when using SFI as a bench-
mark, that the enemy steganalyst has complete knowledge of both the cover
source and the chosen embedding function. This is in keeping with Kerckhoffs’
Principle but could be argued too pessimistic. However, any other scenario is
difficult to examine using KL divergence.

Our experiments were carried out using four sets of cover images, which hap-
pened to be conveniently available to the author. In some respects the choice
was unfortunate, because they differ in both noise levels and saturation, and
there appears to be some interplay between these factors regarding the optimal
embedding function. In future work we could examine systematically the effects
of noise, saturation, prior JPEG compression, or other macroscopic properties,
in isolation, though the computational demands may be considerable.

We should contrast SFI, as an information theoretic measure of asymptotic
evidence, with Maximum Mean Discrepancy (MMD), applied to information
hiding in [12]. MMD is now quite well-studied though its application in informa-
tion hiding is still in infancy, and there are efficient estimators allowing MMD
to be computed for large-dimensional feature sets. However, although there is
some connection between MMD and the performance of kernelized support vec-
tor machines, it is not a truly entropic measure and we know no analogue of the
connection between KL divergence and maximum hypothesis test performance.
Nonetheless, it would be interesting to derive an estimator for asymptotic MMD,
and repeat these experiments with that metric to see whether similar results
arise.

We may also contrast the SFI estimator here and in [1] with an independent
approach to the same problem by Filler & Fridrich [13]. Their estimator dif-
fers significantly, modelling the images as a Markov chain with a parameterised
transition matrix. They also examine convex combinations, but only of LSB re-
placement and ternary embedding. Hopefully there will be a confluence of ideas
in the area of Fisher Information estimation, which only recently emerged as the
true asymptotic benchmark for steganography [4].
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Multi-class Blind Steganalysis Based on Image
Run-Length Analysis
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Abstract. In this paper, we investigate our previously developed run-
length based features for multi-class blind image steganalysis. We con-
struct a Support Vector Machine classifier for multi-class recognition
for both spatial and frequency domain based steganographic algorithms.
We also study hierarchical and non-hierarchical multi-class schemes and
compare their performance for steganalysis. Experimental results demon-
strate that our approach is able to classify different stego images ac-
cording to their embedding techniques based on appropriate supervised
learning. It is also shown that the hierarchical scheme performs better
in our experiments.

Keywords:blind steganalysis,multi-class, image steganalysis, run-length
analysis.

1 Introduction

Steganography aims at concealing information communication by means of cover
medium transmission. It has been a hot topic in information security and has
drawn much attention in recent years. On the other hand, steganalysis, which is
the counter-technology of steganography aiming at detecting the very presence
of secret message in cover medium, serves the urgent needs of network security
to block covert communication with illegal or undesirable information.

Various steganalysis techniques have been proposed for tackling steganographic
algorithms. These techniques can be roughly ascribed to two categories. One is
called specific steganalysis[1] [2] [3] and the other is named blind steganalysis [4]
[5] [6] [7] [8]. Specific steganalysis is targeted at a particular known steganographic
algorithm, whereas blind steganalysis can detect the presence of hidden data with-
out knowing its embedding method. Since there are a variety of steganographic
methods and it is often difficult to assume the knowledge about which embedding
methods have been used in real application, blind steganalysis is gaining more
attention from researchers.

Usually, blind steganalyzer only makes a binary decision regarding the pres-
ence of the hidden message while specific steganalyzer could provide more in-
formation with better reliability and accuracy such as estimating the message
length or even retrievaling the message content for a targeted steganographic
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algorithm. The disadvantage of specific steganalysis is that it can not automat-
ically recognize which embedding algorithm is used and can not cope with new
algorithms. On the other hand, blind steganalysis has good generality to detect
various embedding algorithms, even an unknown algorithm. In a sense, spe-
cific steganalysis and blind steganalysis complement each other under a certain
framework, that is, multi-class steganalysis. The goal of multi-class steganalysis
is to construct a steganalyzer for images capable of not only discriminating cover
and stego images but also recognizing the steganographic algorithms used. One
can then use this recognition result and apply a specific steganalyzer for further
analysis. Also, the detection accuracy of blind steganalyzer could be verified
by multi-class steganalyzer by providing a probability of known and unknown
steganographic algorithms. Fig.1 shows such an image steganalysis framework
by combining the blind, specific and multi-class steganalysis.

Fig. 1. Framework of hierarchical image steganalysis

The goal of this paper is to investigate multi-class blind image steganalysis
according to our proposed run-length based image features [8]. The remainder of
this paper is organized as follows. In the next section, we briefly introduce previ-
ous work in multi-class steganalysis. Section 3 describes the proposed approach.
In Section 4, we carry out some experiments and analyze the performance of
both binary detection and multi-class detection results of our proposed scheme.
Discussions and conclusions are presented in Section 5.

2 Related Work

There are only a few methods about multi-class steganalysis in the open lit-
erature. For JPEG image steganalysis, Pevny and Fridrich [9] used their pre-
viously proposed calibrated DCT features for both binary classification and
multi-classification for four steganographic techniques (namely F5, OutGuess,
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MB [10] and JP Hide&Seek). They presented a multi-class steganalyzer using
a set of SVM classifiers and studied the parameters for each binary classifier
construction. Although there are some misclassifications in their experimental
results, their proposed scheme is capable of not only detecting stego images but
also classifying them to appropriate stego algorithms at a high embedding rate.
In their subsequent work [11], they made a more detailed analysis on multi-
classification of JPEG images for their single and double JPEG compression
estimation. Also, they combined their DCT-based steganlaysis features with the
Markov features proposed by Shi et al.[12] and used these features for multi-
classification by a SVM-based multi-classifier. The experimental results showed
the detection accuracy of the proposed method is very good although it suf-
fers from an increased false positive rate. Though their study is only focused
on JPEG format and also a preliminary study for multi-class steganalysis, they
identified several principles for designing the multi-class steganalysis schemes.

Later in the work of [13], Savoldi and Gubian considered a blind multi-class
steganalysis system using wavelet statistics. This multi-class system is based
on high-order wavelet statistics to recognize four popular frequency domain
steganographic algorithms, namely F5 [14], OutGuess[15], JP Hide&Seek [16]
and Steghide [17]. In their work, they used soft-margin Support Vector Machine
(SVM) with Gaussian kernel and used a 360-D feature vector extracted from
image decomposition coefficients based on separable quadrature mirror filters
(QMFs). Another work is presented by Wang et al. in [18]. In this paper, they
explored two hieratical multi-class steganalysis schemes to recognize popular
stego algorithms used for JPEG images and compared the two schemes in terms
of accuracy, reliability and computational cost.

The multi-class steganalysis methods mentioned above are all designed for
JPEG format and constrained to a few trained popular embedding algorithms.
However, since there are many steganographic techniques for BMP images and
new embedding algorithms continue to be developed, a more general multi-class
steganalysis scheme is highly desirable. This is the main motivation of this paper.
In the next section, we will describe our proposed multi-class steganalyzer based
on image run-length statistics and a support vector machine.

3 Proposed Approach for Multi-class Steganalysis

There are two key issues in designing a proper multi-class steganalyzer. The first
is the extraction of effective features which should be sensitive to various image
steganographic techniques. These features should be capable of distinguishing
cover and stego images as well as capable of distinguishing different stego tech-
niques. In other words, the ideal distribution of the steganalysis feature space
should be something as shown in Fig.2. In this feature space, not only the cover
images and stego images can be distinguished, but also the stego images gen-
erated by different steganographic schemes form separable clusters. Such image
steganalysis features are considered as very effective and powerful for multi-class
steganalysis.
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Fig. 2. Illustration of ideal steganalysis feature space

In order to detect different steganographic techniques as much as possible, the
proposed feature set should have a good generality. Here, we apply the previously
proposed effective run-length based statistic moments as basic features [8]. These
features are extracted from image run-length histograms and are very sensitive
to data embedding both in spatial domain and in frequency domain.

3.1 Run-Length Based Statistic Moments

Our previously proposed features for steganlaysis in [8] are inspired by the con-
cept of run-length, which was proposed for bitmap-file coding and compression
standard in fax transmissions [19]. Normally, a run is defined as a string of con-
secutive pixels which have the same gray level intensity along a specific linear
orientation θ (typically 0o, 45o, 90o, and 135o). The length of the run is defined
as the number of repeating pixels in this run. For a given image, a run-length
matrix p(i, j) is considered as the number of runs with pixels of gray level i
and run length j. For a run-length matrix pθ(i, j), let M be the number of gray
levels and N be the maximum run length. We can define the image run-length
histogram (RLH) as a vector:

Hθ(j) =
M∑
i=1

pθ(i, j), 1 < j < N (1)

This vector represents the sum distribution of the number of runs with run
length j in the corresponding image. In order to reduce the effect of different
image sizes, the RLH may be normalized by the maximal value of the histogram.
Short runs ( with smaller j ) refer to those runs with a small number of pixels,
while long runs ( with larger j ) imply those runs with a large number of pixels.

For most steganographic algorithms, once a bit of message is embedded in
the cover image, one or several corresponding image pixel would be changed
slightly to “hide” data, regardless the change is directly caused in spatial do-
main or reflected by frequency domain, since the data hidden in DCT domain
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also cause changes of image intensity in the spatial domain. Such attributes of
data embedding process would directly affect the local intensity variations of
the image. As the image intensity has been changed, the original distribution
of image run-length would be altered. That is to say, the original consecutive
pixels with identical gray level in a run may turn to different shorter runs. More
specifically, the tendency of long runs turning into shorter runs could be due to
data embedding. Based on this observation, we proposed a 36-D feature vector
for image steganalysis in [8]. Here in this paper, we also take a similar feature
set which is slightly modified and improved from the previous feature set. In-
stead of calculating the Characteristic Function of image run-length histograms,
we directly extracted the higher order moments of image run-length histograms
according to the following function as our features for multi-class steganalysis.
H(θ, i) represents different run-length histograms along direction θ. More details
about the feature extraction may be found in [8].

Mn =
L/2∑
j=1

jn|H(θ,i)(j)|/
L/2∑
j=1

|H(θ,i)(j)|. 1 < j < N, i = 1, 2, 3; (2)

The run-length based feature set has shown very effective performance for
blind image steganlaysis not only for detection accuracy but also for compu-
tational complexity [8]. Besides, these features are also considered as sensitive
features for blind image steganalysis of BMP images as well as JPEG format.
Although these features are extracted from spatial domain, they represent the
changes in inter-pixel correlation which either steganographic process would
cause. Hence we also apply these features for the following multi-class steganaly-
sis schemes. It should be pointed out that the focus of this paper is on the study
of the feasibility of run-length analysis for multi-class steganalysis, not on the
design of new features per se.

3.2 Multi-class Detector

Another key issue for multi-class steganalysis is the design of proper classifiers.
SVM (Support Vector Machine) [20] is a useful technique that provides state-
of-the-art performance in a wide variety of application domains. The goal of
SVM is to produce a model which could predict class labels of data instances
in the testing set which is given only the sensitive features. It performs pattern
recognition for two-class problems by determining the separating hyperplane
that has maximum distance to the closest points of the training samples. The
key issues for SVM is to decide which kernel function is to be used (such as
linear, polynomial, radial basis function (RBF), sigmoid etc.) and find the best
parameters to construct the training model. Since SVM has shown its optimal
and efficient classification performance for large scale learning, it was considered
as a popular choice for steganalysis classifiers [4] [12] [21] [22]. For its powerful
classification performance and its popularity in use of pattern recognition, we
also consider our multi-class detector based on SVM. In this paper the SVM
method used is Lib-SVM with a RBF kernel [20].
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SVM was originally designed for binary classification. How to effectively ex-
tend it for multi-class classification is still under research. There are two ways
for multi-class classification. One is a hierarchical multi-classifier which can be
realized by constructing and combining several binary classifiers. The other is to
consider all data in one optimization formulation and perform multi-classification
by one classifier (for example, by regression methods). The formulation to solve
multi-class SVM problems depends on the number of classes and is very sensitive
to the training data, especially sensitive to outliers. In general it is computation-
ally more expensive to solve a multi-class problem than a binary problem with
the same number of data. A comparison between several SVM based multi-
classification schemes are described in [23]. Generally speaking, there are three
strategies called one-against-all, one-against-one, and directed acyclic graph
SVM (DAGSVM) which are designed for solving several binary classification
problems for multi-classification. However, for limited data sets, it is believed
and suggested in [23] that the one-against-one method is more suitable for prac-
tical use than the other methods for multi-classification based on binary classi-
fiers. In this method, training is accomplished by comparing one class against
each of the other classes. The goal is to train the multi-class rule based on the
majority voting strategy.

As a preliminary study for multi-class steganalysis, we test our proposed run-
length based statistics using the ”one-against-one” strategy under the following
two slightly different schemes.

– Scheme One (S1):We construct the multi-class SVM to classify cover images
from different stego images at one time. In this scheme, we simply apply
the SVM based multi-classifier to categorize cover images as well as stego
images generated by n different embedding algorithms. The number of binary
classifiers we used in this scheme is n(n + 1)/2 (n is the number of known
categories of steganographic techniques).

– Scheme Two (S2): In this scheme, we firstly apply a binary SVM as for
blind steganalysis to classify cover and stego images. Then we construct
a multi-class SVM to classify stego images generated by different known
steganographic algorithms. As the primary objective for image steganalysis
is to detect whether there are data hidden in cover images, detecting the stego
image from clean cover image is the top priority in designing the classifier.
Hence, we use a binary SVM classifier for all samples to classify cover and
stego images at the first step. Afterwards, we apply a multi-classifier for
all labeled stego samples by using a trained multi-classification model to
classify images generated by known steganographic algorithms.The number
of binary classifiers we used in this scheme is n(n−1)/2+1 (n is the number
of known categories of of steganographic techniques).

The above two schemes can be considered as one scheme if the feature space
of cover and different categories of stego images are well separated from each
other. By comparing S1 with S2, the only difference is the number of classes.
Since we believe that the distance between cover images and all stego images in



Multi-class Blind Steganalysis Based on Image Run-Length Analysis 205

the feature space should be larger than the distance among stego algorithms in
the feature space (as shown in Figure 2), the optimization problem for SVM to
get the best classification curve would be more efficient in S2 than in S1 as the
number of classes in S2 is smaller hence the number of binary classifiers used in
S2 is fewer. We will investigate this issue in the following experiments in details.

4 Experimental Results

4.1 Database Description

For our experiments, we use the 1338 images downloaded from the Uncompressed
Color Image Database (UCID) constructed by Schaefer and Stich [24], available
at [25]. All the images in UCID are high resolution uncompressed digital TIFF
files with size of 512×384 or 384×512. This database contains various images
captured from indoor and outdoor, daylight and night, event and natural scenes,
and provides a real and challenging environment for a steganalysis problem.
All images were then converted to gray level BMP or JPEG at 75% quality
for our experiments. Then, we generated five sets of stego images using the
following embedding algorithms. In order to test the effectiveness of our proposed
scheme, we only embedded a small amount of messages in our experiments. The
embedding rate is below 0.3bpp for BMP images and around 25% message for
JPEG image embedding.

#1: Generic LSB embedding method at 0.3bpp;
#2: Non-blind spread spectrum (SS)method [26] at 0.15bpp;
#3: F5 method [14] at 0.25bpnc;
#4: Model Based steganographic method [10] at 0.25bpnc;
#5: Yet Another Steganographic Scheme (YASS) embedding method [27] at

0.15bpnc.

We totally get 6 classes (including cover images) for multi-classification in
our experiments. The total number of images we used in our experiments is
1338 × 6 = 8028. For each experiment, we divided the images into training
and testing sets. There is no overlap between training and testing sets for each
experiment. The feature set used in all experiments is obtained from image gray
level run-length histograms as mentioned in Section 3.1.

4.2 Detection Performance

Experiments for 2-class Steganalysis. In this experiment, we intend to test
the effectiveness of the run-length based features for JPEG image steganalysis
as well as for BMP images. We first design some tests for blind steganalysis.
Blind means the classifier is able to classify all images into two classes: cover
and stego images. The SVM was trained using multiplicative grid search. We
compared the detection results for distinguishing the cover images from stego
images embedded with each and all specific embedding algorithms in Table 1.
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For the first five rows, the training sets and testing sets equally contain 669 cover
images and 669 stego images corresponding to the algorithm index. The column
of ’Cover’and ’Stego’ represents the number of images that were classified as
cover or stego under each test. The detection accuracy is calculated by counting
the number of images whose cover images are correctly classified as cover and
stego images are classified as stego at a 3.5% false positives rate. From this
table, we see that the run-length based statistic features are effective to all
listed embedding algorithms regardless embedding is performed in the spatial or
the frequency domain.

Also, in the last row of this table, which we call ’Cover vs. Mixed’ mode, the
cover images are the same as in previous tests but the stego images consist of
randomly selected 1338 images from all stego image sets (1338× 5) and are also
divided equally into training and testing sets. Hence, in this mode, it is a real
blind mode for image steganalysis. We can also see a good detection performance.

Table 1. Blind detection results for trained binary SVM using run-length based
features

Embedding Algorithm Cover Stego Accuracy
Cover vs. LSB 608 (90.88%) 641 (95.81%) 93.35%
Cover vs. SS 583 (87.14%) 610 (94.18%) 89.16%
Cover vs. F5 658 (98.36%) 648 (96.86%) 97.61%
Cover vs. MB1 652 (97.46%) 642 (95.96%) 96.71%
Cover vs. YASS 648 (96.86%) 640 (95.67%) 96.26%
Cover vs. Mixed 628 (93.87%) 646 ( 96.56%) 95.2167%

As shown in Table 1, the run-length based features are able to classify cover
images from all stego images generated by either spatial or frequency based
embedding algorithms. The trained SVM classifier also serves as a good classifier
for universal image steganlysis.

Experiments for Multi-class Steganalysis. Here for multi-class steganaly-
sis, we designed our experiments for two schemes. One was to consider the cover
images as one of the classes for multi-classification while the other excluded
the cover image as one candidate class since we can perform a blind classifica-
tion at the first step. The blind detection has already shown a high confidence
for cover and stego image classification results in our previous test shown in
Table 1. Hence, in order to investigate the multi-class problem among stego im-
ages as well as cover and different stego images, here we just design the following
two schemes by considering cover as or not as one of the classes for multi-classifier
construction.

The training and testing process for multi-classifier is the same for both
schemes though the total number of classes is 6 in S1 while 5 in S2 (the cover
images are not considered as one class in S2). However, the binary classifier
needed for the two schemes are quite different. In S1, we totally need to con-
struct 5(5 + 1)/2 = 15 classifiers while in S2 we need 5(5 − 1)/2 + 1 = 11. If we
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Table 2. Confusion matrix of the detection accuracy for Scheme One (cover included
as one class)

Embedding Classified as
Algorithm Cover LSB SS F5 MB1 YASS

Cover 493(73.7%) 30(4.5%) 126(18.8%) 0(0%) 9(1.3%) 11(1.6%))
LSB 33(4.9%) 609(91%) 20(3%) 0(0%) 6(0.9%) 1(0.1%)
SS 56(8.4%) 6(0.9%) 588(87.9%) 3(0.5%) 13(2%) 3(0.5%)
F5 0(0%) 3(0.5%) 3(0.5%) 571(85.35%) 80(12%) 12(1.8%)

MB1 1(0.1%) 19(2.8%) 126(18.8%) 74(11%) 514(76.8%) 58(8.6%)
YASS 5(0.7%) 2(0.3%) 25(3.7%) 21(3.1% 105(15.7%) 511(76.4%)

Table 3. Confusion matrix of the detection accuracy for Scheme Two (cover excluded
as one class)

Embedding Classified as
Algorithm LSB SS F5 MB1 YASS

LSB 639(95.5%) 28(4.2%) 2(0.3%) 0(0%) 0(0%)
SS 19(2.8%) 638(95.4%) 14 (2.1%) 8(1.2%) 3(0.5%)
F5 0(0%) 5(0.7%) 586(87.6%) 52(7.8%) 26(3.9%)

MB1 1(0.1%) 23(3.4%) 68 (10.1%) 508(75.9%) 70(10.4%)
YASS 2(0.3%) 24(3.6%) 15(2.2%) 111(16.6%) 517(77.3%)

have more classes for classification, the difference of constructing binary classifier
for the two schemes would be larger, which would result in higher complexity
for both training and testing.

Table 2 shows the confusion matrix of the detection accuracy for S1 (consider
the cover images as one class) and Table 3 presents the confusion matrix of the
detection accuracy for S2 (without considering the cover images as one class).
Both schemes are based on the SVM multi-classifier with default thresholds and
the detection results are obtained at a 3.5% false positive rate. Each class in
our experiment contains 669 samples for both training and testing. In S1, we
classified totally six classes while in S2 we classified five classes in total. Each
row in the tables presents the classification results by counting the number of
images being labeled. For example, in Row 2, for the testing sets which con-
sist of 669 stego images generated using the LSB embedding method, there are
33 images classified as cover class and 609 images labeled as LSB class. From
Table 2 and Table 3, we can see the two multi-classification schemes based on
the SVM classifier achieved good detection performance although there are some
misclassifications. Moreover, for S2, the classification accuracy is better than S1
since we excluded the cover images as a class to classifier. We think that the
better classification results in S2 may be due to the distribution of steganalysis
feature space.

Moreover, we also notice that the multi-classification schemes have a good
classification performance on embedding methods for spatial domain as well
as frequency domain. Besides, even there are some misclassifications between
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classes, the misclassification rate between frequency domain methods and spatial
domain methods is much lower than that among frequency domain methods or
spatial domain methods. That is to say, both of our schemes have a promising
detection performance on classifying at least two different categories of stego
images (say spatial domain and frequency domain).

5 Conclusion

In this paper, we have investigated a novel multi-class system for image stegan-
laysis. We have designed two multi-class schemes which are capable of not only
detecting stego images but also classifying them into appropriate stego tech-
niques based on the modification of our previously developed features of image
run-length statistics. We have constructed a Support Vector Machine (SVM)
based multi-classifier to recognize various steganographic algorithms designed
for spatial domain as well as for frequency domain. We have also described an
evaluation of the generality of the proposed features which are extracted from
image run-length histograms for universal image steganalysis. Our feature set
shows good distinguishability for JPEG images as well as for BMP images. In
order to decrease the computing complexity for multi-classifier construction, we
have designed a hierarchical multi-classifier in which the classification of cover
and all stego images is performed in advance. Then, the multi-class recognition
is done among stego algorithms. Our experimental results have demonstrated
that this scheme is more reliable and efficient than the other one which con-
siders the cover and all stego algorithms in one pool for multi-class recognition.
Since our approach is able to classify stego images to their embedding techniques
under proper supervised learning, we will consider to combine different effective
features sets (such as the Markov feature in [12], DCT based feature [22], etc.)
for multi-class recognition in order to get more reliable and powerful detection
performance in the future.
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Science Foundation of China (Grant No.60603011).
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Abstract. The last few decades have seen cryptography ‘transform’
from a black art - practised mainly by governments, the military and
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raphy has dramatically increased the range of cryptographic services that
are available.
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Abstract. In this paper, we propose a blind watermarking algorithm for
3D meshes. The proposed algorithm embeds spectral domain constraints
in segmented patches. After aligning the 3D object using volumetric mo-
ments, the patches are extracted using a robust segmentation method
which ensures that they have equal areas. One bit is then embedded in
each patch by enforcing specific constraints in the distribution of its spec-
tral coefficients by using Principal Component Analysis (PCA). A series
of experiments and comparisons with state-of-the-art in 3D graphics wa-
termarking have been performed; they show that the proposed scheme
provides a very good robustness against both geometry and connectivity
attacks, while introducing a low level of dis torsion.

1 Introduction

During the last decade, various 3-D watermarking methods have been developed.
Watermarking algorithms can be classified as being in the spatial domain [1,2,3]
or the frequency domain [4,5]; they also can be classified as relying on local
constraints [1] or as being statistical in nature [2,3]. A survey of existing 3D wa-
termarking algorithms was carried out in [6]. Most of the robust blind methods
developed so far are in the spatial domain. Methods in the frequency domain in-
clude those using wavelets as well as those using spectral decomposition [4,5]. The
spectral transform consists of the eigen-decomposition of the Laplacian matrix
for a given mesh. The resulting spectral coefficients consist of a unique represen-
tation. The spectral decomposition is reversible and the graphical object mesh
can be entirely reconstructed from the spectral coefficients. Spectral methods
were firstly introduced in graphics by Karni and Gotsman [7] for the purpose of
mesh compression. Ohbuchi [4] proposed a non-blind method to embed water-
marks in the spectral domain based on Karni’s analysis. Lavoué et al. [8] and
Cotting et al. [9] improved Ohbuchi’s algorithm for subdivision mesh and point
sampling distributions, respectively. All these algorithms use the low-frequency
coefficients as the message carrier and are non-blind. Blind and robust spectral
domain watermarking have been proposed in [5,10,11]. The algorithm described
in [10] has a very low bit-capacity while a set of specific constraints are enforced
onto the distributions of spectral coefficients for information embedding in [11].

The advantage of the spectral domain mainly relies in the fact that the water-
mark information is spread over the object in such a way that it is very hard to

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 211–226, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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determine its presence, thus increasing its security. Usually, existing spectral do-
main algorithms are not that robust as the spatial domain algorithms. Another
disadvantage for spectral domain watermarking is the computational complexity
required for the eigendecomposition of the Laplacian matrix corresponding to
meshes containing a large number of vertices, which is actually the case with
most graphical objects [11].

In this paper we propose a novel robust blind spectral watermarking method
which consists of applying spectral decomposition locally, in well defined patches
of the graphical object. The proposed methodology has the following stages.
Firstly, the object is robustly aligned along the principal axis calculated using
the analytic volumetric moments. Then the object is decomposed into patches
(i.e. connected spatial regions) of equal areas defined along the first and sec-
ond principal axes. Lastly, the spectral analysis is performed on each patch and
the spectral coefficients are extracted. The watermark insertion is done by em-
bedding specific constraints in the distribution of the spectral coefficients. The
constraints are enforced by an embedding function which relies on the principal
component analysis (PCA) of the spectral coefficients. The distribution of the
spectral coefficients is constrained to a sphere when embedding a bit of zero
and to a squashed ellipsoid when embedding a bit of one. The reminder of this
paper is organized as follows. In Section 2 we describe the volumetric method for
aligning the 3D graphical object, while in Section 3 we describe the algorithm
for generating the equal area patches. In Section 4 the spectral graph theory is
briefly introduced, while Section 5 gives the details of the proposed watermark
insertion and extraction based on spectral coefficients analysis. The experimen-
tal results and comparison with the state of the art are provided in Section 6,
while the conclusions of this study are drawn in Section 7.

2 Robust Object Alignment

We propose to use a robust alignment scheme called volume moment alignment
which was proposed in [12]. The volume moments of a 3D object are defined as:

Mpqr =
∫ ∫ ∫

xpyqzrρ(x, y, z)dxdydz (1)

where p, q, r are moment orders, and ρ(x, y, z) is the volume indicator function
(it equals to 1 if (x, y, z) is inside the mesh and to 0 otherwise). For a triangular
face fi = {vi1,vi2,vi3} = {(xi1, yi1, zi1), (xi2, yi2, zi2), (xi3, yi3, zi3)} on a mesh
object, the moments are defined as :

Mfi
000 = 1

6
|xi1yi2zi3 − xi1yi3zi2 − yi1xi2zi3 + yi1xi3zi2 + zi1xi2yi3 − zi1xi3yi2|

Mfi
100 = 1

4
(xi1 + xi2 + xi3) · Mfi

000

Mfi
200 = 1

10
(x2

i1 + x2
i2 + x2

i3 + xi1xi2 + xi1xi3 + xi2xi3) · Mfi
000

Mfi
110 = 1

10
(xi1yi1 + xi2yi2 + xi3yi3 + xi1yi2+xi1yi3+xi2yi1+xi2yi3+xi3yi1+xi3yi2

2
) · Mfi

000

(2)
In fact it corresponds to the moment of the tetrahedron linking this face to the
coordinate system origin. The global moments of a mesh are obtained by summing



Local Patch Blind Spectral Watermarking Method for 3D Graphics 213

these elementary moments over all the facets (with the appropriate contribution
sign). The complete set of explicit volume moment functions can be found in [13].
The object centre is defined as μ = (M100/M000, M010/M000, M001/M000), and
the 3 × 3 matrix of the second order moments of the 3D object is constructed as:

Ψ =

⎛
⎝M200 M110 M101

M110 M020 M011
M101 M011 M002

⎞
⎠ (3)

The principal axes of the object are the eigenvectors obtained by applying eigen-
decomposition to the covariance matrix Ψ:

Ψ = WT ΔW (4)

where Δ = {δ1, δ2, δ3} is the diagonal matrix containing the eigenvalues assum-
ing δ1 > δ2 > δ3 and W = [w1 w2 w3]T is the matrix whose columns are
the eigenvectors of Ψ. The eigenvalues {δ1, δ2, δ3} characterize the extension of
the object along its principal axes whose directions are defined by the corre-
sponding eigenvectors. In order to define a unique alignment, we propose two
constraints. Firstly, the three axes must conform the right hand rule such that
the direction of the third axis will be well defined as the cross product of the first
two. Furthermore, the valid alignment satisfies the condition that the third order
moments M300 and M030 of the rotated object are positive. By following these
constraints the principal axis alignment is unique [12] and much more robust
than the alignment produced by the moments using the vertex coordinates.

3 Object Patch Generation

Watermarking in spectral domain owns a series of advantages including increased
watermark key security and good watermark imperceptibility. However, as shown
in [11], the application of blind spectral watermarking is limited to rather small
graphical objects due to the high computational complexity requirements of
spectral decomposition for large meshes. In this study in order to apply the
spectral algorithm to a large 3D object, we propose to split it into segments (i.e.
spatial regions) so that each segment is used for carrying one bit of message.
Note that one segment can be used to embed more than one bit, but in this
paper, we only embed one bit for the sake of aiming for the highest robustness.
After aligning the graphical object as described in Section 2 we trim away, for
the further watermark embedding usage, the ends of the object as defined along
its principal axis w1. In this way we increase the watermark security. Then the
trimmed object is split into layers which are defined by planes perpendicular to
w2, the second principal axis. Finally, the vertices and triangles in each layer
are divided into connected patches of equal area in a direction along the first
principal axis w1. All these steps are detailed below.

Let us consider xmax and xmin the maximum and minimum value along the
first principal axis w1. α ∈ [0, 1/2] is a value generated by the secret key which
is used for trimming the extremities of the object. We define two boundary values
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x1 and x2 on the line, passing through the object center and in the direction of
the first principal axis w1, such that:{

Bmin = (xmax − xmin) · α + xmin

Bmax = (xmax − xmin) · (1 − α) + xmin
(5)

All the vertices whose x coordinates are outside this range, i.e., vx < Bmin and
vx > Bmax will be excluded from the watermark embedding process. Let us
define the trimmed object OT as:

OT = {v|Bmin ≤ vx < Bmax, ∀v ∈ O} (6)

The trimmed object area considered for watermarking, denoted as At, is defined
as the sum of all polygons, usually triangles, which are located on the surface of
the trimmed object OT .

OT is then split into κ layers defined by planes perpendicular on the second
principal axis, i.e. w2. κ is chosen as a function depending on the number of
bits M to be embedded and on the geometrical characteristics of the graphical
object such as its aspect ratio given by δ1/δ2 obtained from (4). Thus, there are
κ + 1 boundary values defined as:

yi = ymin +
ymax − ymin

κ
· i (7)

where i = 0, . . . , κ. The vertices of the trimmed object are thus split into κ layers
and for each layer we have:

Li = {v|yi−1 ≤ vy < yi, ∀v ∈ OT } (8)

where i = 1, . . . , κ. These layers are then divided such that to obtain a set of N
patches of equal areas.

The desired area for each patch is calculated according to the following:

Ap =
At

N
(9)

where N > M and M is the number of bits to be embedded in the object. The
reason for which more patches are generated than the number of bits to embed
is because a segment may be eliminated if its area is smaller than a pre-defined
threshold while we also aim to increase the watermark security by deliberately
excluding certain patches. For example, the last patch of each layer is likely
to have an area smaller than Ap and thus if watermarked it may result into a
skewed distributed embedding capacity onto the 3D object surface.

Next, we sort all vertices of all layers Li in ascending order of their x co-
ordinates, i.e. along the first principal axis w1. Vertices are then iteratively
added into a patch from left to right of the sorted sequence; when the area Ap

is achieved for the current growing patch, a new patch is initiated. Let us de-
note Pj as the jth patch generated, where j = 1, . . . , N . The first M patches
P1, . . . , PM are used for watermarking. The patches to be watermarked can be
picked up randomly according to the watermark key. This patch segmentation
mechanism is summarized in the Algorithm 1.
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Algorithm 1. Patch Segmentation Algorithm
1: seg = 0; // Patch index
2: for i = 1 to κ do
3: Let V be the sorted sequence of ∀v ∈ Li in ascending order of the x coordinate
4: A = 0;
5: for j = 1 to |Li| do
6: vj = V[j];
7: Add vj into patch Pseg;
8: for all Neighbouring face f incident to vj do
9: if f is not processed and each vertex of f has been assigned to a patch

then
10: Calculate the area Ain inside the layer Li;
11: Increment the area accumulator A+ = Ain;
12: if A > AP then
13: seg + +; // Move to the next patch;
14: Move vj to patch Pseg

15: A = A − Ap // Residue area is assigned to the next patch
16: end if
17: end if
18: end for
19: end for
20: Mark all v in the last patch of the layer Li as −1.
21: end for

When one triangle is crossing several boundaries of layer planes, that triangle
will be split and only the area of its section which is within the layer Li will be
accounted into the current patch area. For example, as shown in Fig. 1, triangle
�ABC is located at the intersection of two different layers; Bmax indicates the
trimming boundary value. Only the area of the red region, i.e. polygon ADEF is
accumulated in the current patch area. Ideally, one segment should contain only
one compact 3D patch surface. However, if an object has a complex topology,
e.g. the graphical object contains many holes, one segment may include sev-
eral small and isolated patches. Watermarking such discontinuous patches will
result into visible distortions and may cause visible artifacts on the graphical
object surface following spectral watermarking. Therefore, those patches which
contain discontinuous areas that are smaller than a predefined threshold, re-
sulting after segmentation, are removed from the further watermark embedding
process.

There are several advantages for the proposed layer segmentation algorithm.
Firstly, the patches generated using this algorithm are highly secure. As it can
be observed the percentage of the trimmed extremities is generated according
to a secret key and it is therefore impossible to recover the patches without the
knowledge of this secret key. By increasing the number of layers we are more
likely to achieve a superior patch compactness. Patches which are closer to a
square-like shape are more appropriate for spectral watermarking since they
provide higher area compactness and an increased connectivity which are both
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B
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E
F yi

=Bx max

Fig. 1. An example of a mesh triangle splitting over different patches

desired by a watermark embedding procedure. On the contrary, if only one layer
is used, the algorithm splits the object into narrow strips which contain a lower
level of mesh connectivity. By adjusting the parameter κ, we therefore have the
flexibility to adjust the size and the shape of the patches.

According to the experimental results the proposed patch segmentation algo-
rithm is robust against most of the mesh attacks including additive noise, mesh
simplification and Laplacian smoothing. Moreover, the process of watermark-
ing the 3D object will have no influence on the graphical object segmentation
procedure in the detection stage. Such a robustness is a very strong asset for
a graphical object watermarking application. The proposed algorithm produces
patches with equal areas and each patch will carry only one watermark bit, result-
ing into a high robustness. Two examples of patch segmentation for the Venus
head graphical object are illustrated in Figs 2(a) and 2(b), for one layer and
three layers, respectively. From these figures it is clear that three layers segmen-
tation produces more compact patches than a single layer segmentation.

4 Spectral Decomposition of Mesh Patches

A patch Pi consists of a set of vertices {vj, j = 1, . . . , |Pi|} where |Pi| is the
number of the vertices within the patch Pi, and a set of edges characterizing the
connectivity information. The Laplacian matrix Li is calculated as the differ-
ence between the degree matrix and the adjacency matrix and has the following
entries:

Li
j,k =

⎧⎨
⎩

|N (vj)| if j = k
−1 if j �= k and vj adjacent to vk

0 otherwise
(10)

where |N (vj)| represents the degree of the vertex vj (the number of neighbouring
vertices vk ∈ N (vj)). Then the Laplacian matrix is eigen-decomposed as:

Li = qT
i Ωiqi (11)
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(a) One layer κ = 1 (b) Three layers κ = 3

Fig. 2. Patch segmentation of the Venus head graphical object. The blue regions rep-
resent the trimmed extremities along the first principal axis w1.

where Ωi is a diagonal matrix containing the eigenvalues of the Laplacian, and
qi is a matrix containing its eigenvectors. The eigenvectors of Li represent an
orthogonal basis and the associated eigenvalues are considered as frequencies. In
the following we assume that qi are sorted according to the ascending order of
their corresponding eigenvalues from the diagonal matrix Ωi. The spectrum is
provided by the projections of each vertex coordinate on the directions defined
by the basis function qi. The spectral coefficients Ci are calculated as:

Ci = qiVi (12)

where Vi is the set of spatial coordinates of the vertices of the patch.
The transformation is reversible and the patch vertices can be recovered as:

Vi = qT
i Ci (13)

5 Watermarking Using PCA of the Spectral Coefficients

5.1 Watermark Embedding

The spectral coefficients can be divided into “low frequency” and “high fre-
quency”. The low frequency reflects the large scale information of the 3D object
while the high frequency corresponds to the details of the object. Changing the
low frequency coefficients may result in severe deformation and the shearing of
the object. In contrast, changing the high frequency could introduce noisy ef-
fects on the object surface. In this paper, we propose to embed the watermark
in the high frequency coefficients so as to minimize the resulting object distor-
tion. In the following we consider the distribution of the highest 70% of the
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spectral coefficients for watermarking. The high frequency coefficients for each
patch form a point cloud in the 3D space. The shape of this point cloud distri-
bution is described by using Principal Component Analysis (PCA). The mean
and covariance matrix of each set of points are calculated as:

μi =

∑n
j=1 Ci,j

n
(14)

Σi =
1
n

n∑
j=1

(Ci,j − μi)T (Ci,j − μi) (15)

where n is the number of frequency coefficients. The covariance matrix Σi is
decomposed as:

Σi = UT
i ΛiUi (16)

where Λ is the diagonal matrix containing the eigenvalues {λ1, λ2, λ3} where
we assume λ1 > λ2 > λ3. Ui is the transformation matrix whose columns
are the eigenvectors of Σi. The eigenvalues {λ1, λ2, λ3} determine the extension
(variance) of the point cloud along the axes defined by the eigenvectors. The
spectral coefficients of a patch are shown as a signal for the x axis in Fig. 3(a)
and as a 3D distribution in Fig. 3(b).

The watermark embedding method has three steps. Firstly, the point cloud of
spectral coefficients Ci is rotated such that its axes coincide with the orthogonal
axes defined by the eigenvectors:

Di = CiUi (17)

In this case the variances along the three axes are not correlated with each other.
The cloud of 3-D points of Ci is then “squashed” for embedding a bit of 1

and “inflated” to a sphere for embedding a bit of 0, by using the ratio between
the eigenvalues :

λ1

λk
= K

{
K > 1 for a bit of 1
K = 1 for a bit of 0 (18)

where k ∈ {2, 3}. In order to enforce these constraints, the variance along the
second and third axis is changed without affecting the variance corresponding
to the largest eigenvalue :

D̂i,k = Di,k

√
λ1

Kλk
(19)

where k ∈ {2, 3}, λ1 is the highest variance, corresponding to the cloud principal
axis, and D̂i,k represents the modified k component of the coefficient vector
after embedding the watermark. For embedding a ‘1’ bit, K is set to be larger
than 1, and for embedding a ‘0’ bit, K is set to be 1. Figs. 3(c) and 3(d),
illustrate the shape of the coefficients cloud after embedding a bit of 0 and 1,
respectively.
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(a) Spectral coefficients (b) Ellipsoid of the original coefficients

(c) Ellipsoid with a bit of 1 embedded (d) Ellipsoid with a bit of 0 embedded

Fig. 3. Enforcing constraints into spectral coefficients of meshes

The watermarked spectral coefficients of high frequency are reconstructed as:

Ĉi = D̂iUT
i (20)

Finally, we enforce the changes back to the watermarked coefficients Ĉi. The
reverse transformation of equation (13), using the watermarked coefficients Ĉi,
is used for recovering the geometry of each individual patch. The entire water-
marked graphical object is reconstructed by connecting back the patches with
each other in the reversal of the procedure from Section 3.

5.2 Watermark Extraction

The proposed spectral PCA watermarking detection stage does not require the
original object for retrieving the watermark. First of all, the mesh object is
aligned and segmented as explained in Sections 2 and 3 Then, we apply the
spectral analysis on each patch and extract the spectral coefficients in the same
way as proposed in Section 4. Finally, we calculate the ratio between the largest
and the smallest eigenvalues of the point cloud formed by the watermarked
coefficients and retrieve the information bit as :

if λ̂1

λ̂3
> T then bit = 1

otherwise then bit = 0
(21)

where T is a threshold which depends on the embedding level K.
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6 Experimental Results

The proposed 3D watermarking algorithm is applied on four different mesh ob-
jects: Bunny with 34, 835 vertices and 69, 666 faces, Horse with 67, 583 vertices
and 135, 162 faces, Buddha with 89, 544 vertices and 179, 222 faces and Venus
head with 134, 345 vertices and 268, 686 faces. Each object is split into N = 70
patches grouped into κ = 2 layers as described in Section 3 while embedding a
total of M = 64 bits. It can be observed that these objects contain many ver-
tices and faces but by splitting them into patches as explained in Section 3 we
reduce the required computational complexity for spectral watermarking. The
watermark algorithm parameters are set as: α = 0.1, K = 15 and T = 2.25, as
used in equations (5), (18) and (21), respectively. The spectral coefficients cor-
responding to the y axis coordinate, i.e. corresponding to the second component
eigen-vector, before and after watermarking are shown in Figs. 4(a) and 4(b),
respectively. It can be observed that the amplitude of the high frequency coef-
ficients is shrunk after watermarking a bit of ‘1’. High frequency modifications
only introduces small geometric distortions to the shape.

(a) Original (b) After embedding a bit of ’1’

Fig. 4. Spectral coefficients corresponding to the y axis component

In Fig. 5 we experimentally examine the robustness of the equal area seg-
mentation method proposed in Section 3. The segmentation result on the origi-
nal object is shown in Fig. 5(a). The results obtained after considering additive
noise, mesh simplification and Laplacian smoothing are shown in Figs. 5(b), 5(c)
and 5(d), respectively. For the simplification, we used the quadric error metric
software described in [14], while for the mesh smoothing we employed the Lapla-
cian filter proposed in [15] with a parameter λ = 0.2 and for 10 iterations.
The segmentation is consistent almost perfectly under the simplification and
the Laplacian smoothing. Some errors emerge at the leg of the horse under the
additive noise attack however most of the segments remain identical with the
original ones.

The proposed 3D graphics watermarking algorithm is compared with the
state-of-art robust algorithm proposed by Cho et al. in [3]. We denote by
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(a) Original (b) 0.5% additive noise

(c) 50% simplification (d) Smoothed after 10 iterations, λ = 0.2.

Fig. 5. Robustness of the segmentation method

ChoMean and ChoVar, the mean change and the variance change algorithms,
described in [3]. We set the watermark parameter α = 0.05 for the ChoMean
and ChoVar methods according to their embedding algorithm from [3].

The distortion introduced by our spectral watermarking algorithm is com-
pared objectively and visually. As the numerical objective comparison measure,
we use the MRMS proposed in [16]. The comparison of the visual distortions is
shown in Fig. 6, while the numerical results are listed in Table 1. From these
results it is clear that the algorithm proposed in this paper introduces less dis-
tortion than Cho’s algorithms for all four objects from both geometric and visual
points of view.

The robustness comparison results of the three algorithms against various
attacks such as additive noise, mesh simplification, quantization and Laplacian
smoothing are shown in Figs. 7 and 8, respectively. For smoothing, the robustness
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(a) Original (b) Spectral (c) ChoMean (d) ChoVar

Fig. 6. Visual distortions introduced by different watermarking algorithms

Table 1. Geometric distortions measured by MRMS (×10−4)

Object Spectral ChoMean ChoVar
Bunny 1.91 4.95 2.29
Horse 0.43 0.87 0.54

Buddha 0.39 0.78 0.47
Head 0.10 0.25 0.15

results are basically similar for all three methods; our algorithm produces slightly
better results when using fewer smoothing iterations. Our algorithm is also bet-
ter than Cho’s algorithms for quantization attacks. However, the Cho’s results
are better when considering mesh simplification. Finally for additive noise, the
results are basically similar for all three methods for Buddha and Head objects,
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(a) Bunny (b) Horse

(c) Buddha (d) Head
Robustness to additive noise

(e) Bunny (f) Horse

(g) Buddha (h) Head
Robustness to mesh simplification

Fig. 7. Robustness to additive noise and mesh simplification
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(a) Bunny (b) Horse

(c) Buddha (d) Head
Robustness to bit quantization

(a) Bunny (b) Horse

(c) Buddha (d) Head
Robustness to mesh smoothing

Fig. 8. Robustness to quantization and mesh smoothing
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while Cho’s algorithms demonstrate a higher robustness in the case of Bunny and
Horse objects. This comparison demonstrates the good trade-off of the proposed
method between the watermark robustness and the distortion. The proposed
algorithm introduces a lower distortion, both geometrically and visually, when
compared to the Cho’s methods at the price of a lower robustness for certain
attacks, while maintaining the same robustness for others.

7 Conclusion

In this paper we propose a local blind spectral watermarking method for 3D
meshes. The 3D object is split into patches in order to minimize the required
computational complexity of the spectral decomposition. This segmentation al-
gorithm produces equal area regions and is robust to both geometry and con-
nectivity attacks. The watermark is then embedded by enforcing constraints
on the spectral coefficients corresponding to each patch. The spectral coeffi-
cient distribution corresponds to an ellipsoid when embedding a bit of 1 and to
a sphere when embedding a bit of 0. The proposed methodology provides in-
creased watermark security and was shown to produce minimal distortion in the
object shape, both from geometric and visual points of view. Extensive experi-
ments have shown that the proposed method provides a good trade-off between
distortion and robustness when compared with state-of-the-art spatial domain
methods.
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Abstract. In this paper, we propose a method for reading a watermark from a 
printed binary image with a camera phone. The watermark is a small binary im-
age which is protected with (15, 11) Hamming error coding and embedded in 
the binary image by utilizing flippability scores of the pixels and block based 
relationships. The binary image is divided into blocks and fixed number of bits 
is embedded in each block. A frame is added around the image in order to over-
come 3D distortions and lens distortions are corrected by calibrating the cam-
era. The results obtained are encouraging and when the images were captured 
freehandedly by rotating the camera approximately -2 - 2 degrees, the amount 
of fully recovered watermarks was 96.3%.  

Keywords: Binary image watermarking, print-cam, camera phone. 

1   Introduction 

More and more people are carrying with them a mobile device, many of which in-
clude a camera. Possibility to connect to internet, share content and thoughts with 
others, is no longer tied to a time and place.  

In this paper, we propose a method for reading a watermark from a printed binary 
image with a camera phone. To our knowledge, this is the first paper to propose a 
print-cam robust watermarking system for binary images. In the print-cam process the 
image is watermarked and printed and then the printed image is captured with a cam-
era phone in order to read the watermark.  

Traditionally, different kinds of barcodes have been used as a way to link physical 
world to the digital. Kato and Tan [1] indentified the most suitable 2D barcodes for 
mobile phones and selected some features desirable for standard 2D barcode opti-
mized for the mobile phone platform. Rohs [2] designed a barcode technique espe-
cially for camera phones. The system included a code coordinate system, detected 
camera movements, and inverted rotation and amount of tilting of the optical axis.  

However, usage of barcodes is not always desired. They are highly visible mark-
ings by nature and the linkage needs not always be so obvious or a more aesthetically 
appealing method is required. Watermarking has been used in digital world mostly as 
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a copy- and copyright protection for different kinds of images. Nevertheless, some 
watermarking methods have been already proposed in which the watermark can be 
read with a digital camera or a camera phone from a printed color image. [3, 4, 5] 

In this paper, we show that a binary watermarking method can survive the print-
cam process. An example use scenario is presented in Fig. 1. Instead of using a bar-
code, a small binary image, representing a company logo, is watermarked and placed 
on a catalog. The watermarked logo can contain, for example, a link to company’s 
website, information about the product on the catalog page, up-to-date price informa-
tion and offers etc. The logo can then be captured with a camera phone and after a 
short processing time the content of the watermark is shown to the user.  

 

Fig. 1. An example use scenario where the watermark contains a link to the company website 

Another use scenario is illustrated in Fig. 2. Here the logo contains a product code 
and the logo is placed on a side of a product container. This code can be used for 
comparison of the code in the watermark and in the container itself in order to verify 
the genuinity of the product package.  The code can be in visual form or as a bit se-
quence and respectively the evaluation of the result can be done either visually or 
through a program.  

Reading watermarks with a digital camera or a camera phone has its own difficul-
ties as explained in [6] and [5]. Mobile phones lack processing power and the cap-
tured images appear tilted, scaled and rotated in the camera images. The attacks 
against the watermark of the image are mostly unintentional, such as DA/AD trans-
form, rotation, scale, translation and tilt of the optical  axis. Effects of the printing, 
paper properties, light variations and lens distortions need also be taken into account. 
In this paper we focus on lens distortions, rotation, translation, scale and the tilt of the 
optical axis as they will be the most severe of the attacks. 
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Fig. 2. An example scenario in which the watermark contains a verification code 

The tilting of the optical axis leads to uneven sampling frequency over the image 
and consequently the synchronization of the watermark is lost. It is practically impos-
sible to place the camera directly over the watermarked image freehandedly so that 
they are perpendicular to each other and thus the picture taken appears to be slanted as 
shown in Fig. 3. The image is rotated towards or away from the camera and, there-
fore, some parts of the image are closer to the camera than the other. In the captured 
image, the parts that are close are presented with a high resolution but parts that are 
further away are presented with a lower resolution. As a result, the resolution can be 
too low in some parts of the captured image and the watermark cannot be extracted 
correctly. [5]. This results also to some difficulties to focus the camera correctly to the 
image as all parts of the image cannot be in the focus all the time. 

In binary image watermarking, the watermark can be embedded with many ways. 
It can be embedded in the transform domain [7] or it can be embedded directly by 
flipping pixels [8, 9, 10]. These methods referred here focus on authentication or on 
enhancing the security of the watermark in the binary images in digital form. How-
ever, none of these methods are designed to be robust against any 3D distortions. Wu 
and Liu [11] added some small synchronization dots into the image background in 
order to make the method robust against print-scan. Unfortunately, such an approach 
would not work here, because such dots would be difficult to locate in a distorted 
image captured with a digital camera.   

In our earlier work [5], we have shown that ordinary, non-robust, watermarks can 
be used in print-cam applications of color images. In order to extract the watermark a 
way to compensate distortions inflicted by the print-cam process [6] to the image is 
required. It can be expected that these results work also to some extent in the case of 
binary images.  
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Fig. 3. Tilt of the optical axis and how it affects the captured image 

However, binary images are more sensitive when the original image is recon-
structed after print-cam process. Each of the pixels needs to be found correctly in 
order to read the watermark message without errors and thresholding back to binary 
form must be done carefully.  

There is an abundance of methods for reading barcodes with a camera phone and 
many proposals for watermarking binary images but combining these two is rare. In 
this paper, we focus on the robustness of the binary image watermarking system and 
leave the verification of the security for the future. In the first chapter, the method is 
explained in detail and in the following chapters the robustness of the method is 
shown and the results discussed.  

2   Binary Image Watermarking Algorithm 

2.1   Embedding Watermark 

Here, we use a blind binary image watermarking method by Wu and Liu [11]. In the 
method, the binary image is divided into blocks and fixed number of bits is embedded 
in each block. The method was chosen because it is a simple yet effective binary 
image watermarking method with visually appealing results.  

In order to select the pixels for modification so as to introduce as little visual arti-
facts as possible, Wu and Liu studied each pixel and its immediate neighbors and 
assigned each of the pixels a flippability score of how unnoticeable a change on that 
pixel would cause. The scores, between 0 and 1 with 0 indicating no flipping, were 
determined dynamically by observing smoothness and connectivity in the neighbor-
hood of the pixel. The smoothness was calculated by measuring horizontal, vertical 
and diagonal transitions in local window. Connectivity was measured as a number of 
black and white clusters in the local window. Here a 3x3 window was applied. [11] 

Captured image 

Watermarked image
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The pixels with high flippability scores were chosen for manipulation. After the 
flippability scores were determined the image was divided into blocks. Here 10x10 
block size was applied. However, Wu and Liu noted that the distribution of flippable 
pixels may vary dramatically from block to block. In spite of this, constant embedding 
rate was chosen in the method, but shuffling of the pixels with an encryption key was 
applied in order to equalize the uneven embedding capacity and increasing the secu-
rity. The shuffling dynamically assigned the flippable pixels in active regions and 
boundaries to carry more data than less active regions. [11] 

In order to determine if one or zero was embedded, the total number of black pixels 
in a block was used as a feature. To embed a 0 in a block, a number of pixels are 
changed according to the flippability scores so that the total number of black pixels in 
that block is an even number. Similarly, if 1 is embedded, a number of pixels are 
changed so that the total number of black pixels is an odd number. The watermark 
could later be easily read by observing the amount of black pixels in a block. [11] 

The method is not robust against tilt of the optical axis. Only few print-cam robust 
watermarking methods have been proposed and those methods are designed for color 
images. Katayama et al. [4] and Takeuchi et al. [12] relied on a frame around  
the image. In order to compensate the geometrical distortions the frame can later be 
found and by using the corner point of the frame, the geometrical distortions can be 
corrected. Unlike the method by Katayama et al. [4], the method by Takeuchi et al. 
compensated also the radial distortions by assuming that the parameters of the radial 
distortions correction model would not change between phones of the same model 
and creating a database for the parameters.  

Kim et al. [13] proposed a print-cam robust fingerprinting system which did not 
require the frame. The fingerprint was embedded in their method as a pseudorandom 
sequence to the image repeatedly and it was extracted with autocorrelation afterwards. 
Unfortunately, their method showed only some success as it required lot of work done 
by hand before the fingerprint could be extracted. In addition, they used a tripod while 
taking the pictures, the use of which lessens the distortions significantly in the cap-
tured image but decreases the usability of the method. In general, self-referencing, 
auto-correlation based methods are not necessarily suitable for print-cam process 
because they give no information about the location of the watermarked image in the 
captured image. Finding the location of the watermarked image in the captured image 
requires either full search which is time consuming or some other more sophisticated 
way of locating the watermarked image. 

Here, a frame is added around the watermarked binary image. This is the only ac-
knowledged and fully working way to deal with the 3D distortions in digital image 
watermarking and thus this approach has been chosen, also in here. The frame extrac-
tion algorithm applied here differs from the method by Katayama et al. [3] in that no 
thresholding is used for locating the corner points. This is an advantage when differ-
ent kinds of images in variable light are used. The frame may not be necessary if the 
borders of the image are visible with some other way. For example, in the case of 
self-referencing in id-cards, the edge of the card could work as a reference frame. In 
this case, the frame is a black line as illustrated in Fig. 4.  
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Fig. 4. The original and a framed and watermarked image 

In the print-cam process the attacks against watermark are heavy. Some errors are 
bound to occur. Here we embed a small 12x10 binary image into the image. The im-
age watermark is protected with Hamming (15, 11) error coding which is capable of 
correcting 1 bit. Few errors in watermark extraction are not necessarily crucial as the 
image can still be recognizable after relatively small amount of errors although each 
of the errors makes the recognition of the image more difficult. A small image can be 
used for visual verification as illustrated in the scenario in Fig. 2. 

If the embedded data was a pointer, the data could be protected with a stronger  
error correction or repetition because the payload is often smaller for pointers than  
for images. Here we embed 120 bits excluding the bits required for Hamming error 
correction. 

2.2   Image Correction after Capturing the Image 

The camera is calibrated prior handling the captured image with Camera Calibration 
Toolbox [14, 15] by Kannala et al. developed in our laboratory. The Calibration Tool-
box is based on a generic camera model and the calibration of a camera is performed 
with a calibration plane with white circles on black background. Here the camera was 
calibrated with a calibration image shown on an LCD computer screen. The calibration 
was performed by taking several images of the calibration plane and analyzing the 
captured images. The calibration is needed in order to correct the pincushion and barrel 
distortions inflicted by the lens but it needs to be done only once for each camera. 
After calibration, the obtained calibration parameters can be used repeatedly to invert 
lens distortions from captured images. 

When reading the watermark image, the image is captured with a camera phone and 
the resulting image is turned into a grayscale image. The frame is found from the gray-
scale image and distortions corrected with a slightly modified method of the method 
described in [5]. The algorithm for the extracting the corner points is as follows: 

1. Determine a frame detection filter. Here the filter is a simple edge detection 
filter of length n with n/2 1’s in the beginning and -1’s in the end; 

2. Locate the corner points with the frame detection filter; 
2.1. Start from the middle of the left side of the image; 
2.2. Find all the sides of the frame; 

2.2.1. Advance to the right until a side of the frame has been found, i.e., a 
 large local maximum indicating an edge; 
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2.2.2. Trace the frame up and downwards and examine also the points one 
       pixel to the left and right of the current side position; Select maximum 

     of the three points to be part of the frame; 
2.2.3. Rotate the image to find other sides and go back to 2.2.1 until all the 

     sides of the frame have been found; 
2.3. Approximate the points with straight lines; 
2.4. Calculate the intersections of the lines. These intersections work as an 
       approximation of the location of the corner; 

3. Refine corner locations, i.e., utilize a pattern matching algorithm; 
 3.1  Select a small area around the approximated location of a corner point and  
    Correlate this small area with a pattern representing a corner and search for 
           the maximum. 

After the corner points have been extracted, the effects of the tilting of the optical 
axis, rotation, translation and scale are corrected with the following equations:  

 

, (1)

where (x’, y’) are the original picture positions, (x, y) are the camera picture positions 
and a, b and c are coefficients for the transform. Bilinear interpolation is applied 
while scaling the image to its original dimensions.  

After the distortions have been corrected, the image needs to be thresholded in  
order to obtain a binary image. The image is thresholded by calculating an image  
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histogram and finding the middle point between the two maximums which are formed 
by the variations of the light and dark pixels. This process is show in Fig. 5. When the 
image is back in the binary form, the watermark is read by dividing the image into 
blocks and calculating the number of black pixels in a block. Even number corre-
sponds to 0 and uneven to 1. Error correction is applied and the obtained watermark 
sequence is reshaped into an image. 

3   Experimental Results 

If the tilt of the optical axis, rotation and scale were the only distortions occurring the 
experiments could be done by simulating. Unfortunately, this is not possible, because, 
for example, lighting and camera affect the watermark extraction. In addition to this, 
simulations require interpolations and in the case of black and white binary images 
the interpolation would not correspond perfectly to the real life situations.  

The experiments were conducted with six images with resolutions of 164x117. Each 
image was watermarked with a 12x10 pixel image containing letters 2D and a frame 
was added around the image. In the following, one bit corresponds to one pixel. The 
watermark image used is shown in Fig. 6. and the resulting images are shown in Fig. 7. 
The images were printed with Canon HP Color LaserJet 4650 and placed on a wall. 
The physical sizes of the images were 4.7x3.4 cm. The camera phone used in the ex-
periments was Nokia N82 with 5 megapixel camera but only 2 megapixel resolution 
was used in order to keep the processing speed at a comfortable level. 

 

Fig. 6. Watermark image magnified 

The test images were captured free-handedly in an ordinary office lighting. Two 
non-overlapping test sets were captured in order to test robustness of the method: In 
the first test set, set 1, the images were captured 50 times by tilting the camera 
randomly approximately -2 – +2 degrees. In the second test set, set 2, the images were 
captured 50 times by tilting the camera randomly approximately atleast 2 degrees but 
no more than 10 degrees around the optical axis, vertically and horizontally. At 90 
degrees the camera would be at the same line as the optical axis of the image making 
the recognization of the image impossible. 

As the camera could not focus on distances smaller than 10cm the images were not 
taken closer than that. At that distance the watermarked image covered approximately 
one third of the captured image. The camera’s build-in property of auto focus was 
taked advantage of during the testing.  

The results were collected to Table 1 and some of the captured images can be seen 
in Fig. 8. The table shows, how many times each of the embedded images were 
completely recovered, i.e., the obtained image is a exact copy of the embedded image,  
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Fig. 7. Watermarked images: a) Bamboo, b) Snake, c) Face, d) Logo (by courtesy of Starcke 
Ltd.), e) Karateka, f) Spider 

Table 1. Successful watermark extractions 

 Set 1 Set 2 
 Fully recovered <5 bits incorrect Fully recovered <5 bits incorrect 
Bamboo 48 48 43 45 
Snake 49 49 44 48 
Face 49 49 45 46 
Logo 48 48 49 49 
Karateka 50 50 35 43 
Spider 48 49 40 42 

 
and when less than 5 bits were incorrect, i.e., when the watermark could still be 
recovered with stronger error correction or, in the case of watermark being a binary 
image, visual evaluation. 

Success ratios were calculated for each group of images: For the set 1 the amount 
of fully recovered watermarks was 96.3% and the amount of watermarks with less 
than 5 bits incorrect was 97.7%. When the images were captured with less care in the 
set 2, the amount of fully recovered watermarks was 85.3% and the amount of 
watermarks with less than 5 bits incorrect was 91.0%. 

Fig. 9 shows the case when the binary image was reconstructed after print-cam 
process but three errors remained in the obtained watermark image. As can be seen 
form the zoomed image, the reconstructed image contains some errors, which result in 
errorneous watermark extraction. 

Figures 10-15 illustrates the obtained BER (Bit Error Ratio) results. The y-axels of 
the images show the BER whereas the x-axis tells the number of the image being 
handled. The BER was calculated for each of the images separately.  
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Fig. 8. Examples of images from which the watermark was fully recovered 

      

Fig. 9. A comparison of a) reconstructed image after print-cam process when the watermark 
was extracted with 3 errors b) the original image 

  

Fig. 10. BER for a) the Bamboo image rotated ±2° b) the Bamboo image rotated arbitrarily 
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Fig. 11. BER for a) the Snake image rotated ±2° b) the Snake image rotated arbitrarily 

 

Fig. 12. BER for a) the Face image rotated ±2° b) the Face image rotated arbitrarily 

 

Fig. 13. BER for a) the Logo image rotated ±2° b) the Logo image rotated arbitrarily 

 

Fig. 14. BER for a) the Karateka image rotated ±2° b) the Karateka image rotated arbitrarily 
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Fig. 15. BER for a) the Spider image rotated ±2° b) the Spider image rotated arbitrarily 

4   Discussion and Conclusion 

The results in Table 1 and success ratios show, that if the image is taken with some 
care, the watermark can be obtained without errors or with minimal amount of errors 
so that in the future, a better error correction coding would solve the problems. If  
the image is taken quite randomly without stressing the direction of the camera, the 
watermark can still be obtained with a reasonable accuracy.  

As can be seen from Fig. 8. the watermarked image can be tilted and rotated and 
still the watermark can be read without errors. On the other hand, it can be assumed 
that the user wants the process to succeed and therefore makes his or her best to take 
the image as well as possible.  

The most difficult images proved to be the spider and karateka images. One answer 
for the difficulties is that the spider image has very fine lined details around the legs 
of the spider which make the thresholding process difficult. Similarly, the karateka 
image contains many small details that are lost when the optical axis is tilted. These 
details, however, are important for watermark extraction.  

The best results were obtained from the logo image. The logo image is relatively 
small and centered inside the frame and thus it is not so sensitive the 3D distortions as 
the karateka and spider images. It needs to be noted, however, that only 50 images 
were taken per printed image. Therefore the success ratios would most probably  
approach each other if more tests were made. 

The illustrations of the BER values in Figures 10-15 show that not all of the infor-
mation is lost during the capturing process. The BER values rarely reach 50% and 
thus better results could be obtained, by using a stronger error correction coding. If 
the same watermarking method was used, the message would need to be a bit smaller 
in order to fit in better error correction coding. However, 165 bits embedded here 
would be enough room for many applications even with efficient error correction 
coding.  

In the print-cam process, tampering with message lengths and error correction cod-
ing is not the only option for improving the robustness. Depending on the application, 
the printed image can be small or large and the original image size can be varied. 
Unfortunately, also the attacks vary ranging from simple rotations of the image to 
complex light variations and problems concerning properties of the cameras. Finding 
the optimal selection of watermark system properties for each application is the key 
for a successful application.  
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The 2D barcodes and watermarking should not be seen as competitors but more 
like different solutions for different applications. Depending on the application areas, 
the selection between barcodes and watermark images can be made. The watermark-
ing method can be, for example, utilized to check the genuinity of a product with 
company logo as well as introducing a method for linking the logo to some specific 
website. The advantages of using watermarking over 2D barcodes are the aesthetics 
and security. Watermarking need not to be visible and their existence altogether can 
be kept as a secret.  

As a conclusion, a print-cam robust method for watermarking binary images, such 
as logos, is shown in this paper. The print-cam robustness requires from the water-
marking method robustness against 3D distortions, such as rotations, translation and 
scale, as well as robustness against lens distortions. The binary image needs to be 
reconstructed perfectly pixel by pixel in order to be able to read the watermark. The 
method was based on inversion of the distortions by applying a frame around the 
image. The results obtained show that the method is robust against translation, rota-
tion, scale, tilt of the optical axis and lens distortions. In the future work, the aim is to 
make the frame obsolete.  
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Abstract. A great number of reversible watermarking methods have been put 
forward in the last few years. After analysis of some recent methods, we offer a 
new simple transform to increase the capacity applying just one iteration. An-
other advantage of our method is its simplicity. Moreover, it does not need to 
embed a compressed location map for recovering the original host. Therefore, 
the computational cost of our method is reduced in comparison to similar meth-
ods. The flexibility of the proposed method, on account of selecting appropriate 
contribution factor, is another advantage of our algorithm. 

Keywords: Reversible Watermarking, Location Map, Difference Expansion. 

1   Introduction 

Reversible watermarking, also called lossless data hiding, embeds the watermark data 
into a digital image in a reversible manner i.e. one can restore the original image with-
out any degradation. Although the distortion introduced by non-reversible watermarking 
method is often quite small and imperceptible, in some applications such as military, 
legal, and medical imagery even a very slight change in pixel values is undesirable. 
Other applications including extreme magnification or iterative processing can be added 
to the aforementioned list. 

The practical demands expedite the research on reversible watermarking. As a case 
in point, by using a reversible scheme, it is possible to insert the hash of an image 
without losing its entirety in a classical authentication algorithm. Moreover, using 
reversible watermarking in trustworthy camera, used in integrity protection, could be 
useful due to some legal problem [1]. 

The requirements of other watermarking methods, such as imperceptibility and ca-
pacity should be fulfilled in lossless watermarking. Regardless of the fact that the 
distortion is completely removable, it is important to minimize the amount of distor-
tion resulted from embedding. To shed some more light on this matter, we remark the 
difference between cryptography and watermarking. 

In this paper, a new transform for reversible data hiding is proposed. Through this 
method it is possible to achieve more capacity just in one iteration along with preserv-
ing the quality of the watermarked media. Section 2 reviews the major reversible wa-
termarking methods. In section 3 the proposed methods is illustrated. The experimental 
results are presented in section.4. Finally, we conclude the paper in section 5. 
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2   Fundamental of Reversible Watermarking 

In this section, we sketch out the framework of reversible schemes, and discuss about 
its demands. Strong correlation between components of natural images, make it pos-
sible to embed the watermark in a reversible fashion. Reversible methods put this 
correlation to use for embedding the payload. In order to simplify the explanation of 
reversible schemes, some useful expression will be defined. 

It is necessary to contrive the embedding operator in such a way that after embed-
ding, the dynamic range does not change. Otherwise, overflow and underflow cause to 
have the loss of information. In non reversible watermarking, however, one can easily 
ignore the overflows or underflows, since the resultant distortion is imperceptible in 
most of the cases. 

The upper bound capacity is different among reversible methods. Although it is not 
possible to achieve this capacity, it can be consider as a suitable measure for comparing 
the reversible methods since this amount is independent from the host image. 

Definition 1. The raw capacity of a method is the upper bound capacity which can be 
achieved in a reversible watermarking scheme. Note that this raw capacity usually is 
not attained practically due to some overhead. 

Definition 2. The actual capacity is the amount of embedded data into an image. The 
actual capacity is usually less than the raw capacity and in addition to the method; it is 
dependent on the host image. 

Due to the limitation of actual capacity, it is usual to embed the watermark in more 
iterations. In this case, the extracting phase should be done in reverse order, and using 
a header file to specify the number of necessary iterations. In this case, it is not possi-
ble to improve the method for tamper proofing since any problem in the first extracting 
iteration will make the recovering procedure impossible. 

Definition 3. Multiple-Layer Embedding: to achieve more capacity, the algorithm is 
applied more than once [2]. In this case the payload should be divided to several 
pieces; then each part is embedded in a separate embedding phase. 

After embedding, as all the image components cannot carry the watermark bit, it is 
required to distinguish the container element with non-container. In most of the cases 
a location map is used to distinguish between two groups; however, modifying some 
properties of these groups can lead to removing the location map. Some overhead, 
still, should be added to payload for restoring the original states. 

Definition 4. Auxiliary Information: the extra information needed to be appended to 
the watermark e.g. the location map or correction data is called auxiliary data. 

3   Review of Major Methods 

There are some schemes considered as the pioneer of the concept of lossless data 
embedding. The Barton patent [3], filed in 1994, is one of them in which the bitstring 
is added to the compressed host signal. Mintzer et al. presented a reversible visible 
watermarking method. The watermark can be removed to recreate the unmarked  
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image by using a “vaccine” program. Honsinger et al. [4] proposed a lossless data 
embedding using addition modulo 256. 

In the last decade several different reversible watermarking scheme has been pro-
posed. Macq [5] extended the patchwork algorithm and Fridrich et al. [6] defined 
different status for a group of pixels and embed the watermark through changing the 
appropriate states. The compressed states of pixel group in original host should be 
appended to the watermark string. De Vleeschouwer et al. [7] proposed a bijective 
transform to enhance the classical patchwork algorithm to a reversible scheme. Celik 
et al. developed a reversible algorithm compressing the quantization residue which is 
called Lossless Generalized-LSB Data Embedding. 

Difference expansion proposed by Tian [2] is an eminent reversible data hiding 
which is a base for many recent methods [8-13]. As a result, we want to focus on 
expansion based algorithms and investigate the inner working of such methods. 

3.1   Difference Expansion Based Methods 

In this part, we outline the idea of difference expansion based methods from Tian's 
algorithm to the last developed scheme. The DE (Difference Expansion) embedding 
algorithm transforms the original host into a low frequency and a high frequency part 
through the integer Haar wavelet or S transform. If x and y represent the intensity of a 
pair of pixels; then the integer average, l, and the difference, h, will be defined as: 
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The inverse transform of (1) is given as follows: 
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There is a one-to-one corresponding between (x, y) and (l, h). Considering the correla-
tion between adjacent pixels in natural images, the difference values are expected to 
be near zero. Based on this assumption, the watermark bit can be embedded into h by 
expanding its value as: 

2h h b′ = × +                                                            (3) 

It is necessary to consider that the expansion procedure may cause underflow or over-
flow. To prevent this problem, h' should satisfy 

' min(2(255 ),2 1)h l l≤ − +                                             (4) 

If the above condition is satisfied, the difference value, h, will be called expandable 
under the integer average l. Since some of the expandable pairs could not be recog-
nized after embedding, the LSB replacement is also used. In this technique, the LSB of 
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difference is replaced with a watermark bit. In fact, this embedding technique is lossy; 
therefore, it is necessary to store the altered LSBs to guarantee reversibility. It is note-
worthy that the LSB replacement of some difference value may cause violating the 
dynamic range of pixels after invert back to the spatial domain. The pairs which are 
capable to undergo LSB replacement is called changeable. From the above definition, 
it can be concluded that a changeable difference value, after modification remains 
changeable. Furthermore, an expandable difference value, even after expansion, is 
changeable too. 

Still, the decoder must know where the expandable pairs are. The positions of the 
expandable pair are provided through a location map which is appended to the pay-
load. The size of the original location map is equal to raw capacity; therefore,  
the location map should be losslessly compressed to free some space for embedding 
the watermark string. In Tian's paper, JBIG2 compression is used for compressing the 
location map with an end of message symbol. 

Eventually, the payload consists of the location map, original LSB of changeable 
pairs, and the watermark. In the embedding phase, the payload is substituted in LSBs 
of each difference by expanding or replacement. Therefore, in extracting phase the 
watermark string and the needed information for restoring the original host can be 
attained by extracting the LSBs of the watermarked image. 

In Tian's method the raw capacity is less than 0.5 bpp. Since the introduced distor-
tion is proportional to difference values, some distortion control strategy has been put 
forward, especially when the required capacity is less than the actual one. The first one 
is to restrict the criterion of being expandable by the absolute value of differences. In 
other words, when the absolute value of a difference is more than the predefined 
threshold, it should not be deemed as expandable due to its high imposed alternation. 
The other policy is based on hiding ability which is defined as follows: 

For a difference value h and integer average l, the largest integer k ≥1 such that 

min(2(255 ),2 1))k h b l l× + ≤ − +                                    (5) 

for all 0≤b≤k-1, the hiding ability of h is log2k. In this case, the hiding ability is used 
for prioritizing the expandable pairs. In addition, it can be concluded that by expand-
ing the difference more than two times, it is possible to embed more than one bit per 
pair of pixels. 

Alattar [14] extended Tian's approach using difference expansion of vectors instead 
of pairs by defining a generalized integer difference expansion transform. Therefore 
the hiding ability can be increased due to decreasing the size of location map. Fur-
thermore, a feedback system for controlling this size is developed. Finally, Alattar 
states that the spatial quad-based algorithm allows for hiding the largest amount of 
payload at the highest PSNR. The raw capacity in this algorithm is as high as (n-1)/n 
bpp where n is the number of vector elements. 

Kamstra et al. [15] modified DE method by sorting the pair based on the informa-
tion of integer averages which do not alter during embedding process. In doing so, the 
compressibility of the location map increases. In addition, they proposed not to re-
place the LSBs of changeable pairs which are located after the position of the location 
map. This improves the quality of the watermarked image; however, the raw capacity 
remains the same as the DE method. They also removed the non-changeable pair from 
the location map which can increase slightly the actual capacity. 
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Thodi et al. [10], introduced a histogram shifting in order to reduce the amount of 
auxiliary data. To recognize the expandable difference two strategies are proposed: 
using an overflow map and interspersed flag bits. In addition, the prediction error 
expansion is proposed since a predictor better exploits the correlation inherent in the 
neighborhood of a pixel. In this case, the raw capacity approaches to 1 bpp; however, 
the restoration process still requires restoring the context of a pixel before the pixel 
itself can be restored. Therefore, the restoration process is sequential. Weng et al. [9] 
presented PDA method to reduce the location map which is similar to histogram shift-
ing in [10]. Although the embedding process is a bit different form the original DE 
methods, we can consider both almost the same. 

Lee et al. [16] divided an input image into non-overlapping blocks and embedded a 
watermark into the high frequency wavelet coefficients of each block. The raw capac-
ity of this method is as high as 0.5 bpp. 

Kim et al. [11] defined the concept of unambiguously expandable to simplify the 
location map. Therefore, embedding without compressing the location map is possible 
although with lower data hiding ability. Kuribayashi et al. [13] proposed similar ter-
minology: absolutely expandable and absolutely changeable to decrease the size of 
location map. They also enhance the prediction expansion by vectorization to reduce 
the size of location map more. 

Jin et al. [12] expanded the difference between the pixel intensity and the average 
of neighboring pixels. In their method the location map is completely removed. This 
technique, however, suffer from the unsolved issue to communicate some information 
separately. Therefore, the quality-distortion ratio is improved for low capacity em-
bedding; the raw capacity is less than 0.25 bpp. Han et al. [17] utilized the Jin et al. 
method to provide a coarse-to-fine tamper localization. 

Lu et al. [18] extend the DE method for nibble pairs. In this scheme, every pixel in 
a host image is divided into two nibbles and each nibble pair between two adjacent 
pixels can be used to hide a secret message through DE methods. 

Finally, Coltuc et al. proposed a different reversible watermarking. Although they 
did not use the DE directly, they expanded the difference between a pair of pixels in 
another way. In [8] they defined the forward RCM (Reversible Contrast Mapping) as 
follows: 
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                                                       (6) 

Where the difference between two pixels is doubled (expanded). In doing so, it is 
possible to embed more than one bit per pair of pixels, however, Coltuc sacrificed this 
amount to completely remove the location map. Some auxiliary data should, still, 
intersperse among the pixel pairs to ensure reversibility. It is needless to say that only 
those pairs can be transformed that does not trespass the dynamic range. The inverse 
transform is defined as 
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Except when both LSBs are odd, the inverse transform perform exactly. In this case, 
the LSBs can be replaced with desired information. The first LSB serves as an indica-
tor showing the pair containing any information or not. Here the raw capacity is  
0.5 bpp. In [19], they generalized this work by expanding the difference n times. In 
this case, the data embedding capacity is increased; the raw capacity is log2(2n)/2 bpp. 
To achieve more embedding ability it is possible to chose the pixel pairs throw an 
overlapping window [20] in which the raw capacity is log2(n) bpp. However, the 
extracting should be done in a sequential manner. 

4   The Proposed Method 

In this section, we introduce a method to enhance the raw capacity in a single iteration 
to be more than 1 bpp. In this scheme, a new integer transform is proposed in which 
the spatial correlation among neighboring pixels is exploited. Needless to say, after 
applying the proposed transform, there are some pixel groups which trespass the dy-
namic range of pixel intensity. To specify such pixels, different mechanism can be 
utilized: embedding location map or distinguishing the data container pixel groups at 
expense of one symbol per group. 

Consider the pixel P and its neighboring pixels as a “pixel group” which is de-
picted in Fig. 1. Due to high spatial correlation in natural images, it is expected that 
differences between P and its neighborhoods will be small (which is the basic  
assumption in difference based methods). 

P

Pn

Pe

Ps

Pw

 

Fig. 1. The utilized neighboring pixels in north, south, east and west 

Therefore, the sum of these differences is extremely small in smooth areas. In addi-
tion, these differences may attenuate the effect of each other in some parts of image. 
Based on these facts, the following transform is defined to embed the watermark 
symbol 

* *

( ) [ ]

  and  {n,s,e,w}*

wkd n n s s e e w wP P A h A h A h A h w

where h P P

= + + + + +
= − ∈

                        (8) 

in which An, As, Ae and Aw indicate the contribution factors of corresponding neighbors. 
For example, as a special case, it is possible to consider equal participations as An= As= 
Ae= Aw=1. 
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In extraction phase, it is sufficient to compute the sum of the pixel group which 
leads to the following equation: 

[ ]

  =( 1)n s e w

P M P w

where M A A A A

= × +
+ + + +                                    

(9) 

Consequently, it can be concluded from equation (9) that M symbols can be embed-
ded in each pixel group in a reversible manner. As mentioned before, the sum of  
differences is often extremely small; however, in some cases it is possible to cause 
overflow or underflow. As a result, the transform can be applied only when do not 
change the intensity interval: 

0 ( ) [ ] 255n n s s e e w wP A h A h A h A h w≤ + + + + + ≤                           (10) 

In the proposed scheme, the sum of adjacent pixels should be remained intact so that 
the watermark extraction and recovery of the original host become possible. In this 
case, by using a checkerboard structure, it is possible to embed at most M symbols per 
pair of pixels; as a result, the raw capacity is (log2M)/2 bpp with the first order differ-
ence expansion. In this case, the achieved actual capacity will be the highest among 
previous methods. 

In order to remove the location map, we assign one symbol to distinguish between 
the container elements and non containers. After transforming a pixel, the sum of its 
intensity and its northern, southern, eastern and western neighbors will be multiple of 
M. Therefore, one can embed M symbols [0, M-1] with keeping the ability of recover-
ing the original value. We reserve the symbol '0' for non container elements, hence, 
the watermark symbol can be chosen from [1, M]. The pixels which do not satisfy  
the equation (10) are changed in such a way that the sum of their pixels in group will 
be multiple of M. The modification done in this step is not invertible; as a result, the 
applied changes should be saved to ensure the reversibility. 

5   Experimental Results 

As stated in previous section, with a single iteration of embedding, the raw capacity can 
exceed 1 bpp. One of the advantages of our method is its low computational cost owing 
to the simple integer transform. Moreover, it is not needed to store the compressed loca-
tion map. Image structure has a strong effect on capacity in various methods. Selecting 
the suitable pixel group with appropriate contribution factors can enhance the amount of 
capacity. Thus, the flexibility on applying the integer transform based on image struc-
ture is one of major advantage of our method. As an illustration, Table 1 shows the 
capacity distortion results using different contribution factors for “Lena” of size 
256×256. 

As can be seen, using different values for contribution factors would lead to getting 
a wide range of capacity/distortion results. It is obvious that the better results could be 
achieved if the selected contribution factors are more compatible with the image 
structure. In Fig. 2 the original and watermarked image with various contribution 
factors, and therefore, different capacity are shown. 
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Table 1. The capacity distortion results for Lena using different contribution factors 

Capacity 
(bpp) 

 

PSNR 
(dB) 

weights 
[Ae Aw An As] 

execution time(sec) 
embedding, extraction 

0.9068 25.38 [1 1 1 1] 0.037 3 

0.99 23.79 [2 1 1 1] 0.04 3.3 

0.9963 23.8 [1 2 1 1] 0.05 3.8 

1.02 24.34 [1 1 2 1] 0.04 3.7 

1.02 24.25 [1 1 1 2] 0.04 3.7 

1.1138 23.84 [1 1 2 2] 0.04 3.7 

1.1745 22.55 [2 2 2 2] 0.09 2.6 

1.2038 22.24 [2 2 3 2] 0.09 3.21 

1.2157 21.25 [3 3 3 3] 0.19 2 

1.2548 22.45 [1 1 3 4] 0.07 2.93 

1.2836 22.13 [1 1 4 4] 0.116 3.1 

 

  
a b 

  
c d 

Fig. 2. a) Original image, watermarked image with contribution factors [Ae Aw An As], capac-
ity and PSNR respectively b) [1 1 1 1], 0.9bpp, 25.38dB c) [1 1 21], 1.02bpp, 24.34dB, d) [1 1 
4 4], 1.28 bpp, 22.13 dB 
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We compare our results with Coltuc's method [19] since it has the highest capacity 
in a single pass of embedding. The results of this comparison are illustrated in  
Table 2. 

It is noteworthy that the method given in [20], however, has been reached more  
capacity, this amount of capacity is owing to overlapped pixel pairs and sequential 
embedding. This technique can also be applied using the proposed method to  
improve the embedding capacity. Thus, we compare just the utilized transform in this 
paper. 

Table 2. The comparison between the results of proposed method with [19] 

 CapacityPSNR 
weights 

[Ae Aw An As] 
execution time 

embedding, extraction
CapacityPSNR n 

execution time 
embedding, extraction 

1.02 24.34 [1 1 2 1] 0.04 3.70 0.94 24.58 2 0.40 7.67 

1.17 22.56 [2 2 2 2] 0.09 2.60 1.15 22.90 3 0.36 7.60 Lena 

1.28 22.14 [1 1 4 4] 0.12 3.10 1.26 22.00 4 0.39 6.93 

0.75 20.00 [1 1 1 1] 0.10 2.65 0.80 18.71 2 0.40 5.57 

0.75 19.41 [1 2 1 1] 0.26 2.77 0.81 17.75 3 0.56 4.80 Baboon 

0.74 19.10 [2 2 1 1] 0.30 2.60 0.71 17.50 4 0.75 4.50 

0.91 27.05 [1 1 1 1] 0.02 0.22 0.94 25.38 2 0.16 0.64 

1.01 25.58 [2 1 1 1] 0.02 0.25 1.15 24.02 3 0.16 0.53 bird 

1.28 23.58 [2 3 2 2] 0.02 0.18 1.26 23.23 4 0.16 0.51 

 
For comparison, we use Lena, Baboon and Bird of size 256×256. As it is clearly 

shown, the proposed method mostly can reach higher capacity in one iteration. In  
addition, with equal embedding payload, the better PSNR value can be achieved. An-
other advantage of our method is its low computational complexity. The exestuation 
time for both embedding and extracting at the same situation is depicted in Table 2. A 
rough comparison can demonstrate the less computational cost of the proposed 
method. 

As it is stated before, the proposed method can reach more capacity in a single it-
eration. As an illustration, for Lena 256×256, the capacity of Tian's method [2] is at 
most 0.489 bpp, while Alatter's [14] achieves 0.72 bpp using quad vectors as the best 
case. Moreover, the complexity of the proposed method is considerably lower than 
these two methods. 

5   Conclusion 

In this paper, we propose an integer transform to improve the capacity of reversible 
embedding in a single iteration along with preserving the quality of the watermarked 
image. The flexibility of the proposed method, owing to selecting appropriate contri-
bution factors, provides the capability of achieving various amount of payload for 
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different image structure. The proposed method does not need to store the compressed 
location map; as a result, it reduces the computational complexity. Furthermore,  
due to utilizing the simple proposed integer transform, the computational cost of  
our method is extremely lower than the recent reversible schemes. Contriving a 
mechanism to select the appropriate contribution factors can enhance the capac-
ity/distortion characteristic of the proposed algorithm. We are going to devise an 
adaptive embedding based on image structure as our future work. 
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Abstract. Fair content tracing (FaCT) protocols have been proposed by
many authors to allow content tracing based on digital watermarking to
be performed in a manner that does not discriminate either the client who
downloads content or the distributor who provides content. We propose
a general design framework for fair content tracing (FaCT) protocols.
This framework provides a means to address the ad hoc design issues
arising for many existing protocols, several of which have been broken
through poor design. We then classify existing FaCT protocols based on
this framework, which allows for a more systematic approach to FaCT
protocol analysis. We further provide general comparisons and evaluation
criteria for FaCT protocols.

1 Introduction

Distribution of digital content, such as sharing, viewing and purchasing of songs
and movies, is popular and can be performed with ease. A significant problem is
that, after obtaining digital content, a client can easily make many copies and
mass distribute them without the consent of the distributor. Therefore content
tracing has been proposed to alleviate this concern.

Content tracing provides a distributor with the capability to trace the identity
of a client based on a copy of content. To achieve this, the distributor generates
and places a unique digital watermark into content to create a marked copy.
This marked copy is given to the client. When a marked content is found, the
distributor traces the identity of the client based on the detected watermark.
The process of embedding and detecting the watermark is realised by digital
watermarking schemes [4]. More importantly, letting clients know that there is
a tracing mechanism in place may help to deter them from making copies and
illegally distributing these copies.

However, Qiao and Nahrstedt [22], and Pfitzmann and Schunter [17] inde-
pendently pointed out concerns with such an approach. In content tracing, the
distributor generates and embeds a watermark into content. Hence the distrib-
utor has in his possession the original content, the watermark and the marked
copy. It is clear that a client has no choice but to trust the distributor to act hon-
estly, since the distributor can embed a watermark into any content, distribute

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 252–267, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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copies of this content, and frame a client for illegally distributing content. Con-
versely, due to this framing possibility, a dishonest client can claim that illegal
copies are distributed by the distributor.

Therefore, content tracing must be performed in a way that does not discrim-
inate either the client or the distributor. We term such techniques as fair content
tracing (FaCT) and refer to protocols for implementing fair content tracing as
FaCT protocols.

Motivation and Contribution: Two of the earliest FaCT protocols are the
buyer-seller watermarking (BSW) protocol proposed by Memon and Wong [15]
and the asymmetric fingerprinting (AF) protocol proposed by Pfitzmann and
Schunter [17]. Many FaCT protocols has been proposed since then, with the
majority being variants of these two ideas. Many of these protocols use different
terms and different interpretations of security requirements in their construction.
In many cases there is a lack of clear assumptions, threat model or appropriately
defined security requirements. Furthermore, some of the newer proposals intro-
duce new features (or “fixes”) on top of existing ones, or propose an alternative
approach in an ad hoc way. The result is that a protocol is either incomplete, or
that additional features are not always added with a clear definition of purpose.
As a consequence, these ad hoc designs are hard to analyse and many contain
flaws, as shown in [5,8,21,27]. We thus extend some preliminary ideas in [19]
to propose a general design framework that can be used to design and analyse
FaCT protocols in a systematic manner. Using the framework, we then classify
FaCT protocols and use this to provide comparisons of their characteristics.

2 Fair Content Tracing (FaCT) Protocols

A FaCT protocol is an interactive protocol that provides content distribution
between a distributor and a client, in which the client who receives content can
be traced in a fair manner if copies of this content are found to be illegally
distributed. By fair we mean that a FaCT protocol fulfills the goals of fair
content tracing, which we will discuss in Section 3. The majority of proposed
FaCT protocols fall into the following two classes, which we now provide a very
brief overview of.

BSW protocols were first proposed by Qiao and Nahrstedt [22] and later im-
proved by Memon and Wong [15]. Later, Ju et al. [12] presented a protocol
that also protected client privacy. Several BSW protocol variants have since
been proposed, including [10,13]. In BSW protocols a trusted third party is used
to generate client watermarks, instead of letting the distributor generate them.
Asymmetric homomorphic encryption schemes such as Paillier [16] are deployed,
together with digital watermarking schemes such as the spread spectrum water-
marking scheme [4], in such a way that the distributor who embeds a watermark
into content has no idea what the watermark is. This technique is termed wa-
termarking in the encrypted domain [6]. Finally, digital signature schemes such
as RSA [23] are used to ensure that a dishonest client cannot repudiate the fact
that copies of content were illegally distributed.
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AF protocols were first proposed by Pfitzmann and Schunter in [17]. This
idea was extended to include client privacy in [18]. In most of these protocols,
watermarking in the encrypted domain also plays a key role. Instead of intro-
ducing a trusted third party to generate watermarks for clients, the client is
responsible for generating their own watermark, while the distributor is respon-
sible for embedding this watermark into content. Homomorphic bit commitment
schemes [3] are deployed in conjunction with zero-knowledge proof systems [9]
to prevent the client from manipulating the watermark generation process. The
client, after generating the watermark, must prove in zero-knowledge to the dis-
tributor that the generated watermark is well-formed. A watermark is said to
be well-formed if it is a pseudo-random sequence of real numbers, otherwise it is
ill-formed. Similar to BSW protocols, digital signature schemes are deployed to
prevent a dishonest client from denying the act of illegal content distribution.

3 A Design Framework

Figure 1 illustrates our FaCT protocol design framework. It consists of two
components, which we label fundamentals and environment. In the following
subsections we described these two components.

3.1 Fundamentals

This part of the framework defines the players, relationships, requirements and
essential phases of a FaCT protocol.

Parties Involved: The distributor D is a service provider who distributes (or
sells) digital content. The client C is a user of digital content who receives (or
purchases) digital content from the distributor D. There is a third party known
as the certificate authority CA, who generates and distributes key materials. For
example, a CA is required to certify the public keys of C and D. An arbiter A
is also required, who attempts to resolve disputes between C and D. In addi-
tion, many FaCT protocols require another third party, commonly known as a
watermark certification authority WCA, who generates client watermarks or key
materials that contain the watermark information. The WCA can be either:

– Online. This means the WCA is always available during content distribu-
tion. One example protocol where an online WCA is present is the protocol
proposed by Lei et al. [13].

– Offline. This means the WCA is involved before content distribution. In
general, C (or D) contacts the WCA to request information before the actual
content distribution, which means that during distribution of content, the
WCA is not involved. One example where an offline WCA is present is the
protocol proposed in [15].

– Trusted Hardware. This refers to specific hardware devices that provide the
functionality of the online or offline WCA described above. Such trusted
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Fig. 1. A General Design Framework

hardware, which is embedded as part of the computing platform itself, allows
information to be generated in a trusted environment. These means that the
information can only be generated and changed by authorised computer
processes. The Trusted Platform Module (TPM) of the trusted computing
initiative [25] is one such device. Protocols proposed in this category can be
found in [7,14].

The type of WCA depends on the underlying application. For example, one
may choose to deploy a trusted hardware module if extra hardware cost is not
an issue, since these are embedded into many devices and are more scalable for
distributed environments. Similarly, one may choose an offline WCA if the under-
lying application dictates it most convenient for C to request information from
the WCA before the actual execution of the protocol, keeping communication
overheads during execution to a minimum.

Trust Assumptions. We now define the trust relationships between these parties:

– It is assumed that C and D do not trust each other. By this we mean that
it is possible that C and D may try to gain unfair advantage against one
another. For example, C gains advantage against D when he successfully
redistributes a copy of content illegally without being traced by D.
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– The arbiter A and WCA are fully trusted. This means that all parties trust
A and WCA to behave honestly.

– The CA is fully trusted. This means that signatures generated by the CA
are always viewed as valid when verification of these signatures based on the
CA’s public verification key is successful.

We remark that it is important to explicitly state the trust relationships between
the parties involved since security issues may arise if these are ambiguous, as in
the case of an attack known as the conspiracy attack [21]. Also, by definition,
collusion with fully trusted parties does not occur. This reasonably reflects our
common practice relationships with trusted parties, where banks and legal au-
thorities do not typically conspire with customers. Conspiracies involving fully
trusted parties would render many security applications unworkable.

Security Requirements: We now define the security requirements for a FaCT
protocol:

1. Secure Communication. A communication channel between two parties is se-
cure if data secrecy (or confidentiality) is preserved when needed, the parties
involved can be authenticated, and data integrity can be checked.

This addresses the threats on the communication channel. Following this, there
are three specific security requirements for FaCT protocols:

2. Traceability. A dishonest C who illegally distributes content can be traced
to their identity by D.

3. Framing Resistance. An honest C cannot be falsely accused of illegal distri-
bution by D.

4. Non-repudiation of Redistribution. A dishonest C who illegally distributes
copies of content cannot deny such an act. This means that D is able to prove
the illegal act of the client to a third party. (Framing resistance is a prerequisite
since, without it, C can claim that it is D who redistributed the content.)

A FaCT protocol is a weak FaCT protocol if it fulfills only traceability and
framing resistance, while it is a strong FaCT protocol if it fulfills all three re-
quirements. These three requirements address the threats due to content tracing
that we described in our introduction. The next two properties are optional:

5. Anonymity and Unlinkability. In the case where client privacy is a concern,
C can obtain content anonymously from D. Furthermore, given any two
contents, D cannot tell whether they are from the same client.

6. Fair Exchange. In the case where there is payment involved, either both
parties (C and D) are satisfied, or no party gains advantage over the other.
For example, C does not receive content if D does not receive payment.

Table 1 summarises these requirements. We note that except for the first and the
last requirements, all others have been previously mentioned (in various forms
and combinations) in [12,13,18].
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Table 1. Security concerns and requirements for FaCT protocols

Concern Requirement

Insecure channel Secure communication
Illegal distribution Traceability

(deterrence using digital watermarking)
Framing Framing resistance
Denial of redistribution Non-repudiation of redistribution
Privacy concern Anonymity and unlinkability
Fair distribution Fair exchange
(when payment is involved)

Protocol phases: There are three main phases in a FaCT protocol. We outline
a generic structure for each phase. While not providing an instantiation, this
generic structure is sufficient to identify design issues, which we later raise.

Phase 1: Initial Setup. The main aim of this phase is to provide key materials
for C and D to support the required cryptographic services. In this phase C and
D generate key materials. The CA verifies and signs the public keys of C and
D. The signed public keys can then be publicly distributed to other parties who
need to use them. We assume that the activities in this offline phase are carried
out before content distribution. We also assume that prior to this WCA and A
have obtained their respective authenticated public keys, which we discuss in
Section 3.2. Figure 2 shows the main protocol flow, where the notation {·}AKE
means that the message is transmitted under secure communication support. In
addition, SIG represents digital signatures on objects (such as the public keys of
C) and info means other relevant data.

Before

1

contentC or D → CA {info}AKE:

distribution

Initial Setup:

CA → C or D {info, SIG}AKE:

Fig. 2. Initial Setup

Phase 2: Content Watermarking and Distribution. The aim of this phase is
to provide C with the requested content and at the same time fulfil the main
security requirements of a FaCT protocol. It is an online process. Figure 3 shows
the main protocol flow, where f(W ) is an object that “contains” the client
watermark W . This plays a crucial role in providing framing resistance in many
existing FaCT protocols. As an example f(W ) can be an encrypted watermark.
We use f(X̃) to denote an object that “contains” the marked content.
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2

C → D {info, f(W ), SIG}AKE:

D → C

{
info, f(X̃)

}
AKE

:
Content

distribution

Content Watermarking and Distribution:

Fig. 3. Content Watermarking and Distribution

Phase 3: Identification and Dispute Resolution. Figure 4 shows the main
protocol flow, where fWM () denotes a watermark detection algorithm for a wa-
termarking scheme [4], which returns true if a watermark is detected, or returns
false otherwise. In this phase D identifies C from a found copy of content X̂
using fWM (). If necessary, D proves to an arbiter A that C illegally distributed
content by showing A some evidence (info, X̂ and SIG). This evidence normally
consists of at least the client watermark and the client’s signature on an agree-
ment describing the content. Most FaCT protocols require that A obtains the
client watermark from another party (C or a trusted third party).

3

D {true, false} ← fWM ():

D → A

{
info, X̂, SIG

}
AKE

: After
content

distributionA → C or WCA {watermark info?}AKE:
C or WCA → A {watermark info}AKE:

A {true, false} ← fWM ():

Identification and Dispute Resolution:

Fig. 4. Identification and Dispute Resolution

3.2 Environment

The main purpose of this framework component is to provide the design “mod-
ules” (or parameters) that can be chosen and then assembled to construct a
FaCT protocol.

Computing Resources: This refers to the computing power and storage avail-
able to the parties involved. The computing resources available to D and C influ-
ence the choice of building blocks for a FaCT protocol. In the scenario where C
has limited resources then resource intensive mechanisms such as watermarking
in the encrypted domain based on asymmetric homomorphic encryption schemes
may not be suitable [20,29]. However we note that most existing FaCT protocols
implicitly assume that both C and D have ample resources.

Trusted Infrastructures: A FaCT protocol may involve the following trusted
infrastructures:
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Public Key Support. The security properties stated in Section 3.1, notably non-
repudiation of redistribution, requires the generation of non-repudiable proofs so
that it is possible to prove the guilt of a dishonest client to a third party. A stan-
dard way of providing this proof is by deploying a digital signature scheme [23].
In addition, many existing protocols use asymmetric homomorphic encryption
schemes [16] as tools for providing framing resistance. Both digital signatures
and homomorphic encryption schemes require the distribution of public verifi-
cation and encryption keys prior to the content distribution process. These keys
must be authenticated so that a party who uses these keys knows that they be-
long to the legitimate parties. To achieve this, the existence of a PKI supporting
the use of digital certificates is assumed.

Secure Communication Support. In a FaCT protocol, before C requests content
from D, C and D must authenticate each other. The most common to provide
this is by using entity authentication and key establishment (AKE) protocols,
which are run between two parties. This is to (at a bare minimum) achieve
mutual entity authentication, where each party gains confidence in the identity
of their communication partner, and key establishment, where a secret “session
key” is agreed between the two communicating parties, to be used for protecting
data secrecy, data integrity and other security services.

There are many different AKE protocols, as reviewed in [2]. We argue that a
FaCT protocol should deploy a well-established AKE protocol in order to provide
secure communication, which we defined in Section 3.1.

Building Blocks: These are the technical components required to fulfill the
core security services needed by a FaCT protocol. We only briefly identify the
role of some typical building blocks:

– Digital watermarking schemes [4] are used to provide traceability.
– Digital signature schemes, such as RSA [23], which make use of cryptographic

hash functions [11], are used to provide non-repudiation of redistribution.
Together with public key support, these are also used to provide anonymity
and unlinkability and fair exchange.

– For some FaCT protocols, homomorphic encryption schemes, such as Pail-
lier [16], together with digital watermarking schemes, are used to provide
watermarking in the encrypted domain [6]. This is used to provide framing
resistance.

– For some FaCT protocols, zero-knowledge proofs [9] are used together with
watermarking in the encrypted domain to provide framing resistance.

4 Classification

The aim of this section is to classify FaCT protocols into carefully chosen cate-
gories that facilitate design of new schemes and analysis of existing ones.

We choose to use the presence and operation of a trusted third party who
provides watermark related information (normally represented by a WCA) as
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our major classification criterion. This is because the presence and role of trusted
third parties significantly influences the underlying building blocks that can be
deployed, and hence the subsequent process that needs to be followed during
execution of a FaCT protocol. Most importantly, it raises the crucial issue of
who generates the client’s watermark, which has security ramifications for all
three of the specific security requirements of a FaCT protocol. We identify four
categories of FaCT protocol.

4.1 Category 1: Protocols without Trusted Third Parties

Our first category is a family of FaCT protocols that do not use a WCA. Their
main characteristic is that C generates and possibly encrypts the watermark
(for example, f(W )C in Figure 5), and this watermark is embedded into content
by D in such a way that D has no knowledge of the watermark. Allowing C to
generate the watermark means that extra security measures must be put in place
to prevent C from generating an ill-formed watermark. AF protocols fall into this
category. Figure 5 illustrates the protocol flow for the tt Content Watermarking
and Distribution phase. The other two phases are similar to the general flows
provided in Section 3.1.

2

C → D {info, f(W )C , SIG}AKE:

D → C

{
info, f(X̃)

}
AKE

:
Content

distribution

Content Watermarking and Distribution:

Fig. 5. Protocols without TTPs – Content Watermarking and Distribution

4.2 Category 2: Protocols with Online Trusted Third Parties

This category includes all protocols that require an online WCA, in addition to
the CA. The main characteristic of protocols in this category is that the WCA is
tasked with generating client watermarks, thus avoiding the issue of C generating
ill-formed watermarks faced in Category 1. However, the WCA always needs to
be available for either C or D to request the client watermark. Hence requiring
such an online trusted third party adds to the communication overhead. Example
protocols based on this model include proposals in [13,29]. Figure 6 shows the

D → WCA {watermark-request info}AKE:

WCA → D {info, f(W )WCA, SIG}AKE:

2

content
distribution

Content Watermarking and Distribution:

C → D {info, SIG}AKE:

D → C

{
info, f(X̃)

}
AKE

:

Fig. 6. Protocols with Online TTPs – Content Watermarking and Distribution
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protocol flow for the Content Watermarking and Distribution phase. As can
be observed, the object that contains the watermark is generated by the WCA
(f(W )WCA), while the dashed box shows the protocol flow between D and the
WCA that differs from other categories. The other two phases are similar to the
general flow provided in Section 3.1.

4.3 Category 3: Protocols with Offline Trusted Third Parties

This model uses an offline WCA to generate watermark information (such as an
encrypted client watermark, f(W )WCA), which is then passed to C. The WCA
is offline since it is not involved in the actual content distribution between D and
C, as compared to Category 2. In other words, the WCA can be offline once C
receives the watermark information. Most BSW protocols fall into this category.
Other protocols in this category include [12,20]. Figure 7 shows the Initial
Setup phase, the main phase that differentiates this category from the others.

Before

1

content
C or D → CA :

distribution

Initial Setup:

CA → C or D :
C → WCA :

WCA → C :

{info}AKE

{info, SIG}AKE

{watermark-request info}AKE

{info, f(W )WCA, SIG}AKE

Fig. 7. Protocols with Offline TTPs – Initial Setup

4.4 Category 4: Protocols with Trusted Hardware

Protocols in this category deploy trusted hardware in D’s and/or C’s comput-
ing platforms. The main idea is to use this trusted hardware to generate and/or
verifying client watermark information. It can also be used to securely embed
watermarks into content. These devices can play the roles of either the online or
offline WCA in Categories 2 and 3. For example, instead of contacting the WCA
in Category 2, D may deploy trusted hardware to replace the WCA. The major
advantage, especially if the device resides on C’s computing platform, is that
there is no single central WCA, but many different devices on each client’s com-
puting platform. This allows for scalability and so is more suitable for distributed
computing environments. Such setup also allows the device to play the role of
an offline WCA, albeit a distributed one. However, the extra cost of hardware
implementation must be factored into the design of such protocols. Protocols
proposed in this category include [7] and [14]. Figure 8 illustrates the Content
Watermarking and Distribution phase with two different settings, where ei-
ther the trusted hardware TH resides on C’s or D’s computing platform. Here
� denotes communication with the TH. As can be observed, if the TH is on
C’s computing platform then C’s TH generates f(W )TH and sends it together
with the other information to obtain content from D. Otherwise, if the TH is
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D ⇀↽ TH

2

:

D → C :

content
distribution

C → D :

Content Watermarking and Distribution:

C ⇀↽ TH {info, W}AKE:

C → D : {info, f(W )TH , SIG}AKE

OR

{info, SIG}AKE

{info, f(W )TH }AKE

{
info, f(X̃)

}
AKE

Fig. 8. Protocols with TH – Content Watermarking and Distribution

Table 2. Characteristics of FaCT Protocol Categories

Cat. Characteristics
1 C generates watermark information.

Benefit: No WCA.
Issue: Extra measure needed to prevent C generating ill-formed watermarks.

2 WCA generates watermark information. D or C contacts WCA during
content distribution.
Benefit: Avoids the issue of ill-formed watermarks since WCA generates them.
Issue: WCA must always be available.

3 WCA generates watermark information.
D or C contacts WCA during initial setup.
Benefit: Avoids the need for a WCA that must be available during content
distribution.
Issue: WCA required during initial setup.

4 Trusted hardware generates watermark information.
Benefit: No WCA. Suitable for distributed systems.
Issue: Extra hardware cost.

on D’s computing platform then C just sends the necessary information while
D obtains f(W )TH from the TH.

Table 2 summarises the main characteristics of FaCT protocols in the four
categories. We now briefly discuss impact of the two optional requirements.

4.5 Adding Anonymity and Unlinkability

In addition to providing the three main security requirements discussed in
Section 3.1, some FaCT protocols are designed to address the additional re-
quirements of anonymity and unlinkability in order to protect client privacy.
This was first introduced in [18]. Such protocols may fall into any of the four
main categories discussed above. Examples of Category 3 protocols can be found
in [12,13]. A typical mechanism for providing anonymity and unlinkability is, in-
stead of establishing secure communication with D using long term public keys,
C communicates with D using a set of temporary keys. Similarly to the long
term keys, these temporary keys are signed by the CA to prove their validity.
These keys do not contain identity information for C. Therefore, when C uses
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them to request content from D, D will not know the identity of C, but can
verify that such keys are valid based on the signatures of the CA.

4.6 Adding Payment and Fair Exchange

Payment: One other aspect that has not been studied before in existing pro-
tocols is how to include a payment mechanism. Many protocols, such as [13]
and [17], include a purchase agreement as an integral part of the protocols,
which implicitly means that payment is involved, but do not provide details on
how payment is conducted. Based on [26], we show in Figure 9 how this is possi-
ble by including a payment infrastructure on top of a FaCT protocol. A payment
mechanism is normally agreed between C and the distributor D with their re-
spective banks, entering into contractual relationships. This can be performed
before the Initial Setup phase of a FaCT protocol in whichever category ap-
plies. With the payment infrastructure in place, a payment token can be included
as one of the messages in the communication between the client C and distrib-
utor D. Depending on the mechanism chosen, the payment token can be, for
example, digital coins as in an electronic cash system or credit card details of
client C [24]. Although the inclusion of a payment mechanism is straightforward
(at least theoretically), it raises the delicate issue of fair exchange between C
and D.

D Bank

C Bank

D

C

Contractual relationship

Contractual relationship

Payment
system

relationship

Payment Infrastructure:

Fig. 9. Payment Infrastructure

Fair Exchange: In the context of fair content tracing, C and D do not trust
each other. Thus when payment is included, we must also ensure that C and
D will exchange the payment and content in a fair manner, in addition to the
other requirements. This motivates the requirement of fair exchange introduced
in Section 3.1. In order to fulfill this requirement, a FaCT protocol requiring
payment should incorporate an existing fair exchange scheme such as [1].

5 Evaluation Criteria

In this section we briefly state the evaluation criteria for performance analysis
of FaCT protocols based on our design framework. These can be used to com-
pare protocols proposed within one category, or indeed to compare protocols in
different categories. We suggest that FaCT protocols should be assessed based
on the processes relating to the generation of the final marked content, since
this represents the most important (and generally most expensive) operation,
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as can be observed from the general constructions discussed in Section 4. The
evaluation criteria are as follows:

1. Bandwidth: The size of the encrypted marked content transmitted from D
to C affects the bandwidth required. As an example that applies to many
Category 3 protocols, if an element of a content with 32 bits is encrypted
using a homomorphic encryption scheme with 1024 bit modulus, then the
transmitted message is much larger than that suggested by the content.

2. Communication: The total communication costs of the protocol. For ex-
ample, the existence of a WCA in Categories 2 and 3 adds at least two
extra protocol messages to the execution of a FaCT protocol compared to
protocols in Categories 1 and 4.

3. Computation: The degree of computation that each party needs to per-
form to produce the encrypted marked content. This is determined by the
underlying building blocks. For example, Category 3 protocols using asym-
metric homomorphic encryption schemes typically require expensive modular
exponentiations.

4. Storage: The amount of storage required by C and D to store their respec-
tive key material and the watermark information used for generating and
retrieving the encrypted marked content.

Table 3 provides a general evaluation on the four categories, where AU/FE
denotes the addition of anonymity and unlinkability, and/or fair exchange.

Table 3. Brief Evaluation of the Existing FaCT Protocols

Cat. Criteria
1 Bandwidth: Depends on the building blocks used to generate the encrypted

marked content.
Comm: No WCA hence no extra communication.
Comp: Depends on the building blocks (e.g. asymmetric or symmetric
cryptographic primitives).
Storage: Depends on the building blocks. C stores watermark information.

2 Bandwidth: Depends on the building blocks as in Category 1.
Comm: At least two extra communications with WCA during content
distribution.
Comp: Depends on the building blocks as in Category 1.
Storage: Depends on the building blocks as in Category 1.
D or WCA stores watermark information.

3 Similar to protocols in Category 2 except that the two extra communications
happen during initial setup instead of during content distribution.

4 Bandwidth: Depends on the building blocks as in Category 1.
Comm: At least two extra communications with TH.
Comp: Depends on the building blocks as in Category 1.
Storage: Depends on the building blocks as in Category 1.
D or C stores watermark information.

AU/ Comm: Extra communication with WCA to obtain pseudonym or
FE to ensure fair exchange.
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6 Applying the Framework

We have presented a framework for FaCT protocols. We then used the framework
to classify FaCT protocols and compare their characteristics at a category level.
There are several benefits of this framework and classification:

– Consistency: Many existing FaCT protocols do not clarify the model in which
they are intended to operate and do not clearly define their security require-
ments. The framework provides a common reference point.

– Analysis : The framework can be used to pigeonhole deficiencies and, where
applicable, quickly identify issues and flaws in the design of proposed FaCT
protocols. An example of applying the framework successfully for this pur-
pose is [21].

– Design: The framework can be used to identify generic issues with certain
design approaches and unexplored design directions. For example, a study
of existing FaCT protocols reveals no practical proposals in Category 1 that
do not contain security flaws. As another example, in Category 3 many
existing FaCT protocols rely on expensive homomorphic encryption, hence
approaches such as [20,29] merit further exploration.

– Formal modeling: Our framework provides a basis for conducting formal
analysis of FaCT protocols. A formal modeling approach has been initiated
by Williams et al. [27,28], which is complementary to this work.
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Abstract. This paper proposes a novel fragile watermarking scheme capable of 
recovering the original principal content in extensive areas. The watermark data 
are made up of two parts: reference-bits derived from the principal content of the 
host image and containing some necessary redundancy, and hash-bits matching 
the content of local blocks. While the reference-bits are embedded into the entire 
host image, the hash-bits are embedded into the local blocks. On the authentica-
tion side, after identifying the tampered areas, the watermark data extracted from 
the reserved regions can provide sufficient information to restore the principal 
content of host image even when the rate of tampered blocks is large.  

Keywords: fragile watermarking, content restoration, tampering rate. 

1   Introduction 

The purpose of fragile watermarking is to check integrity and authenticity of digital 
contents [1, 2]. When a portion of the original content is replaced with fake information, 
it is desirable to locate the modified areas and to recover the original content.  

Fragile watermarking techniques for locating modified areas can be roughly classi-
fied into two types: block-wise and pixel-wise schemes. In block-wise fragile water-
marking, the host image is always divided into small blocks and the mark, e.g., a hash 
of the principal content of each block, is embedded into the block itself [3, 4]. If the 
image has been changed, the image content and the watermark corresponding to the 
tampered blocks cannot be matched therefore the tampered blocks can be identified. 
Although the block-wise fragile watermarking methods can detect a serious replace-
ment, they can only locate tampered blocks, but not the pixels. In other words, the 
block-wise techniques cannot find the precise pattern of the modification. Some pixel-
wise fragile watermarking schemes have been proposed to resolve this problem, in 
which the watermark information derived from gray values of host pixels is embed-
ded into the host pixels themselves [5, 6, 7]. So, tampered pixels can be identified 
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from the absence of watermark information they carry. In these methods, however, as 
some information derived from new pixel values may coincide with the watermark, 
localization of the tampered pixels is not complete, and detection of the tampering 
pattern is inaccurate. In [8], a statistical mechanism is introduced into fragile water-
marking, and two different distributions corresponding to tampered and original pix-
els can be used to precisely locate the tampered pixels. If the embedded watermark 
data are derived both from pixels and blocks, a receiver can first identify the tampered 
blocks and then use the watermark hidden in the rest blocks to find the detailed modi-
fication pattern [9]. Since it takes advantages of both block-wise and pixel-wise tech-
niques, its performance in locating tempered pixels is better than that of the method 
presented in [8].  

Furthermore, some watermarking approaches capable of reconstructing the original 
content in the tampered areas have been published. Two methods are proposed in 
[10]. The primary DCT coefficients or a low color depth version of the original con-
tents are embedded into the least significant bits (LSB) or the pixel differences with 
different positions. When malicious modification in a watermarked image is located, 
the information extracted from reserved regions can be exploited to recover the prin-
cipal content of the tampered areas. In [11], the embedded watermark signal is exclu-
sive-OR between a pseudo-random sequence and the polarity information of DCT 
coefficients. Similarly, rough retrieval of the original content in the tampered areas 
can be obtained by iterative projections of the polarity information on a convex set. In 
these methods, the main content in a region is embedded into another region of the 
image so that the restoration cannot be executed when certain region and the region 
accommodating its original information are both tampered.  

In [12], the watermark data is derived from the entire original content and embed-
ded into the host using a reversible data-hiding technique. Having located the tam-
pered areas, one can separate the watermark data from the image and use them to 
restore the host image without any error. A limitation of this method is that the tam-
pered portion must be less than 3.2% of the entire content to allow perfect image 
restoration. In reality, however, a pirate may replace an extensive area of the original 
content with fake information.  

Therefore, it is desirable to develop a fragile watermarking technique that is capa-
ble of recovering the original principal content in extensive areas. In this paper, we 
propose such a fragile watermarking scheme, in which the embedded watermark data 
are made up of two parts: one derived from the principal content of host image and 
contains some necessary redundancy, and the other matched to the local content for 
tampered-area localization. Even though extensive tampering is made, the watermark 
data extracted from the reserved regions can still provide sufficient information to 
restore the principal content of the host image. Such restoration of image content is 
satisfactory for many applications.  

2   Watermark Embedding Procedure 

In the watermark embedding procedure, we first compress the principal content of 
each block into a number of bits, and then introduce some redundancy in them to 
form a series of reference-bits. While the reference-bits are embedded into the entire 
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host image, the hash-bits for identifying the tampered blocks are embedded into the 
blocks themselves. Here, the 5 most significant bits (MSB) of all pixels in the host 
image are kept unchanged, and the 3 least significant bits (LSB) of all pixels are  
replaced with the reference-bits and the hash-bits.  

2.1   Content Compression 

Denote the numbers of rows and columns in an original image as N1 and N2, and the 
total number of pixels as N (N = N1×N2). Assume both N1 and N2 are multiples of 8, 
and divide the image into N/64 non-overlapped blocks with a same size of 8×8. We 
remove the 3 least significant bits (LSB) of all pixels to reduce the range of gray lev-
els from [0, 255] to [0, 31]. Then, each block in the low gray depth version of the 
original image is transformed using the discrete cosine transformation (DCT). The 15 
lowest frequency DCT coefficients in each block are rounded to integers, and con-
verted to binary sequences with different lengths as shown in Figure 1. The high fre-
quency coefficients are ignored. Figure 2 shows ranges of the 15 coefficient values.  
In other words, each low frequency coefficient C is represented as a K bit binary  
sequence in the following way.  

⎣ ⎦ KkCb kK
Rk ,,2,1,2mod2 …== −  (1)

where K is the number corresponding to the coefficient’s position in Figure 1,  
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and Rmin/Rmax are the minimum/maximum values of the range corresponding to the 
coefficient’s position in Figure 2. For example, if the value of coefficient at position 
(0, 0) is 58.32, it can be rounded and represented as (00111010) in binary notational 
system. At (0, 1) or (1, 0), a coefficient value of 13.73 is represented as (101101), 
while any value below −31 and above 32 should be clipped to (000000) and (111111). 
This way, we compress each block into 54 bits, named the compression-bits. So, we 
have obtained a total of 27⋅N/32 compression-bits from all blocks. 

 
8 6 4 3 2 0 0 0 
6 4 3 2 0 0 0 0 
4 3 2 0 0 0 0 0 
3 2 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 

Fig. 1. Numbers of bits used to represent the coefficients with different frequencies 
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[0, 255] [−31, 32] [−7, 8] [−3, 4] [−1, 2] − − − 
[−31, 32] [−7, 8] [−3, 4] [−1, 2] − − − − 

[−7, 8] [−3, 4] [−1, 2] − − − − − 
[−3, 4] [−1, 2] − − − − − − 
[−1, 2] − − − − − − − 

− − − − − − − − 
− − − − − − − − 
− − − − − − − − 

Fig. 2. Ranges of represented coefficient values with different frequencies 

2.2   Reference-Bit Generation  

According to a secret key, we pseudo-randomly divide the 27⋅N/32 compression-bits 
into N/128 subsets, each of which contains 108 compression-bits. Denote the m-th 
subsets as Sm(m =1, 2, …, N/128), and the compression-bits in it as cm,1, cm,2, …, cm,108. 
For each subset, generate 320 reference-bits according to its 108 compression-bits,  
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where Am are pseudo-random binary matrixes sized 320×108, and the arithmetic in (3) 
is modulo-2. The matrices Am are also derived from the secret key. So, we have pro-
duced a total of 5N/2 reference-bits. In other words, redundancy is introduced to  
expand the 27⋅N/32 compression-bits to 5N/2 reference-bits. 

2.3   Watermark Embedding  

Pseudo-randomly permute the 5N/2 reference-bits using the secret key, and divide 
them into N/64 groups, each containing 160 reference-bits. Map the groups to the 
N/64 blocks in a one-to-one manner. For each block, we collect the 320 original bits 
in the 5 MSB-layers, the 160 reference-bits in its corresponding group, and the block 
index that has a value within [1, N/64] and indicates the position of the block. Then, 
feed them into a hash function to calculate the 32 hash-bits. Here, the hash function 
must have the property that any change on an input would result in a quite different 
output. Pseudo-randomly permute the 160 reference-bits and 32 hash-bits according 
to the secret key, and replace the 3 least significant bits of the block with these 192 
bits to produce a watermarked image. 

This way, 5 MSBs of the cover image are reserved while 3 LSBs replaced with the 
reference-bits and hash-bits. Assuming that the original distribution of the 3 LSBs is 
uniform, the average energy of distortion caused by watermarking on each pixel is  
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So, the approximate PSNR is 

( ) dB9.37255log10PSNR D
2

10 =⋅≈ E  (5)

The entire procedure of watermark embedding is sketched in Figure 3.  

Fig. 3. Entire procedure of watermark embedding 

3   Content Restoration Procedure 

Assume that a pirate may have altered the content of a watermarked image without 
changing the image size. After receiving the suspicious image, we can first locate the 
blocks containing fake information according to the embedded hash-bits, and then 
recover the principal contents of tampered blocks by using the reference data ex-
tracted from the reserved blocks. In the following, we call the ratio between the num-
ber of blocks containing fake information and the number of all blocks as tempering 
rate, denoted as α. 

3.1   Tampered-Block Identification 

The first step in the content restoration procedure is to identify the tampered blocks. 
For each block sized 8×8, we extract 192 bits from the 3 LSB-layers and decompose 
them into 160 reference-bits and 32 hash-bits according to the same secret key. Then, 
feed the 320 bits in the 5 MSB-layers, the 160 extracted reference-bits, and the block 
index into the hash function. If the calculated hash result is different from the 32 ex-
tracted hash-bits, the block is judged as “tampered”, meaning that some content in the 
block has been modified. Otherwise, a “not tampered” decision is made, and we call 
the block “reserved” for short. Here, a block without any modification must be judged 
as “reserved”, and the probability for a block containing modified contents but being 
falsely judged as “reserved” is 2−32, which is extremely low therefore the cases of 
false judgments are negligible.  

As mentioned above, the 5N/2 reference bits are embedded into the 3 LSB-layers 
of the host image. Then, a receiver can correctly extract the reference bits from  
the reserved blocks. The compression-bits of reserved blocks can also be derived from 
the data in the 5 MSB-layers. Our purpose is to find the compression-bits of the rest 
tampered blocks. 
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3.2   Compression-Bits Retrieving  

Considering the 108 compression-bits belonging to a certain subset and the 320 refer-
ence-bits derived from them, the number of reference-bits that can be extracted from 
reserved blocks, denoted v, may be less than 320. Thus Equation (3) implies 
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In (6), the left side contains all extractable reference-bits, and Am
(E) is a matrix  

consisting of the rows in Am corresponding to the extractable reference-bits. Further-
more, the 108 compression-bits in the subset, cm,1, cm,2, …, cm,108, can be classified 
into two types: the compression-bits belonging to tampered blocks, and the compres-
sion-bits belonging to reserved blocks. Actually, we may retrieve the second type of 
compression-bits from the MSB of reserved blocks. Even though the tampered area is 
extensive, the reference-bits extracted from reserved blocks can provide sufficient 
information to recover the first type of compression-bits. 

Denote column vectors consisting of the first and second types of compression-bits 
as B1 and B2 respectively. Equation (6) can be reformulated as 
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where Am
(E,1) and Am

(E,2) are matrices consisting of the columns in Am
(E) corresponding 

to the first and second types of compression-bits respectively. In Equation (7), the left 
side and the matrix Am

(E,1) are known, and the purpose is to find B1. Denoting the 
length of B1 as nb, the size of Am

(E,1) is v × nb. We will solve the nb unknowns accord-
ing to the v equations in a binary system. Here, if the number of unknowns, nb, is too 
large, or there are too many linearly dependent equations in (7), the solution may not 
be unique and, in this case, we cannot find the true solution, which is exactly  
the original values of the first type of compression-bits, in the solution space. On the 
other hand, since the original values must be a solution, as long as Equation (7) for 
each subset has a unique solution, we can obtain the original values by using the 
Gaussian elimination method, leading to successful restoration of the original content. 

Here is a discussion on the probability that Equation (7) has a unique solution. The 
sufficient and necessary condition is that the rank of Am

(E,1) equals nb, meaning that 
the nb columns of Am

(E,1) are linearly independent. Consider a random binary matrix 
containing i rows and j columns, and denote probability of its columns being linearly 
dependent as q(i, j). We have 

( )
i

iq
2

1
1, =  (8)



274 X. Zhang, S. Wang, and G. Feng 
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( ) ijjiq >= if,1,  (10)

Since the position for carrying a reference-bit falls into reserved bocks with a prob-
ability (1−α), v follows a binomial distribution 

( ) ( ) 320,,1,0,1
320 320 …=⋅−⋅⎟⎟
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iP ii

v αα  (11)

nb also follows a binomial distribution 
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Thus, the probability of all columns in Am
(E,1) being linearly independent is 

( ) ( ) ( )[ ]{ }∑∑
= =

−⋅⋅=
108

0

320

0
LI ,1

i j
nv jiqjPiPP

b

 (13)

Since there are N/128 subsets in total, we can recover all the compression-bits of 
tampered blocks with probability 

128
LIS

NPP =  (14)

In summary, this probability is dependent on α and N. When the tampering is  
not too severe, PS is very close to 1. The smaller the values of α and N are, the higher 
the probability of successful restoration. Figure 4 shows the values of PS with differ-
ent α and N. It can be seen that all the compression-bits of tampered blocks can be 
recovered when the rate of tampered blocks is no more than 59%. 
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Fig. 4. Values of PS with different α and N 
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3.3   Content Restoration  

With the retrieved compression-bits, we can reconstruct the principal content of all 
tampered blocks. For a tampered block, we collect the 54 recovered compression-bits, 
and divide them into 15 pieces of bit string with different lengths equal to the 15 
numbers shown in Figure 1. Then, for each bit string (b1, b2, …, bK), calculate the 
corresponding DCT coefficient value 

( ) min
1

2 RbC
K

k

kK
k +⋅=∑

=

−  (15)

where Rmin is the minimum value of the range corresponding to the coefficient’s posi-
tion in Figure 2. After an inverse DCT and rounding operation, we can restore the 5 
MSB of the tampered areas. 

4   Experimental Results 

Two test images Crowd and Lake sized 512×512 are used as the host, shown in  
Figure 5. Figure 6 gives their watermarked versions. PSNR values due to watermark 
embedding are respectively 37.8 dB and 37.9 dB, confirming the theoretical result in 
(5), and the distortion is imperceptible. We modify the watermarked images by exten-
sively replacing the original content with fake information. The tampered images  
are shown in Figure 7, and the tampering rates are 45.4% and 59.1%, respectively. 
Figure 8 gives the result of tampered-block identification, in which the blocks judged 
as “reserved” and “tampered” are indicated by white and black, respectively. Here, all 
the tampered blocks were correctly located. 

Next, we retrieve the compression-bits of tampered blocks and restore the principal 
content. Figure 9 shows the restored images, which consist of the watermarked content 
in reserved areas and the restored content in tampered areas. PSNR values in restored 
regions of the two images are 28.2 dB and 26.3 dB, respectively. Although the quality 
of restored content is lower than that of watermarked content, the restored content has 
reasonable quality. Experiments using other host images provide similar results. 

   

Fig. 5. Original images Crowd and Lake 
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Fig. 6. Watermarked images Crowd and Lake 

   

Fig. 7. Watermarked images Crowd and Lake 

   

Fig. 8. Result of tampered-block identification 



 Fragile Watermarking Scheme with Extensive Content Restoration Capability 277 

   

Fig. 9. Restored images 

5   Conclusion  

This paper proposes a novel fragile watermarking scheme with extensive content 
restoration capability. We compress the principal content of each block and introduce 
some redundancy to form a series of reference-bits. The reference-bits as well as the 
hash-bits, which match the local content, are used to replace the 3 least significant bits 
of all pixels. On authentication side, after identifying the tampered areas, the refer-
ence-bits extracted from the reserved regions can provide sufficient information to 
restore the principal content of host image even though the tampering rate is large.  

Table 1 compares several fragile watermarking schemes with restoration capabil-
ity. The proposed method is capable of recovering the content in the most extensive 
tampered areas. According to the PSNR values due to watermarking and after content 
restoration, it can be seen that imperceptibility of embedded watermark and the  
quality of restored content are also good.  

Table 1. Comparison of restoration capability among fragile watermarking methods 

Methods PSNR due to 
watermarking 

PSNR in restored 
area 

Condition of restoration 

Method 1 in [10] 43.8 dB 21.5 dB 
Method 2 in [10] 33.1 dB 28.8 dB 
Method in [11] 36.7 dB 22.8 dB 

Regions storing the original 
information of tampered 
areas must be reserved. 

Method in [12] 28.7 dB +∞ Tampering rate < 3.2% 
Proposed method 37.9 dB [26, 29] dB Tampering rate < 59 % 
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Abstract. A fragile watermarking scheme proposed by Zhang and Wang
introduces a statistical mechanism and can accurately localize the pixels
with at least one of the 5 most significant bits (MSBs) altered.
However, localization of tampered 3 least significant bits (LSBs) is consid-
ered unnecessary because these bits are replaced by watermark bits. If the
tampered 3 LSBs can be also localized, the pattern of tampering will be
identified more correctly. This paper proposes a bit-wise scheme to local-
ize tampered 3 LSBs using information on the tampered 5 MSBs in the
statistical scheme. Experimental results show that the proposed scheme
can accurately localize tampered 3 LSBs and that the combination of the
previous scheme and the proposed one contributes to more exact identifi-
cation of the tampering pattern. In this sense, we improve the capability
of the statistical scheme.

Keywords: Image authentication, fragile watermarking, tampered-MSB
localization, tampered-LSB localization.

1 Introduction

Malicious tampering of images is becoming more and more pervasive. In
order to authenticate an image, many fragile watermarking schemes have
been proposed [1,2,3,4,5,6,7,9,10,11,12,13]. Generally, all fragile watermarking
schemes can be classified into semi-fragile schemes [2,7,10] and complete fragile
schemes [1,3,4,5,6,9,11,12,13]. Semi-fragile watermarking is designed for imple-
menting selective authentication, which allows legitimate modifications such as
JPEG compression and filtering, but detects illegitimate modification. In con-
tent delivery, the server must encode original contents depending on client’s
needs. In this case, authentication based on semi-fragile watermarking is very
useful according to its property that can allow slight modifications caused by
encoding. However, in some scenarios, such as for law evidence and for military
applications with high accuracy requirement, it is essential to detect any slight
modifications of contents. To deal with these cases, complete fragile watermark-
ing schemes are designed for implementing exact authentication, which cannot
only detect any slight modifications but also locate the modified area. In this
paper, we focus on complete fragile watermarking.

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 279–293, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The complete fragile watermarking schemes can be classified into two groups,
block-wise schemes [1,4,6,12] and pixel-wise schemes [3,5,9,11,13]. The block-
wise schemes identify the blocks containing tampered pixels whereas the pixel-
wise schemes allow individual localization of the tampered pixels. Considering
practical applications with high accuracy requirement, a pixel-wise scheme is
more desirable.

The pixel-wise schemes in [3,5,9,11,13] derive a watermark from the significant
bits of gray values of host pixels (7 most significant bits (MSBs) in [3,5,9] and
5 MSBs in [11,13]) and embed it into the remaining least significant bits (LSBs)
so that the match between the embedded watermark in the LSBs and the wa-
termark derived from the MSBs is destroyed by tampering. To realize effective
fragility, the pixel-wise scheme in [11] embeds a tailor-made authentication data
as a watermark and introduces a statistical mechanism into localization of pix-
els that have at least one MSB being altered. The key idea in [11] is to use two
distributions corresponding to tampered and original 5 MSBs. The statistical
scheme in [11] is later improved in [13] tolerant to extensive tampering. How-
ever, in [11,13], detection of alteration on the 3 LSBs is considered unnecessary
because the original 3 LSBs of all pixels have been replaced with the correspond-
ing watermark bits. To find a detailed pattern of tampering, it is also important
to locate the tampered LSBs individually.

Our objective is the development of the basic statistical scheme in [11] to
allow bit-wise localization of the tampered LSBs. A straightforward scheme is to
use the probabilities derived or assumed in [11] without any modification. With
these probabilities, we can derive two probabilities that each LSB is tampered
and untampered. So, it seems that we can localize the tampered LSBs exactly
by comparing the two probabilities. However, this straightforward scheme does
not work fine because the two probabilities only depend on whether an LSB
(i.e., an embedded watermark bit), is equal to the corresponding watermark bit
or not. This means that bit-wise localization cannot be realized. To overcome
this problem, we use information on the results of localizing tampered 5 MSBs.
Specifically, from the two distributions corresponding to tampered and origi-
nal 5 MSBs, we derive the individual probability of each LSB being tampered
and untampered. The experimental results show that our proposed scheme can
localize the tampered LSBs more accurately than the straightforward scheme.
Take an example of alternation for which the straightforward scheme misses
all tampered LSBs, the proposed scheme correctly detects almost all tampered
pixels while keeping the number of falsely detected LSBs small. Moreover, we
can confirm that the proposed scheme contributes to find a detailed pattern of
tampering such as median filter.

The rest of this paper is organized as follows. Section 2 recalls the statis-
tical fragile watermarking scheme in [11]. Section 3 first shows a straightfor-
ward scheme for localization of tampered LSBs and its problem. We then pro-
pose a better scheme to localize the tampered LSBs. Section 4 concludes this
paper.
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2 Statistical Fragile Watermarking Scheme

In [11] and this paper, it is assumed that an attacker alters the gray values of
some pixels without changing the image size.1 The scheme in [11] first generates
a number of authentication bits for each host pixel according to its 5 MSBs of the
gray value. It then embeds a folded version of the authentication data and some
additional test data into the host image. The folding operation is performed to
reduce the necessary host space for accommodating authentication data, and
the test data are used to estimate the modification strength. Examination of
the pixel values and the authentication data can reveal the trace of any content
alteration. From this trace, a statistical judging realizes accurate localization of
tampered pixels.

2.1 Watermark Embedding Procedure

Let N be the number of pixels contained in an image, and pi ∈ [0, 255] with
1 ≤ i ≤ N their gray values. Each pi can be represented by 8 bits, B(pi, 7),
B(pi, 6), . . . , B(pi, 0), where

B(pi, u) =
⌊ pi

2u

⌋
mod 2, for 0 ≤ u ≤ 7, (1)

or

pi =
7∑

u=0

[B(pi, u) · 2u]. (2)

For each pixel pi with 1 ≤ i ≤ N , 31 authentication bits bi,t with 1 ≤ t ≤ 31 are
generated as follows:

bi,t =
5∑

u=1

[B(pi, u + 3) · B(t, u)]. (3)

Here, similar to Eqs. (1) and (2), the index t is represented by 5 bits
B(t, 4),B(t, 3),. . . ,B(t, 0). Eq. (3) means that the 31 authentication bits of a
pixel are determined by its 5 MSBs. The following property of authentication
bits is used for deriving the probabilities compared in the procedure of localizing
tampered pixels: any alteration on 5 MSBs of a pixel will result in the change
of 16 authentication bits.

The watermark embedding procedure in [11] takes as input a host image and
a secret key, and generates a watermarked image as follows.

1. For N pixels pi of the host image, calculate all 31 · N authentication bits
and pseudo-randomly divide them into (31 · N/11) subsets, each of which
contains 11 bits, according to the secret key. Then, calculate sums of the 11
authentication bits in each subset with modulus 2, and call the (31 · N/11)
folding sums the sum-bits.

1 This assumption means that change of the image size can be detected in some way
except fragile watermarking.
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2. Pseudo-randomly generate (2 · N/11) bits, called the test-bits, according to
the secret key. The watermark bits are made up of the sum-bits and test-bits.

3. Permute the 3 · N watermark bits in a pseudo-random way determined by
the secret key, and replace the 3 LSBs of all pixels with them.

Assuming that the original distribution of the 3 LSBs is uniform, the average
energy of distortion caused by watermarking on each pixel is

ED =
1
64

·
7∑

u=0

7∑
v=0

(u − v)2. (4)

So, PSNR is approximately

PSNR ≈ 10 · log10

(
2552

ED

)
= 37.9(dB). (5)

This PSNR value is higher than the general expectation for acceptable images,
which is 35dB [8].

2.2 Effect of Tampering

Before showing the procedure of tampered pixels localization in [11], we overview
the effect of tampering to the watermarked image analyzed in [11]. Denote the
ratio between the number of pixels with at least one MSB altered and the image
size N as rM , and denote the ratio between the number of LSBs that have been
changed and the number of all LSBs 3 · N as rL. Since any alteration on MSB
will change 16 authentication bits, there are a total of 16 · rM ·N authentication
bits being changed. For a subset, its sum-bit will be flipped if the number of
changed authentication bits is odd. Denoting the event that a sum-bit is flipped
as “flipped sum-bit”, the probability for this event to occur is

e � Pr[“flipped sum-bit”]

=
∑

v=1,3,5,

7,9,11

[(
11
v

)
·
(

16 · rM

31

)v

·
(

1 − 16 · rM

31

)11−v
]
. (6)

On the other hand, since the LSBs used for storing the original sum-bits and
test-bits are changed with the rate rL, the probability of a sum-bit being different
from the LSB at the corresponding position is

E � Pr[“LSB �=sum-bit”]
= e · (1 − rL) + (1 − e) · rL, (7)

where “LSB �=sum-bit” denotes the event that a sum-bit is different from the
corresponding LSB. Eqs. (6) and (7) are used for estimating rM at localization
of pixels with at least one MSB altered.
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Consider a pixel with 5 MSBs untampered. Its 31 authentication bits, which
are also unchanged, are distributed in 31 subsets. In other words, each subset
contains one authentication bit and 10 other elements. If the number of changed
elements is odd, the sum-bit will be changed. Thus, denoting the event that 5
MSBs are untampered as “untampered 5MSBs”, the sum-bits of this pixel are
changed with probability

eU � Pr[“flipped sum-bit” | “untampered 5MSBs”]

=
∑

v=1,3,

5,7,9

[(
10
v

)
·
(

16 · rM

31

)v

·
(

1 − 16 · rM

31

)10−v
]
. (8)

Then, the probability of the sum-bits being different from the LSBs at the cor-
responding positions is

EU � Pr[“LSB �=sum-bit” | “untampered 5MSBs”]
= eU · (1 − rL) + (1 − eU ) · rL. (9)

Denoting the number of sum-bits that do not equal their corresponding LSBs as
kU , it obeys a binomial distribution

P (kU = k) =
(

31
k

)
· EU

k · (1 − EU )31−k, for 0 ≤ k ≤ 31. (10)

Furthermore, considering a pixel with at least one MSB altered, there must be
15 authentication bits unchanged and 16 changed. Similarly, the 15 unchanged
authentication bits are distributed in 15 subsets. The 15 sum-bits of the subsets
will also be changed with the probability given in Eq. (8). The probability of the
15 sum-bits being different from LSBs at their corresponding positions is the same
as that in Eq. (9). The number of sum-bits that do not equal the corresponding
LSBs is denoted as k1. On the other hand, the 16 changed authentication bits
correspond to 16 subsets, and their 16 sum-bits will be changed if the number of
changed elements is even. Denoting the event that at least one MSB is tampered
as “tampered 5MSBs”, their 16 sum-bits are changed with probability

eT � Pr[“flipped sum-bit” | “tampered 5MSBs”]

=
∑

v=0,2,4,

6,8,10

[(
10
v

)
·
(

16 · rM

31

)v

·
(

1 − 16 · rM

31

)10−v
]
. (11)

So, the probability of the 16 sum-bits being different from their corresponding
LSBs is

ET � Pr[“LSB �=sum-bit” | “tampered 5MSBs”]
= eT · (1 − rL) + (1 − eT ) · rL. (12)

The number of sum-bits that do not equal the corresponding LSBs in the 16
sum-bits is denoted as k2. Also the number of sum-bits that do not equal the
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Fig. 1. Distribution of kU and kT with rM = 0.01 and rL = 0.005

corresponding LSBs in all 31 sum-bits is denoted as kT . Here, kT = k1 + k2, and
its distribution is convolution of the following two binomial distributions:

P (kT = k) =
min(15,k)∑

v=max(0,k−16)

(
15
v

)
· EU

k · (1 − EU )15−v ·

(
16

k − v

)
· ET

k−v · (1 − ET )16−k+v, for 0 ≤ k ≤ 31. (13)

It can be observed from Eqs. (10) and (13) that distributions of kU and kT

are completely different. This enables identification of pixels that have at least
one MSB being altered. In fact, when both rM and rL are small, the values of eU

and EU are close to 0, and the values of eT and ET are close to 1. According to
Eqs. (10) and (13), the peak of the distribution of kU is near kU = 0 while that
of kT is at kT = 16. Fig. 1 gives the distributions of kU and kT with rM = 0.01
and rL = 0.005.

2.3 Procedure of Tampered-Pixel Localization

Based on the above discussion, the following localization procedure is given
in [11].
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1. For a given image, calculate the (31 · N/11) sum-bits according to its MSBs
in the way as given in Step 1 of the watermark embedding procedure, and
generate the same (2 · N/11) test-bits according to the secret key.

2. After comparing the calculated sum-bits and the generated test-bits with
the LSBs at their corresponding positions, the ratio between the number of
different test-bits and (2 · N/11) can be regarded as an estimate of rL, and
the ratio between the number of different sum-bits and (31 · N/11) can be
regarded as an estimate of E. According to Eqs. (6) and (7), an estimate
of rM can be obtained numerically. With the estimates of rL and rM , the
distributions of kU and kT can be found from Eqs. (10) and (13), respectively.

3. For each pixel, examine its 31 corresponding sum-bits, and count the number
of sum-bits being different from their corresponding LSBs, k. If

Pr[“tampered 5MSBs” ∩ kU = k] < Pr[“untampered 5MSBs” ∩ kT = k],
(14)

or
(1 − rM ) · P (kU = k) < rM · P (kT = k), (15)

then this pixel is judged as a tampered pixel, indicating that there is alter-
ation on its 5 MSBs. Note that Eq. (15) is a MAP criterion that minimizes
the total number of false decisions.

There are two types of false decision: false positive and false negative. Let
N5MSB,fp be the number of pixels falsely judged as tampered and N5MSB,fn be
the number of pixels falsely judged as untampered. In [11], the expectations of
N5MSB,fp and N5MSB,fn are analyzed as follows. The number of unaltered original
pixels is (1 − rM ) · N and kU obeys the distribution of Eq. (10), whereas the
number of tampered pixels is rM ·N and kT satisfies the distribution of Eq. (13).
Let θ be a threshold of k at which the two curves (1 − rM ) · P (kU = k) and
rM · P (kT = k) intersect. If rL and rM are correctly estimated, the expectations
of N5MSB,fp and N5MSB,fn are

E(N5MSB,fp) = N · (1 − rM ) ·
31∑

v=�θ�
P (kU = v), (16)

E(N5MSB,fn) = N · rM ·
�θ�∑
v=0

P (kT = v). (17)

3 Proposed Scheme

Section 3.1 shows a straightforward scheme of localizing tampered LSBs and its
problem on accuracy. In Section 3.2, we show an idea to improved accuracy and
a further analysis on effect of tampering to a watermarked image. In Section 3.3,
we present an improved scheme of localization. In Section 3.4, we experimen-
tally confirm that the proposed scheme can localize tampered LSBs much more
accurately than the straightforward scheme.
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3.1 Straightforward Scheme and Its Problem

A straightforward scheme of localizing the tampered LSBs is to check whether
the probability that an LSB is tampered is larger than the probability that the
LSB is untampered. These probabilities can be derived from the rate rL and
the probability e in Eq. (6). So, the straightforward scheme seems to work fine.
However, the number of false decision is large.

First consider a tamperedLSB.Since “flipped sum-bit” and“tamperedLSB”are
independent, the conditional probability of “flipped sum-bit” on the occurrence of
“tampered LSB” is

Pr[“flipped sum-bit” | “tampered LSB”] = Pr[“flipped sum-bit”]
= e. (18)

Obviously, denoting the event that a sum-bit is not flipped as “unflipped sum-
bit”, the conditional probability of “unflipped sum-bit” on the occurrence of
“tampered LSB” is

Pr[“unflipped sum-bit” | “tampered LSB”] = 1 − e. (19)

Furthermore, consider an untampered LSB. Similarly, denoting the event that
an LSB is tampered as “untampered LSB”,

Pr[“unflipped sum-bit” | “untampered LSB”] = 1 − e, (20)

Pr[“flipped sum-bit” | “untampered LSB”] = e. (21)

The straightforward procedure detects alterations on each LSB as follows.

1. In the case that an LSB is different from the corresponding sum-bit, the LSB
is judged as tampered if

Pr[“tampered LSB” ∩ “unflipped sum-bit”]
> Pr[“untampered LSB” ∩ “flipped sum-bit”], (22)

or
rL · (1 − e) > (1 − rL) · e. (23)

2. In the other case (i.e., an LSB is equal to the corresponding sum-bit), the
LSB is judged as tampered if

Pr[“tampered LSB” ∩ “flipped sum-bit”]
> Pr[“untampered LSB” ∩ “unflipped sum-bit”], (24)

or
rL · e > (1 − rL) · (1 − e). (25)
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The probabilities rL and e are common to all LSBs. This implies that the judge-
ment only depends on whether an LSB is equal to the corresponding sum-bit
or not. Specifically, any LSB that is different from the corresponding sum-bit is
judged as tampered if rL > e, and otherwise is judged as untampered. On the
other hand, any LSB that is equal to the corresponding sum-bit is judged as
tampered if rL > (1−e), and otherwise is judged as untampered. As a result, lo-
calization of the straightforward scheme is inaccurate. Note that the reason that
e takes the common value to all LSBs is that the ratio rM , which is the proba-
bility that at least one MSB is tampered Pr[“tampered 5MSBs”], is common to
all pixels.

3.2 Our Idea to Improve Accuracy and Further Analysis on Effect
of Tampering

Our idea to improve accuracy is to use information on localization of tampered
MSBs. After localizing tampered MSBs of each pixel pi with 1 ≤ i ≤ N , we have
known the number of sum-bits being different from the corresponding LSBs, de-
noted as ki. Thus, instead of the Pr[“tampered 5MSBs”], we use the conditional
probability Pr[“tampered 5MSBs” | ki = k].

For each pixel pi with 1 ≤ i ≤ N , the conditional probability of “tam-
pered 5MSBs” on the occurrence of ki = k is given by

PM,i � Pr[“tampered 5MSBs” | ki = k]

=
Pr[“tampered 5MSBs” ∩ ki = k]

Pr[ki = k]

=
Pr[“tampered 5MSBs” ∩ ki = k]

Pr[“tampered 5MSBs” ∩ ki = k] ∪ Pr[“untampered 5MSBs” ∩ ki = k]
.

(26)

From Eqs.(14) and (15),

PM,i =
rM · P (kT = k)

rM · P (kT = k) + (1 − rM ) · P (kU = k)
. (27)

There are (31 · N/11) subsets of 11 authentication bits. For the j-th subset,
let Ij ⊆ {1, 2, . . . , N} be the set of indices of the corresponding 11 pixels. We
derive the conditional probability of its sum-bit being flipped same as e in (6)
by replacing rM by PM,i with i ∈ Ij as follows: The sum-bit will be flipped if
the number of changed authentication bits is odd; defining Ij,v = {I ′ ⊆ Ij

∣∣|I ′| =
v} for odd v, whose element indicates a set of changed v authentication bits, the
conditional probability for the sum-bit to be flipped is

e′j =
∑

v=1,3,5,

7,9,11

∑
I′∈Ij,v

⎛
⎝∏

i∈I′

(16 · P ′
M,i

31

) ∏
i∈I′

j\I′

(
1 −

16 · P ′
M,i

31

)⎞
⎠ . (28)

The proposed procedure of localizing tampered LSBs uses e′j instead of e in the
straightforward procedure.
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3.3 Proposed Procedure of Tampered-LSBs Localization

Based on the above analysis, we propose a procedure of localizing tampered
LSBs, which is executed after the procedure of localizing tampered 5 MSBs.

1. For each pixel pi with 1 ≤ i ≤ N , calculating the conditional probability
PM,i in Eq. (27).

2. For each LSB, calculate e′j of the corresponding sum-bit in Eq. (28). We can
judge whether the LSB is tampered or not by replacing the probability e by
e′j in Eqs. (23) and (25) of the straightforward scheme. The judgement is
given in the following step.
(a) In the case that the LSB is different from the corresponding sum-bit, it

is judged as tampered if

rL · (1 − e′j) > (1 − rL) · e′j . (29)

(b) In the other case, the LSB is judged as tampered if

rL · e′j > (1 − rL) · (1 − e′j). (30)

3.4 Experimental Results

We first compare the number of falsely judged LSBs between the straightfor-
ward scheme and the proposed scheme for different numbers of tampered LSBs.
Let NLSB,fp (resp. NLSB,fn) be the number of LSBs falsely judged as tampered
(resp. untampered). We use a test image Lena as the host, which is a grayscale
image sized 512 × 512. Fig.2 shows the test image Lena and the watermarked
image. We tamper an adequate number of pixels of the watermarked Lena by
painting white. Denoting the number of painted pixels NT , the expectations of
rM and rL are given by E(rM ) = 31·NT

32·N and E(rL) = NT

2·N , respectively [11].
Fig. 3 shows the experimental results of NLSB,fp and NLSB,fn of tampered-LSB

(a) Host image Lena (b) Watermarked image

Fig. 2. Host image Lena and watermarked image
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Fig. 3. Experimental results of false decision in localization of tampered LSBs

(a) Tampered image (b) Tampered pixels (c) Pixels with at
least one MSB tampered

(d) Tampered first LSBs (e) Tampered second LSBs (f) Tampered third LSBs

Fig. 4. Example of a tampered image



290 K. Ohkita et al.

(a) First LSBs (b) Second LSBs (c) Third LSBs

Fig. 5. Positions of first LSBs, second LSBs, and third LSBs judged as “tampered” by
using the straightforward scheme

localization. The abscissa represents the number of tampered LSBs, and the
ordinate is NLSB,fn and NLSB,fp. Because the straightforward scheme cannot lo-
calize the tampered LSBs, all tampered LSB is falsely judged as untampered. So,
NLSB,fn is the number of the tampered LSBs, but NLSB,fp is zero in all case. On
the other hand, the proposed scheme significantly reduces NLSB,fn while keeping
NLSB,fp very small.

We then show the results of bit-wise localization of tampered LSBs for the
case that the number of altered LSBs is 1543 (see Fig. 4). As shown in Fig. 5, the
straightforward scheme cannot detect any tampering. That is, NLSB,fn is 1543,
but NLSB,fp is zero. In contrast, the proposed scheme detects a total of 1468 bits
correctly judged as tampered (see Fig. 6). Thus, NLSB,fn is 75 and NLSB,fp is
zero. We can see that the proposed scheme significantly decreases NLSB,fn while
keeping NLSB,fp small.

(a) First LSBs (b) Second LSBs (c) Third LSBs

Fig. 6. Positions of first LSBs, second LSBs, and third LSBs judged as “tampered” by
using the proposed scheme
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(a) Median filtered image (b) Tampered pixels

Fig. 7. Median filtered image and tampered pixels

Fig. 8. Positions of pixels with at least one MSB judged as “tampered” by using the
previous scheme

(a) First LSBs (b) Second LSBs (c) Third LSBs

Fig. 9. Positions of first LSBs, second LSBs, and third LSBs judged as “tampered” by
using the proposed scheme

We also confirm that the proposed scheme contributes to a detailed analysis
of the pattern of alteration. We apply median filter to 1000 pixels of the girl’s
shoulder. Fig. 7 shows the median filtered Lena and the tampered pixels. In this
case, median filter mainly affects LSBs, as shown in Figs. 8 and 9. Specifically,



292 K. Ohkita et al.

the number of pixels with at least one MSB is altered is 167, whereas the number
of altered LSBs is 1243. This pattern of alteration cannot be detected only by the
previous scheme, which localizes pixels with at least one of 5 MSBs tampered. In
this sense, the proposed scheme is useful for analyzing the pattern of alteration.

4 Conclusion

In this paper, we have improved the statistical pixel-wise scheme in [11] to lo-
calize not only tampered 5 MSBs of gray values but also tampered 3 LSBs. The
important feature of the proposed scheme is to allow bit-wise localization of
the tampered 3 LSBs. To realize accurate localization, we use information on
the tampered 5 MSBs. Experimental results show that the proposed scheme can
localize tampered LSBs more accurately than the straightforward scheme. One
of the future work is to devise the theoretical number of 3 LSBs falsely judged.
Another future work is to improve the accuracy of localizing tampered 5 MSBs
by using information on the tampered 3 LSBs. We also consider to improve
the other statistical scheme in [13] which is an extension of the scheme in [11].
Another possible future work is to develop the statistical schemes in [11,13] to
restore tampered contents with the use of the proposed scheme.
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Abstract. Part III of AVS(China Audio and Video Coding Standard)
is the first standard for Hi-Fi audio proposed in China and is becom-
ing more popular in some IT industries. For MP3 audio, some efforts
have been made to solve the problems such as copyright pirating and
malicious modifications by the way of watermarking. But till now lit-
tle efforts have been made to solve the same problems for AVS audio.
In this paper, we present a novel robust watermarking algorithm which
can protect the AVS audio from the above problems. The watermark is
embedded into the AVS compressed bit stream. At the extracting end,
the watermark bits can be extracted from the compressed bit stream di-
rectly without any computation. This algorithm achieves robustness to
decoding/recoding attacks, and low complexity of both embedding and
extracting while preserves the quality of the audio signals.

Keywords: AVS Audio, Robust Watermarking.

1 Introduction

Audio Video Coding Standard Working Group of China (AVS Workgroup) was
established on June 2002. The goal of the working group is to establish an
integrated standard set for compression, decompression, manipulation and dis-
playing of digital audio and video in multimedia systems[1]. The AVS standard
is applied in many significant IT industries such as high definition TV, digital
audio broadcast, high density laser-digital storage media, wireless broadband
multimedia communication, and internet broadband stream media[2]. AV3, or
AVS part III, is a high quality stereo coding standard for audio. It can be applied
to those fields such as high density digital storage media, broad band audio ser-
vice over internet, multimedia E-mail, multimedia services on packet networks,
digital audio broadcasting, and ect. As its applications are becoming wider in
China, the problems such as copyright pirating, illegal downloading and mali-
cious modifications, will become urgent. Watermarking is a technique to solve
these problems.

In recently years some efforts have been reported on the compressed domain
video watermarking [3] [4] [5]. In the audio field, basically the equivalent ef-
forts are focused on on the protection of MP3 music works by watermarking.
[6] proposed MP3Stego, a tool to hide information into MP3 audio by assigning

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 29–38, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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odd/even numbers of bits to represent “1” and “0” during the compression pro-
cess. The hidden information is inaudible and the extracting is blind. However,
it is not robust to the decoding/re-encoding attack, i.e., the hidden bits will be
removed after the MP3 audio is decompressed and recompressed. The reason
lies that when the audio is recompressed the numbers of bits assigned to the
frequency lines will be changed and the watermark will be erased. In order to be
robust to decoding/re-coding, Kim [7] used the “lin bits” characteristics of MP3
bit stream to embed the watermark into MP3 audio. The method is convenient.
But the robustness is poor. In [8] the watermark bits are embedded into the
scaling factors or samples but apparent noises are easy to be introduced and
the detection is not blind. In [9], energy relation between two adjacent channels
is used for watermark embedding which proves to be robust to decoding/re-
encoding. In [8] and [9] the watermark bits are extracted by computation in the
decoding end which may be not applicable in some real time applications.

On the other hand, watermarking schemes for AV3 have not been reported yet.
The purpose of this paper is to design an applicable and robust watermarking
scheme that can protect an AV3 clip. We exploit the technologies and features
of the AV3 coding and decoding process and propose a watermarking algorithm
which is combined with the coding/decoding process. The watermark is robust
to decoding/recoding attacks and is inaudible within the audio. The watermark
bits can be extracted directly from the compressed bit stream without decoding
it, so the extracting speed is as fast as required in many applications.

The structure of this paper is as follows. We introduce coding/decoding
process of AV3 in Section 2. The watermarking scheme will be illustrated in
Section 3. Section 4 shows the experimental results. Finally we summarize the
conclusions and the future work in Section 5.

2 AVS Audio Coding and Decoding

Since the watermark should be robust to decoding/recoding attacks we should
examine the whole AV3 codec process to search the field that can robustly con-
tain the watermark. We find that frame type, which is determined by the psy-
choacoustic model adopted in AV3, can be used to represent the watermark bits
robustly. In this section we introduce the basic process of AV3 codec as well as
the psychoacoustic model.

2.1 The Basic Process of AV3 Codec

The framework of AVS Audio codec is shown in Fig.1. In the coder, the input
PCM signal is divided into frames of 1024 samples and the compression coding
is performed on each frame. The frame is first analyzed by a psychoacoustic
model to determine whether this frame is a stationary or transient signal. The
long/short window switch decision is based on this analysis. IntMDCT is used to
transform the signal from time domain to frequency domain. Long IntMDCT will
be performed on a stationary frame and short IntMDCT will be on a transient
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Fig. 1. AVS Codec

frame. If the signal is stereo and the two channels are strongly correlated, SPSC
will be done on the signal to reduce the correlation. The IntMDCT components
will be quantized and CBC entropy coded. The coded data along with the side
information will be grouped together to form the final AV3 audio bit stream. In
the decoder the AV3 bit stream will be undergone a reversed process to obtain
the PCM stream.

2.2 Frame Type Decision Based on the Psychoacoustic Model

In order to eliminate pre-echo artifacts introduced during the coding process
and promote the coding efficiency, the audio should be classified as stationary
or transient signal [10]. Transform of different lengths will be performed on
different types of signals. In AV3 the audio is divided into frames, and the type
of a frame is determined by a psychoacoustic model. Then long IntMDCT will
be performed on a stationary frame and short IntMDCT will be on a transient
frame.

In AV3 encoder, each current frame X = {X0, X1, · · · , X1023} is partitioned
into 16 subblock of 64 samples, as illustrated in Fig.2(a). The kth subblock can
be denoted as

−→
Xk = {X64k, X64k+1, X64k+63}|k=0,1,··· ,15.
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Fig. 2. Long/Short Window Switch(Frame Type Decision) Based on the Psychoacous-
tic Model

Fig.2(b) shows the psychoacoustic model for the long/short window switching
decision (frame type decision) as following:

1. Calculation of the Maxe of each frame: Firstly each subblock energy ek is
calculated as following:

ek =
−→
Xk • −→

Xk (1)

Then the two energy values of every adjacent subblock are added to obtain
Ek:

Ek = ek + ek−1 (2)

The energy variation of the kth subblock is calculated as following:

ΔEk =
|Ek − Ek−1|

Ek−1
0 ≤ k < 16 (3)

Then the maximum energy variation of the current frame is:

Maxe = max {ΔEk|k = 0, 1, 2, · · · , 15} (4)
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2. Calculation of the Maxp of each frame:
Firstly every 2 adjacent subblocks of the frame is weighted by a hanning
window

−→
H and transformed to FFT spetral as following:

Yk = {Yk,0, Yk,1, · · · , Yk,127} = FFT {[
−→
Xk,

−→
Xk+1] • −→

H} (5)

Then the predicted spectral value is calculated as following:

Y p
k,i = (2|Yk−1,i| − |Yk−2,i|)ej(2arg(Yk−1,i)−arg(Yk−2,i)) 0 ≤ i < 64 (6)

The unpredictability of the ith spectral line of the kth subblock, ck,i, is
calculated as following:

ck,i =
|Y p

k,i − Yk,i|
|Y p

k,i| + |Yk,i|
0 ≤ i < 64 (7)

Then the unpredictability of the kth subblock is the weighted sum of ck,i:

Ck =
63∑

i=0

{|Yk,i|ck,i} (8)

Finally the maximum unpredictability of the the current frame is:

Maxp = max {Ck|k = 0, 1, 2, · · · , 15} (9)

3 AV3 Watermarking Scheme

Our goal in this paper is to design a fast, robust and inaudible AV3 watermarking
scheme based on AV3 codec processing. We hope that the watermark bits will
be in the coded bit stream so that they can be extracted from the coded bit
stream without any computation. Also we hope that the watermark is robust to
decoding/recoding attack. And the modifications should as small as possible so
that the watermark is inaudible. From Section 2.2 we know that since the frame
type relies on its own samples’ values and is independent of the quantization, it
is a robust feature that can contain the watermark bits.

3.1 Watermarking Algorithm

In this paper we use the stationary/transient type of a frame to indicate a
watermark bit:

stationary-1 transient-0

The core is to change Maxe and Maxp of a frame so that it becomes a desired
type. The details are as following.

Suppose the watermark
−→
W = {wj |wj ∈ {0, 1}, 1 ≤ j ≤ L, L ∈ Z+}. Choose L

frames to be watermarked. Denote this set of frames as

F = {Fj |Fj is the jth watermarked frame, 1 ≤ j ≤ L, L ∈ Z+}
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The embedding can be done according to the 2 different cases:

i) If frame Fj is transient and wj = 1, modify the samples’ values of frame Fj so
that this frame becomes a stationary type. The algorithm of the modification
is shown as following:
==========================================

α1 = β1 ∗ 2 ∗ E SWITCH/3 0 ≤ β1 < 1
for( k = 0; k < 16; k + + )
{

Denote the samples in the kth subblock as Xk,i|i=0,1,··· ,63
Calculate ek−2, ek−1 and ek according to Equ.(1).
Calculate ΔEk according to Equ.(2) and (3).
if( ΔEk >= 2 ∗ E SWITCH/3 )
{

e′k = α1 ∗ (ek−2 + ek−1) + ek−2
for( i = 0; i < 63; i + + )

X ′
k,i =

√
e′k/ek ∗ Xk,i

}
}

==========================================
X ′

k,i is the modified sample. According to Equ.(1-3) we have

ΔE′
k =

|E′
k − Ek−1|
|Ek−1

=

∑63
i=0 |X ′

k,i|2 + ek−1 − (ek−1 + ek−2)|
ek−1 + ek−2

=
| e′

k

ek

∑63
i=0 |Xk,i|2 − ek−2|
ek−1 + ek−2

=
|e′k − ek−2|
ek−1 + ek−2

=
|α1 ∗ (ek−2 + ek−1) + ek−2 − ek−2|

ek−1 + ek−2

= α1 < 2 ∗ E SWITCH/3

(10)

From (10) and (4), it can be easily known that maximum energy variation
of the watermarked frame, Maxe′, satisfies:

Maxe′ = max {ΔE′
k|k = 0, 1, 2, · · · , 15} < 2 ∗ E SWITCH/3 (11)

which means that this frame has been changed from a transient type to a
stationary type(see fig.2).

ii) If frame Fj is stationary and wj = 0, modify the samples’ values of frame
Fj so that this frame becomes a transient type. The modification includes 2
steps:
==========================================

Step I: Modify the sample’s values to obtain a new maximum energy
variation, Maxe′, as following:

α2 = β2 ∗ E SWITCH β2 > 1
k1 = the subscript of the subblock which has Maxe;
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e′k1
= α2 ∗ (ek1−2 + ek1−1) + ek1−2

for( i = 0; j < 63; j + + )
X ′

k1,i =
√

e′k1
/ek1 ∗ Xk1,i

Step II: Modify the samples’ values to obtain a new maximum
unpredictability, Maxp′, as following:

k2 = the subscript of a subblock that satisfies |k2 − k1| >= 4
α3 = β3 ∗ P SWITCH β3 > 1
for( i = 0; i < 63; i + + )
{

X ′
k2,i = α3

Ck2
∗ Xk2,i

X ′
k2+1,i = α3

Ck2
∗ Xk2+1,i

X ′
k2−1,i = α3

Ck2
∗ Xk2−1,i

X ′
k2−2,i = α3

Ck2
∗ Xk2−2,i

}
==========================================
Like the deduction in i) we can know that after step I the new maximum
energy variation, Maxe′, satisfies

Maxe′ >= E SWITCH (12)

FromEqu.(1-4)andbythe restriction |k2−k1| >= 4wecanknowthat themod-
ification of step II will preserve the relationship of (12). From Equ.(5-7) we can
also know that the unpredictability of each line in k2

th subblock, ck2,i, remains
unchanged. From Equ.(8), the new unpredictability of this subblock is:

C′
k2

=
63∑

i=0

{|Y ′
k2,i|ck2,i} =

63∑
i=0

{ α3

Ck2

|Yk2,i|ck2,i}

=
α3

Ck2

∗ Ck2 = α3 > P SWITCH

(13)

From (13), it can be easily known that the new maximum unpredictability,
Maxp′, is:

Maxp′ = max {C′
k|k = 0, 1, 2, · · · , 15} > P SWITCH (14)

After these two steps of modification, the new maximum energy variation
and the new maximum unpredictability of this watermarked frame, Maxe′

and Maxp′, satisfy:

Maxe′ >= E SWITCH & Maxp′ >= P SWITCH (15)

which means that this frame has been changed from a stationary type to a
transient type(see Fig.2).

During the AV3 coding processing, the type of each frame will be recorded
as one bit in the side information of the coded bits stream. Therefore the
watermark can be extracted from the coded bits stream directly.
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3.2 Some Issues in Implementation

Firstly the frames for watermark bit embedding must be carefully chosen for in-
audibility. If the frames are randomly chosen some abrupt noises will be intro-
duced due to the modifications of the very stationary or very transient frames. In
this algorithm we choose those ’intermediate’ frames for embedding whose maxi-
mum energy variation and maximum unpredictability are near the thresholds, i.e.
|Maxe− 2

3E SWITCH)| < γ1 (for embedding “1”) and |Maxe−E SWITCH | <
γ2 & |Maxp − P SWITCH | < γ3 (for embedding “0”).

Secondly from Fig.2 we can see that the frame type depends on its own Maxe,
Maxp and the type of the previous frame. During the research we find that the
type of the previous frame may be changed due to the decoding/recoding. If
that happens the decision making for the current watermarked frame will follow
a different route and thus the watermark bit may be erased. In order to avoid
this problem we adopt the modifications in section 3.1 by which the type decision
of the watermarked frame is independent on the the type of the previous frame.

Thirdly the β1, β2, β3 are the embedding strength. The smaller β1 is and the
larger β2 and β3 are, the higher robustness and less inaudibility will be. They
must be carefully chosen for the balance of robustness and inaudibility. Here we
adopted β1 = 0.9, β2 = 1.1, β3 = 1.1.

4 Experiments

In the experiments,we tested 100 clips. They are divided into 10 groups: blues,
classical, disco, country, hiphop, jazz, metal, pop, rock and speech. Each group
consists of 10 clips. All of them are of wav format, 44.1k sampling rate, 16-bit
quantization, mono, 30 seconds. The embedding is integrated into the compres-
sion processing. We embedded a watermark of 120 bits when the compression
rate is 128kbps.

4.1 Distortions

The watermark must be inaudible so as not to affect the audio quality. Here
we firstly tested the distortion by values of SNR. In the following tables and
figures SNR1 refers to the distortions brought by compression, and SNR2 refers
to the distortions brought by compression plus embedding. Table 1 shows the
average SNR values of the ten groups. We can see that the average SNR drop
of every group is around 1.5 db and the average drop of the ten group is 1.5896
db which means that the watermark is not audible. Fig.3 shows the SNR of the
100 clips.We can see that all SNR values of the compressed plus watermarked
clips drop less than 2 db compared with the merely compressed ones and are
still over 20 db meets the requirement of IFPI.

We also conducted a subjective test by 10 listeners and obtained the mean
opinion score(MOS) which is proposed by ITU-T P.800. The average MOS of
the 100 clips is 4.2 which means nearly perceptible but not annoying.
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Table 1. Average SNR values(in db) of the ten groups

group blues classical disco countryhiphop jazz metal pop rock speech
average SNR1 25.295024.8666 24.292925.344825.664725.357725.850625.005724.862624.0934
average SNR2 23.454623.0517 22.870223.512524.133523.637724.194623.627623.587022.5992

drop 1.8404 1.8149 1.4227 1.8323 1.5312 1.7200 1.6561 1.3780 1.2756 1.4941
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Fig. 3. SNR values of AV3 compression vs. compression plus embedding

4.2 Robustness

The extracted watermark
−→
W ′ is compared with the original watermark

−→
W by bit

error rate(BER). From Fig.4(a) and (b), we can see that when the recoding rate is
128kbps or 32kbps, the lowest bit rate of AV3, the BER values are all zero, which
means that the watermark is very robust to decoding/recoding(AV3 recoding)
attacks. Since MP3 is the most popular compression standard we also tested the
robustness of our algorithm to decoding(AV3 decoding)/recoding(MP3 recoding)
attacks. From Fig.4(c) and (d) we can see that it is also robust to MP3 recoding
even when the recoding rate is is 32kbps, the lowest bit rate of MP3.

Till now no efforts have been reported on the watermarking for AV3. We
compare with the one in [9] which are of MP3. The watermark capacity of [9]
is 17bps, and ours is 4bps. But in [9] error occurs when the recoding rate is
changed to a lower coding rate. In ours even when the recoding rate drops to
the lowest one, the watermark can still be completely recovered.
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Fig. 4. Robustness to decoding/recoding attacks
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5 Conclusions

In this paper we propose an AV3 watermarking algorithm which proves to be
robust to decoding/recoding(AV3 recoding and MP3 recoding) attacks. It also
achieves blind detection and inaudibility. The complexity is low since the embed-
ding is done by modifying some small portions of the audio and the watermark
can be extracted from the bit stream directly without any computation. This
method can protect the copyright of an AV3 works.

The future work is the optimization of frame selection and embedding strength
adaption.
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Abstract. Detecting the (brands and) models of digital cameras from given 
digital images has become a popular research topic in the field of digital foren-
sics. As most of images are JPEG compressed before they are output from cam-
eras, we propose to use an effective image statistical model to characterize the 
difference JPEG 2-D arrays of Y and Cb components from the JPEG images 
taken by various camera models. Specifically, the transition probability matri-
ces derived from four different directional Markov processes applied to the  
image difference JPEG 2-D arrays are used to identify statistical difference 
caused by image formation pipelines inside different camera models. All ele-
ments of the transition probability matrices, after a thresholding technique, are 
directly used as features for classification purpose. Multi-class support vector 
machines (SVM) are used as the classification tool. The effectiveness of our 
proposed statistical model is demonstrated by large-scale experimental results.  

Keywords: Camera Identification, Markov Process, Transition Probability Matrix. 

1   Introduction 

Although camera model information is stored in the EXIF header of each image dur-
ing the formation of the image, our daily-use image-editing software can easily  
remove or modify this piece of information, thus, making the camera model identifi-
cation no longer straightforward. However, finding the source camera model from the 
given images or matching images to their source cameras, if possible, might some-
times become significant evidence in the court. Our research reported in this paper 
focuses on this topic, i.e., given an image, we try to tell the source camera model of 
the image without using the EXIF information. To achieve this, knowledge of how the 
images are produced by digital cameras is a must. Fig. 1 displays a typical image 
formation pipeline which consists of a lens system, a group of filters, a color filter  
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Fig. 1. A typical image formation pipeline 

array (CFA), imaging sensor, and a digital image processor (DIP) inside a camera. 
Various researches have been (or being) conducted based on these parts of the image 
formation pipeline. 

When light comes in, it first goes through a lens system which can cause straight 
lines in object space to be rendered as curved lines in images. This kind of lens aberra-
tion was used in [1] for camera classification. In [1], the three-camera classification 
accuracy can reach more than 91%. After light comes out from the lens system, it goes 
through a filter system which consists of infra-red and anti-aliasing filters and possibly 
other kinds of filters. The output of the filter system is then input into a charge-coupled 
device (CCD) sensor by which it is transferred to electric signals. Filler et al. [2] consid-
ered the photo-response nonuniformity noise (PRNU) [3] which is caused primarily by 
different sensitivity of pixels to light caused by the inhomogenity of silicon wafers and 
imperfections during the sensor manufacturing process. In [2], seventeen different cam-
era models from eight different brands were tested. The average classification rate is 
about 87%. As sensors are of high cost, most digital cameras use only one sensor in-
stead of three to record color images and a color filter array is used in front of the sen-
sor. By doing this, each pixel only records one color component in stead of three. The 
other two components are recovered from nearby pixels according to some algorithm 
fulfilled by digital image processor (DIP) which is shown in Fig. 1. This kind of proc-
essing is called color interpolation. Inspired from the fact that different cameras use 
different color filter array and interpolation methods, Swaminathan et al. [4], Long et al. 
[5] and Bayram et al. [6] proposed their methods based on the difference of the color 
filter array and interpolation algorithms adopted by different camera models. In [4], the 
authors tested 16 different camera models from 8 brands. The average model classifica-
tion accuracy is around 83%. Five cameras from five different brands were tested in [5]. 
The brand classification accuracy is more than 95%. The average brand classification 
accuracy in [6] can reach 96% by assuming a 5x5 interpolation kernel based on three 
different cameras. As most cameras output images in the JPEG format, besides color 
interpolation, the digital image processor also fulfils the task of JPEG image compres-
sion. Choi et al. [7] proposed to use the bit per pixel and the percentage of non-zero 
integers in each DCT coefficient as features for camera model identification. The aver-
age accuracy of classifying four camera models is about 92%. Compared with all the 
above mentioned methods, Kharrazi et al. [8] provided a more universal method based 
on the statistical difference of the output images caused by the whole image formation 
pipeline. Images from five cameras of different models were classified. The average 
accuracy is 88%. 

Inspired from the fact that different camera models adopt different JPEG quantiza-
tion matrices and color interpolation algorithms, which will certainly result in the 
statistical difference of the quantized block DCT (BDCT) coefficients, together with 
other different image processing algorithms inside the DIP, such as different image 
smoothing and sharpening algorithms, as well as possible different lens and CCD 
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sensors, which will also give a joint effect on the quantized block DCT coefficients, 
we propose a new statistical model which is capable of capturing the statistical  
difference of the quantized block DCT coefficients of each JPEG image. Markov 
probability transition matrix is used here as our statistical model. Instead of directly 
calculating the probability transition matrix from the block DCT coefficients, we 
focus on the difference JPEG 2-D array consisting of the difference of the magnitude 
of the quantized block DCT coefficients. By taking difference, we assume that the 
influence caused by different image content can be reduced and the statistical differ-
ence can be enlarged, resulting in easier and hence more accurate and reliable classifi-
cation of images from different camera models. For simplicity, in this paper, only 
one-step Markov process is considered and a thresholding technique is proposed to 
achieve an effective feature-size reduction. In this paper, all the images are in JPEG 
format. We use YCbCr as our color model as it is the most widely used color model 
for JPEG compression. Probability features from 4-directional (horizontal, vertical, 
diagonal and marginal diagonal) Markov probability transition matrix are extracted 
from Y component of each JPEG image and only 2-directions (horizontal, vertical) 
are considered for Cb component (detailed explanation of the feature selection for our 
statistical model will be explained in the experiment section). Those features will then 
be used as the input of the classifiers for classification purpose. Multiclass-SVMs  
are used here as the classifier. The effectiveness of our proposed statistical model is 
displayed by large-scale experiments. 

The rest of the report is organized as follows. In Section 2, we discuss how to build 
the Markov statistical model and extract features for classification. In Section 3, the 
procedure of experiments and the results are presented. In Section 4, conclusions and 
some discussions are made. 

2   Markovian Statistical Model 

In this section, we focus on how to build our statistical model for camera model classifi-
cation. In Section 2.1, we discuss the causes of the statistical difference within quantized 
block DCT coefficients of images from different camera models. Difference JPEG 2-D 
arrays are defined in Section 2.2. The complete statistical model is provided in Section 
2.3. In Section 2.4, we give an intuitive show of the discrimination capability of our 
proposed statistical model. 

2.1   Causes of Statistical Difference on Quantized Block DCT Coefficients 

Quantization is one of the key steps of the JPEG compression procedure. It is accom-
plished by dividing 8x8 block DCT coefficients by a specific quantization table fol-
lowed by a rounding process. Although there is standard quantization tables published 
by the Independent JPEG Group, the quantization matrices within different models of 
cameras are still different, resulting in the statistical difference of quantized block 
DCT coefficients. In [7], [9], the authors did some research regarding the difference 
of JPEG quantization matrices. 

Color interpolation is another important cause of the statistical difference of  
the block DCT coefficients. In [5], the authors studied some kinds of interpolation 
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algorithms, such as bilinear kernel interpolation and bicubic kernel interpolation algo-
rithms. As the missing colors are calculated by their neighbors according to some 
algorithms, the frequency components—block DCT coefficients will definitely be 
affected. 

Different JPEG quantization matrices and color interpolation algorithms, as shown 
above, are only part of the reasons to cause the statistical difference. Other parts of the 
image formation pipeline, such as different image smoothing and sharpening algo-
rithm inside the DIP, different lens systems and CCD device etc. are all responsible 
for the statistical difference of the output image from difference camera models. In 
other words, the statistical difference on quantized block DCT coefficients is caused 
by the different image formation process with different camera brands and models. 

2.2   Difference JPEG 2-D Array 

In Section 2.1, we discussed some major factors that cause the statistical difference of 
quantized block DCT coefficients. In this section, we consider where to extract effec-
tive statistical features in order to capture the statistical difference for camera models 
classification purpose.  

Instead of extracting statistical features directly from quantized block DCT coeffi-
cients, features are extracted from the difference JPEG 2-D array. JPEG 2-D array can 
be calculated by taking the absolute value of each quantized block DCT coefficient. It 
is defined as a 2-D array that consists of the magnitudes of quantized block DCT 
coefficients. In our experiment, the contents of all the images vary a lot and differ 
from each other, which are not desired for camera model classification. To reduce the 
influence of the image contents, we introduce the difference JPEG 2-D array, which is 
defined by finding the difference between an element and one of its neighbors in the 
JPEG 2-D array. By calculating difference, we should consider the direction. Here we 
consider calculating difference JPEG 2-D arrays along four directions--horizontal, 
vertical, main diagonal and minor diagonal. (shown in Fig. 2). 

 

 

Fig. 2. From left to right: horizontal, vertical, main diagonal and minor diagonal 

Denote the JPEG 2-D array generated from a given test image by F(u,v) (u∈[1,Su], 
v∈[1,Sv]), where Su is the size of the JPEG 2-D array in horizontal direction and Sv in 
vertical direction. The difference arrays in horizontal direction are generated by the 
following formula: 

Fh(u,v) = F(u,v) - F(u+1,v) . (1)

where u∈[1,Su-1], v∈[1,Sv-1] and Fh(u,v) denote the difference arrays in horizontal 
direction. Fv(u,v), Fd(u,v), Fmd(u,v) are denoted as the difference arrays in the other 
three directions, respectively. They can be calculated in the same way. 
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It is expected that the image content influence can be reduced largely by consider-
ing the difference between an element and one of its neighbors in the JPEG 2-D array. 
By taking difference, the statistical difference caused by different camera pipelines is 
expected to be enhanced, resulting in better discrimination ability (as will be shown in 
our experiments section). 

Note that here those four difference arrays are not calculated directly from the quan-
tization block DCT coefficients, but from the JPEG 2-D arrays, which consists of the 
magnitudes of quantized block DCT coefficients. There are three reasons that we take 
absolute values before calculating the difference: 1) The magnitude of the DCT coeffi-
cients decreases along the zig-zag scanning. This characteristic can be more easily 
maintained by taking absolute before calculating difference. 2) Taking absolute value 
before calculating difference can to some extent reduce the dynamic range of the re-
sulting 2-D arrays compared with the 2-D arrays generated by calculating difference 
from the original block DCT coefficients directly. 3) The signs of DCT coefficients 
mainly carry information of the outlines and edges of the original spatial domain image 
[10]. As the outlines and edges are related only with the contents of images, they carry 
little useful information for camera model classification. Hence, by taking absolute 
values, almost all the information regarding camera models remains. 

2.3   Markovian Transition Probability Matrix 

In Section 2.2, we introduced the idea of extracting features from difference JPEG 2-
D arrays. In this section, we talk about how to extract effective features from differ-
ence JPEG 2-D arrays.  

It is known that the BDCT coefficients have been decorrelated effectively. How-
ever, there still exists intrablock correlation [11] within a local 8x8 block. Therefore, 
we propose to model difference JPEG 2-D arrays by using Markov random process 
which takes into consideration the correlations among the BDCT coefficients [12]. 
Markov process can be specified by the transition probabilities. For simplicity, here 
we only consider one-step Markov process, i.e., only correlations between immediate 
neighbors within difference JPEG 2-D arrays are considered. Fig. 3 shows a typical 
one-step transition probability matrix which is given in [13]. As there are four differ-
ence JPEG 2-D arrays calculated from four directions, the transition probability ma-
trices are calculated from their corresponding difference JPEG 2-D. Thus, totally we 
can generate four transition probability matrices from each JPEG 2-D array. Those 
transition probabilities are the features for classification purpose. 
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Fig. 3. The matrix of one-step transition probabilities P 
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Note that the size of a transition probability matrix depends on the number of dif-
ferent values within the difference JPEG 2-D array. There is certain chance that the 
number of different values is large, resulting in a huge number of transition probabili-
ties, which is not desired in practice. To solve this problem, we decide to use a 
thresholding technique [12]. In Fig. 4, the statistical average of histograms of horizon-
tal difference JPEG 2-D arrays generated from the Y components of 40,000 images 
are shown. This figure tells us the statistical distribution of the values within a JPEG 
2-D array. Since it is a Laplacian-like distribution and the information are very con-
centrated around zero, we propose a thresholding technique that limits the range of 
values from –T to +T. For those values that are either smaller than –T or large than 
+T, instead of discarding them, we force them to –T and +T, respectively, so as to 
keep as much information as possible. By introducing this thresholding technique, we 
are able to achieve a balance between the computational complexity and classification 
performance. This procedure results in a transition probability matrix of dimensional-
ity (2T+1)×(2T+1). The probabilities values in the transition probability matrix  
generated from a difference JPEG 2-D array in horizontal direction are given by 
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1 1
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Probability values from the other three directional difference JPEG 2-D array can be 
calculated in the same way. 

When images are JPEG compressed inside the camera, the first step is to convert 
images from RBG color model to YCbCr model. Therefore, it is natural to extract 
features from YCbCr representation. We calculated all the four directional difference 
JPEG 2-D arrays and transition probability matrices from Y component. As Cb and 
Cr are color components, there is also some useful information for classification 
within these two components. In our experiments, we show that features generated 
from Cb and Cr are highly correlated, hence we only use features from Cb compo-
nent. Since we know that Cb and Cr has been downsampled during JPEG compres-
sion, only two directions are considered in Cb component, resulting in further  
complexity reduction. In summary, from Y component, we generate four transition 
probability matrices, each corresponding to one direction. There are (2T+1)×(2T+1) = 
81 probability features in each of these four transition probability matrices. (Here we 
set T=4. Detailed study of selecting the proper threshold will be shown in Section 3.2) 
In total, we have 4×(2T+1)×(2T+1)=324 probability features from Y component of an 
image. As we only consider two directions for Cb component, we can generate 
2×(2T+1)×(2T+1)=162 probability features from Cb component. Combining all the 
features generated from Y and Cb component together, in total, 324+162=486 prob-
ability features are generated from each image. The block diagram of our proposed 
model is given in Fig. 5. 
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Fig. 4. The statistical average of histograms of horizontal difference arrays generated from the 
image set consisting of 40,000 JPEG images 

 
Fig. 5. Block diagram of our proposed model 

2.4   Discrimination Ability of Our Proposed Model 

A simple example is provided in this section to demonstrate the discrimination ability 
of our proposed model. Nikon Coolpix L18 and Nikon Coolpix S50 were selected as 
two camera models to be classified in this example. Each camera took 75 images. 
Each pair of the 75 images was taken from exactly the same scene by the two cam-
eras. Transition probability matrices were calculated from Y component of each im-
age. There are four transition probability matrices (four directions) extracted from 
each image. Fig. 6 gives us a comparison of the shapes of the scaled and averaged 
transition probability matrices calculated along horizontal and vertical directions from 
these two cameras. These matrices in Fig. 6 are calculated by grouping the transition 
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probabilities in the same position of the matrices, scaling them position by position 
(positions of the probabilities in the transition probability matrices) together to the 
range [0,1] followed by taking average of those scaled probabilities from the two 
cameras position by position, respectively. The difference of the shapes can be easily 
observed in both the two directions, which shows the effectiveness of our proposed 
model. This kind of observation is one of the important motivations to large scale 
experiments.  
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Fig. 6. Comparison of average values of transition probability matrices. U and V are values in 
the difference JPEG arrays. P axis is the scaled probability values. 

3   Experiments 

In Section 3.1, the experimental procedures, including classifier selection, data collec-
tion and experimental results are presented. Some discussions are given in Section 3.2 
to Section 3.6.  

3.1   Classifier Selection, Data Collection and Classification Results  

The support vector machine (SVM) is used in this paper as classifier. We use the 
polynomial kernel [14] with degree of 2 in our experiment.  

In the experimental parts of most of the previous works in this field such as in [1], 
[5], [6], [7], each camera model was represented by only one camera. This is not ade-
quate for the model identification in practice. As the images produced by only one 
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camera from each model might be too much centralized that the classifier may not be 
able to correctly classify images generated by different cameras of the same model. In 
this work, we did the experiments in a more practical and rational way. We collected 
5,000 images from each camera model. For each model, 5,000 images generated from 
30 to 40 different cameras are used for the test. By doing this, we can say that we 
have captured the characteristic of a camera model instead of a specific camera. 4,000 
out of 5,000 images are used for training from each model, 1,000 for testing. We have 
8 different models. Thus, totally we have 40,000 images. All these images were 
downloaded from www.flickr.com. We used the model illustrated in Fig. 6 to extract 
features as the input of the classifier. The classification results are shown in Table 1. 
The average model classification accuracy is 92.5%. The average brand classification 
accuracy reaches 98.1%, which is high.  

Table 1. Confusion Matrix for using 486 features. Y—4 directions. Cb—horizontal and vertical 
directions. Rates less than 2% are denoted by *. Average Accuracy=92.5%. 

 Kodak 
6490 

Kodak 
Z740 

Nikon 
D40 

Nikon 
3200 

Nikon 
4600 

Sony 
P200 

Canon 
350D 

Canon 
SD750 

Kodak 
6490 

81.5 17.2 * * * * * * 

Kodak 
Z740 

14.4 84.6 * * * * * * 

Nikon 
D40 

* * 95.7 * * * * * 

Nikon 
3200 

* * * 93.7 4.3 * * * 

Nikon 
4600 

* * * 4.4 93.1 * * * 

Sony 
P200 

* * * * * 98.4 * * 

Canon 
350D 

* * * * * * 95.7 * 

Canon 
SD750 

* * * * * * * 97.5 

Table 2. Brand Classification Confusion Matrix Calculated from Table 1. Values less than 2% 
are represented by *. Average Accuracy= 98.1%. 

 Kodak Nikon Sony Canon 
Kodak 98.9 * * * 
Nikon * 98.2 * * 
Sony * * 98.4 * 

Canon * * * 97.0 

3.2   Experimental Study on Different Threshold Values 

In this paper, a thresholding technique is used in order to reduce the dimensionality of 
features, hence manageable complexity. However, setting threshold is always accom-
panied by information loss. How to find the proper threshold value is what we are 
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concerned. In this section, we conducted some experiments on how different threshold 
values affect the average model classification result together with the information loss 
(proportion of the values in the difference JPEG 2-D array that fall out of the thresh-
olding range). For simplicity, here we only consider extracting features from horizontal 
difference JPEG 2-D array of Y component only. In this case, feature size is 
(2T+1)×(2T+1). In Table 3, relationship among feature dimension, average classifica-
tion accuracy and information loss are shown. Note that dimension of feature vector 
grows very fast with the increase of the threshold value. Comparing the case when 
threshold =4 and Threshold =5, the difference of dimensionality of features is 40, while 
there is only limited difference of classification accuracy and there are only 0.5% more 
values of coefficients that fall out of the threshold range due to the Laplace distribution 
previously shown in Fig.4. Therefore, threshold=4 is a proper choice. 

Table 3. Relationship among feature dimension, average classification accuracy and information 
loss 

 Feature 
Dimension 

Average 
Accuracy 

Information 
Loss 

TH=1 9 49.1% 19.1% 
TH=2 25 72.1% 14.1% 
TH=3 49 77.8% 11.4% 
TH=4 81 80.3% 9.2% 
TH=5 121 81.4% 8.7% 

3.3   Feature-Correlation between Cb and Cr Component 

In Section 2.3, we mentioned that features extracted from Cb component and Cr com-
ponent are very much correlated so that we only need to consider one of them. Now 
we provide the average correlation coefficient values plus the classification accuracy 
of different combination of color components in Table 4. For comparison, from each 
component, we extract 162 features (two directions). We found that the correlation 
between Cb and Cr component almost doubles the correlation either between Y and 
Cb or between Y and Cr. Combing features from Y and Cb together, the classification 
accuracy is 91.1%. If features from Cr are added in, the accuracy is 91.4%, only 0.3% 
increase, with the cost of more dimensionality (from 324 to 486). Based on these 
results, we use only Y and Cb component in this paper. 

Table 4. Correlation and Classification Accuracy 

Color Com-
ponents 

Correlation Coeffi-
cients 

Feature Dimen-
sion 

Classification 
Accuracy 

Y  162 85.4% 
Cb  162 80.9% 
Cr  162 81.0% 

YCb 0.4605 324 91.1% 
YCr 0.4642 324 90.7% 
CbCr 0.9043 324 85.0% 

YCbCr  486 91.4% 
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3.4   Taking Absolute Values Versus without Taking Absolute Values 

In Section 2.2, we explained why we need to take absolute value of quantized DCT 
coefficients before calculating the difference array. In this section, we compared the 
classification effects between taking absolute values and without taking absolute  
 

Table 5. Confusion Matrix for using 162 features without taking absolute values. Y—
horizontal and vertical directions. Rates less than 2% are denoted by *. Average 
Accuracy=84.6%.  

 Kodak 
6490 

Kodak 
Z740 

Nikon 
D40 

Nikon 
3200 

Nikon 
4600 

Sony 
P200 

Canon 
350D 

Canon 
SD750 

Kodak 
6490 

75.0 22.0 * * * * * * 

Kodak 
Z740 

21.0 76.7 * * * * * * 

Nikon 
D40 

* * 90.9 2.1 * * 2.0 * 

Nikon 
3200 

* * * 75.3 20.2 * * * 

Nikon 
4600 

* * * 20.4 75.7 * * * 

Sony 
P200 

* * * * * 97.1 * * 

Canon 
350D 

* * 2.4 2.2 * * 91.4 * 

Canon 
SD750 

* * * * * * * 95.0 

Table 6. Confusion Matrix for using 162 features with taking absolute values. Y—horizontal 
and vertical directions. Rates less than 2% are denoted by *. Average Accuracy=85.4%. 

 Kodak 
6490 

Kodak 
Z740 

Nikon 
D40 

Nikon 
3200 

Nikon 
4600 

Sony 
P200 

Canon 
350D 

Canon 
SD750 

Kodak 
6490 

75.3 22.8 * * * * * * 

Kodak 
Z740 

20.2 78.5 * * * * * * 

Nikon 
D40 

* * 90.2 2.4 * * 3.6 * 

Nikon 
3200 

* * * 78.4 18.5 * * * 

Nikon 
4600 

* * * 18.2 77.9 * * * 

Sony 
P200 

* * * * * 96.2 * * 

Canon 
350D 

* * 3.2 * * * 91.2 * 

Canon 
SD750 

* * * * * * * 95.0 
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Table 7. Confusion Matrix for using 162 features without taking difference values of quantized 
BDCT array. Y—horizontal and vertical directions. Rates less than 2% are denoted by *. 
Average Accuracy=82.8%. 

 Kodak 
6490 

Kodak 
Z740 

Nikon 
D40 

Nikon 
3200 

Nikon 
4600 

Sony 
P200 

Canon 
350D 

Canon 
SD750 

Kodak 
6490 

75.0 21.8 * * * * * * 

Kodak 
Z740 

25.4 72.0 * * * * * * 

Nikon 
D40 

* * 88.4 * 2.0 * 2.9 3.1 

Nikon 
3200 

* * * 74.4 20.5 * * * 

Nikon 
4600 

* * * 20.6 74.8 * * * 

Sony 
P200 

* * * * * 95.4 * * 

Canon 
350D 

* * 3.5 * * * 89.2 3.0 

Canon 
SD750 

* * 3.0 * * * * 92.8 

 
values to the quantized DCT coefficients. Again for simplicity, we extract features 
from horizontal difference JPEG 2-D array of Y component only. The detailed confu-
sion matrix of not taking absolute values is given in Table 5. Table 6 is the confusion 
matrix with taking absolute values. Comparing those two tables, we find that the av-
erage classification accuracy is higher (although not much higher) if we take absolute 
values before calculating difference. 

3.5   Block DCT Coefficients Array Versus Difference JPEG 2-D Array 

In our paper, features are only extracted from difference JPEG 2-D arrays instead of 
from quantized block DCT coefficient arrays because we believe that by taking dif-
ference, the statistical difference can be enhanced. We proved this assumption in our 
experimental work. Table 7 gives us the classification result of the features generated 
from block DCT coefficient arrays. To make it comparable with Table 6, we extract 
features from horizontal difference JPEG 2-D array of Y component only. The aver-
age classification accuracy is 82.8%, obviously lower than the result in Table 6, 
which proved our assumption. 

3.6   Discrimination Ability by Dimensions and Color Components 

In order to find out how much every transition probability matrices calculated along 
different directions and from different color components contribute to our statistical 
model. We conducted several experiments in which every part of our statistical model 
are tested separately. The results are shown and compared in Fig. 8. The horizontal 
axis in Fig. 8 represents different parts or combined parts. We use h,v,d,m to denote 
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horizontal, vertical, main diagonal and minor diagonal, respectively. It is observed 
that the discrimination power of features generated along four different directions 
within one color component does not differ much. The performance of features calcu-
lated from Y component is generally better than features from Cb components. 
Hence, the number of features from Cb component in our statistical model is only half 
the number of features from Y component. The red bar is the final classification result 
of our proposed model. 

Y(h) Y(v) Y(hv) Y(d) Y(m) Y(dm)Cb(h) Cb(v)Cb(hv) Y(hvdm)+Cb(hv)
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Fig. 8. Classification ability by directions and color components 

4   Conclusion and Discussion 

Markovian transition probability matrix is used in this paper to build a statistical 
model which captures statistical difference of difference JPEG 2-D arrays that caused 
by difference of the image formation pipelines inside different camera models such as 
different JPEG quantization matrix, different color interpolation algorithms. In total, 
486 features are extracted from each image along four directions from Y component 
and along two directions from Cb component. The results of large-scale experiments 
have demonstrated the effectiveness of our model.  

In this paper, we use YCbCr as our color image model. In fact, this model can also 
be implemented to other color models such as RGB. Further research will be carried 
on to study the effect of our proposed model on other color models. Also, we want to 
mention that for simplicity, in this paper, only one-step Markov transition probability 
matrix is considered. The m-step (m>1) Markov transition probability matrix can be 
calculated in the same way, which is also one of our future work. 

It is noted that the proposed statistical model can also be used for identify camera 
models from given uncompressed images such as BMP and TIFF images. In doing so, 
one only needs to apply the Markov process to difference image pixel 2-D array  
instead of to difference JPEG 2-D array as detailed in this paper. 

In our future work, some feature selection algorithms will also be implemented to 
further reduce the complexity of our statistical model. 
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Forensic Techniques for Image Source Classification:  
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Abstract. Digital images can be captured or generated by a variety of sources 
including digital cameras, scanners and computer graphics softwares. In many 
cases it is important to be able to determine the source of a digital image such 
as for criminal and forensic investigation. Based on their originating mechanism 
digital images can be classified into three classes: digital camera images, scan-
ner generated images and computer-graphics generated images.  Image source 
classification is helpful as a first step for identifying the unique device or sys-
tem which produced the image.  This paper presents a survey of different meth-
ods for solving image source classification problem, some improvements over 
them and compares their performance in a common framework. As expected 
with the advances in computer graphics techniques, artificial images are becom-
ing closer and closer to the natural ones and harder to distinguish by human 
visual system. Hence, the methods based on characteristics of image generating 
process are more successful than those based on image content. 
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Abstract. Digital images can be easily tampered with image editing
tools. The detection of tampering operations is of great importance. Pas-
sive digital image tampering detection aims at verifying the authenticity
of digital images without any a prior knowledge on the original images.
There are various methods proposed in this filed in recent years. In this
paper, we present an overview of these methods in three levels, that is
low level, middle level, and high level in semantic sense. The main ideas
of the proposed approaches at each level are described in detail, and
some comments are given.

Keywords: Image Tampering, Image Tampering Detection, Imaging
Process, Image Model.

1 Introduction

Traditionally, a photograph implies the truth of what has happened. However,
in today’s digital age, sometimes seeing is no longer believing, since our modern
life is full of digital images and (maliciously) tampering these digital images is
easy and simple by using digital processing tools which are widely available (e.g.
Photoshop). Many tampered images emerge in news items, scientific experiments
and even legal evidences. Therefore, we cannot take the authenticities of images
for granted any more. The tools and techniques that can detect image tamper-
ing are highly desirable. Although digital watermarking can be used as a tool to
provide authenticity to image, like [1,2], it is a fact that most of images that are
captured today do not contain digital watermarks. And this situation is likely
to continue for the foreseeable future [3]. Furthermore, the effectiveness and ro-
bustness of digital watermark for image tampering detection are not testified yet
and the third-party is also needed to license watermarks. Hence, passive image
tampering detection is more practical and more important. It aims at verifying
the authenticity of digital images without any a prior knowledge, like embedding
watermarks in original images. In recent years, more and more researchers focus
on image tampering detection, especially on passive methods.

Image tampering detection is a branch of image forensics which aims at as-
sessing the authenticity and the origin of images. The tasks of image forensics
can be divided into the following six categories: source classification, device link-
ing, processing history recovery, forgery detection and anomaly investigation

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 308–322, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Image 
forgery 
detection 

Image 
forensics 

Image 
tempering 
detection 

Fig. 1. The relationship among image tampering detection, forgery detection and
forensics

[4]. The relationship among (image) tampering detection, forgery detection and
forensics can be illustrated in Figure 1. In our opinion, tampering image only
means modifying the actual image (either from digital camera, or film camera
and then digitally scanned). However, apart from that, forging image also in-
cludes computer-generated realistic images.

The past few years have seen a growth of research on passive digital image
tampering detection which can be categorized at three levels (similar to those
mentioned in [5]):

1. Low Level. Methods at this level use statistical characteristics of digital
image pixels or DCT coefficients. For example, demosaicing or gamma cor-
rection during the image acquiring process will bring consistent correlations
of adjacent pixels, whereas tampering will break up this consistency. Inves-
tigating double JPEG compression for tampering detection is an example
of using statistical characteristics of DCT coefficients. Using a model of au-
thentic images which tampered images do not satisfy for tampering detection
also belongs to this level. In short, no semantic information is employed at
this level.

2. MiddleLevel. At this level, we detect the trace of tampering operation which
has some simple semantic information, like splicing1 caused sharp edges, blur
operation after splicing and inconsistencies of lighting direction, etc.

3. High Level, i.e., semantic level. Actually, it is very hard for computer to
use semantic information to do tampering detection because the aim of tam-
pering is changing the meaning of image content it originally conveyed. But,
sometimes it still works. For example, it does not make sense to have an
image in which George W. Bush is shaking hands with Osama bin Laden.

As we know, at least in recent years, computers still have difficulties in high
level image analysis. Nevertheless, they can be helpful in middle level and low
level analysis. Actually, they are better than human at these two levels [5]. In
this paper, we will give an overview of state-of-the-art passive digital image
tampering detection techniques. The rest of this paper is organized as follows.
In Section 2, we briefly introduce image tampering operation. It is followed by
an overview of low level image tampering detection in Section 3 and middle level
in Section 4. Finally, our conclusions and discussion will be given in Section 5.
1 Splicing is defined as a simple cut-and-paste operation of image regions from one image

onto the same or another image without performing post-processing.
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2 Image Tampering

To detect image tampering, we should know about image tampering operation
itself first. In [6], the author divided digital forgery operation into six different
categories: compositing, morphing, re-touching, enhancing, computer generating
and painting.

In fact, almost all state-of-the-art tampering detection technique aims at com-
positing operation. With powerful image editing tool (e.g. Photoshop or lazy
snapping [7]), compositing tampered images is much easier and can result in
much more realistic images. It always involves the selection, transformation,
composition of the image fragments and the retouching of the final image [8].
Here, we want to emphasize that a tampered image means part of the content of
a real image is altered. This concept does not include those wholly synthesized
images, e.g. images completely rendered by computer graphics or by texture
synthesis. In other words, an image is tampered implies that it must contain
two parts: the authentic part and the tampered part [9]. All the algorithms
introduced later focus on the tampered images defined here.

3 Low Level Digital Image Tampering Detection

Just like the roles of steganography and steganalysis, tampering creators and
detectors are opponents. Since it is not hard to use digital image edit tool to make
a sophisticated tampered image, which means less trace of tampering operation
can be seen from content of the tampered image, many tempering detection
algorithms have to focus on imaging process and image statistical characteristics.

3.1 Detection Based on Imaging Process

As we known, a consumer level digital camera consists of a lens system, sampling
filters, color filter array, imaging sensor, color interpolation and post-processor
as shown in Figure 2 [10]. The lens system collects and controls the light from
the scene. It is essentially composed of a lens and the mechanisms to control
exposure, focusing, and image stabilization. The light is then focused onto imag-
ing sensor (CCD or CMOS). Because each imaging sensor element is essentially
monochromatic, capturing color images requires separate sensors for each color
component. However, due to cost considerations, in most digital cameras, only
a single sensor is used along with a color filter array (CFA). The CFA arranges
pixels in a pattern so that each element has a different spectral filter. Hence,
each element only senses one band of wavelength, and the raw image collected
from the imaging sensor is a mosaic of different colors. The missing color values
for each pixel need to be obtained through color interpolation (demosaicing)
operation. The last part of digital camera is post processing like white point
correction, image sharpening, aperture correction, gamma correction and com-
pression. The processing in each stage varies from one manufacturer to the other,
and even in different camera models manufactured by the same company [3].
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Fig. 2. CCD camera imaging pipeline

As we mentioned above, only one third of the samples in a color images
are captured by the camera. The other two thirds are interpolated using color
interpolation (demosaicing). This interpolation introduces specific correlations
among adjacent pixels of a color image. When tampering a digital image, these
correlations may be destroyed or altered. Popescu and Farid [11] proposed a
method based on this judgement. Since the color filters in a CFA are arranged
in a periodic pattern, these correlations are periodic. The authors first modeled
this interpolated operation linearly. Then, expectation-maximization (EM) algo-
rithm was employed to estimate the probability of pixel being linearly correlated
to its neighbors. Finally, the similarity between the probability map of a whole
image (or selected window) and corresponding synthetic probability map was
calculated to measure the periodic correlations. If the similarity was below a
specified threshold, no periodic pattern was assumed to be present in the prob-
ability map (i.e. the image region was tampered). In this paper, the authors
did some experiments on well-designed images and images acquired from three
commercially digital cameras. All the results were promising for non-CFA inter-
polation detection. The detection method was robust to some operations, like
JPEG compression, additive noise, or luminance nonlinearities, to some extent.
However, there are some problems such as those listed as follows:

1. Tampered images composed by images from different digital cameras are
not tested in their experiment. They have different CFA interpolated regions
instead of some CFA interpolated and some non-CFA interpolated regions.
Maybe we can expect that the windows including different regions using
different interpolation algorithms are lack of the period.

2. If a tampered image is resampled onto a CFA and then reinterpolated, this
method will fail. This was also mentioned in the paper, but the authors
argued that it required knowledge of the camera’s CFA pattern and interpo-
lation algorithm which may be beyond the reach of a novice forger. However,
in our opinion, it is harder for detector to achieve it.

To make tampered image more imperceptible, resizing, rotating and stretch-
ing are often involved. Although these resampling operations are often impercep-
tible, they introduce specific correlations into the image. They can be used for
tampering detection. Hence, the same authors proposed another approach to de-
tect image tampering based on detecting traces of resampling [12,13]. They used
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the similar method as that mentioned above to detect the periodic correlations
in resampled regions of a tampered image. However, there is a problem. If an
authentic image is globally resized with no image content changing, this method
will also detect it as tampered image. Besides, other un-resampled parts of the
tampered image still have periodic correlations coming from CFA interpolation.
Why this method did not detect these regions as having periodic correlations?
We think it is because the periodic correlations introduced by resampling and
those caused by CFA interpolating are different. In other words, the similarities
between a set of synthetic probability maps, which are generated by different re-
sampling parameters, and these CFA interpolated (un-resampled) regions should
be quite low so that they can not be detected as resampling regions. Comparing
these two techniques, we can find that they seem to be contradictory. One is
detect the periodic correlations in resampled regions of a tampered image and
the other is detect the lack of periodic correlations in tampered image. Actually,
as we just said, the periodic patterns of these two kinds of correlations are dif-
ferent. This may be testified by the similarity between the synthetic probability
maps used in these two methods. The similarity score should be very low, if we
calculate.

Mahdian and Saic [14] also used periodic properties of interpolation caused
by resampling for tampering detection. The periodic property of nth derivative
(or its variance) of the interpolated signal was demonstrated in this paper. The
tampering detection method proposed in this paper was based on a few main
steps: ROI selection, signal derivative computation, radon transformation, and
searching for periodicity. The detection performance decreased as the order of
interpolation polynomial increased, hence, CFA interpolation (most are high
order interpolation) were hardly detected by this method. In [15], the authors
mentioned that this method was more difficult to detect as each interpolated
sample value was obtained as a function of more samples. Furthermore, it also
had weak results when the interpolated images were altered by further operations
like noise addition, linear or median filtering. In fact, this method has the same
problem as [12] has. Noise inconsistency was also used as a clue of tampering
occurring [15]. Technique for estimating the variance of the noise on a wavelet
component was employed.

Johnson and Farid [16] proposed another new approach by inspecting incon-
sistencies in lateral chromatic aberration as a sign of tampering. Lateral chro-
matic aberration results from the failure of an optical system to perfectly focus
light of different wavelengths. Suppose the positions of short wavelength and long
wavelength lighting on the sensor are (xr , yr) and (xb, yb). Image tampering will
lead to inconsistencies in the lateral chromatic aberration, i.e. (xr − xb, yr − yb).
Hence, given an image, the aberration can be estimated from the entire image
first, then compare it with estimates from small blocks. Any block that deviates
significantly from the global estimate is suspected of having been tampered. The
reported experiment results were promising, but for the forensics experiment in
their paper, they did not test authentic images. Hence, we do not know about the
false alarm rate (the probability of authentic image being detected as tampered



A Survey of Passive Image Tampering Detection 313

image). Besides, this experiment is based on two assumption: only a small por-
tion of an image can be tampered and tampering operation will not significantly
affect a global estimate [16].

Inconsistencies of the response function of the camera are used in [5] for tam-
pering detection. Lin et al. proposed an approach that computed the response
function of the camera by (manual) selecting appropriate patches in different
ways. The camera response function is the mapping relationship between the
pixel irradiance and the pixel value. The irradiance of the pixel on the edge
should be a linear combination of those of the pixels clear off the edges [5].
The linear relationship beaks up among the pixel values because of nonlinear
response of the camera. Usually, the camera response function is monotonically
increasing with no more than one inflexion point. The response functions of R,
G, and B channels are close to each other. Hence, the inverse camera response
function, which can recover the linear relationship around edges, is also obey this
rules. The features that can reflect these three rules were calculated from each
normal or abnormal patch (from tampered part of image) and SVM classifier
was used to train to get an effective model in [5]. If the image is tampered, some
inverse response functions of the patches along the synthesis edges will become
abnormal. However, the author also mentioned that their approach might fail if
the component images were captured by the same camera and these components
were not synthesized along object edges.

Besides inconsistencies, the absence of some camera intrinsic characteristics
can also be used for tampering detection. Lukáš et al. [17] used sensor pattern
noise to detect digital image forgeries. This method was based on detecting the
presence of the camera pattern noise in individual regions in the image. It is
a unique stochastic characteristic of imaging sensors. The tampered region was
the one that lacks of the pattern noise. This method is only applicable when the
tampered image is claimed to have been taken by a known camera or at least,
we have other images taken by the camera. In this method, first the camera ref-
erence pattern noise was obtained. Then, for a given image, noise residuals and
the correlations between noise residuals and camera reference pattern were calcu-
lated. Finally, hypothesis testing was used to determining whether the selected
regions were tampered or not. Two approaches were proposed in their paper:
the user selecting a suspicious area for detecting and automatically searching
the tampering area. Lossy compression or filtering can influence the accuracy.
Chen et al [18] detailed and improved this approach with rigorous mathematical
derivation. The detection results are very good. Actually, this approach is device
identification mentioned in Section 1. Similarly, Swaminathan et al. thought the
absence of camera-imposed fingerprints (in-camera and postcamera fingerprints)
from a test image indicated that the test image was not a camera output and was
possibly generated by other image production processes. Any change or inconsis-
tencies among the estimated in-camera fingerprints, or the presence of new types
of postcamera fingerprints suggested that the image has undergone some kinds of
processing after the initial capture, such as tampering or steganographic embed-
ding [10]. In-camera fingerprints were estimated using the method mentioned in
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[19]. All manipulation operations were considered as filtering. The coefficients of
this manipulation filter served as postcamera fingerprints were estimated using
blind deconvolution. For a given image, the manipulation filter coefficients were
first obtain, and then similarity score between these coefficients and reference
pattern was calculated. Finally, threshold was employed to give a decision. This
was for global manipulation detection. To locate tampered regions, the authors
suggested to divide a test image into several overlapping blocks and estimate
the color interpolation coefficients [20] in each block. The k-means clustering
algorithm was then employed to cluster these features into two classes. The de-
tection result was satisfying. However, if the test image is composed of more
than two kind of camera captured authentic images, clustering two classes will
be not reasonable.

Due to JPEG compression is the last step of most digital image devices, both
the original and tampered images are possibly stored in this format. Therefore,
checking wether a given image having undergone double JPEG compression will
be a good method for tampering detection [13]. Popescu and Farid found that
Fourier transforms of DCT histograms of tampered image (with double JPEG
compression) had high frequency peaks. Fu et al. [21] presented a novel sta-
tistical model based on the generalized Benford’s to detect double compressed
JPEG image. Luo et al. [22] designed a blocking artifact characteristics matrix
(BACM) and showed that the original JPEG images’s BACM exhibited regu-
lar symmetrical shape, but for images that were cropped from another JPEG
image and resaved as JPEG images, the regular symmetrical property of the
BACM was destroyed. Experiments using real tampered images are needed in
this method.

However, We should note that the evidence of double JPEG compression
does mean tampering occurring. For example, it is possible for a user to simply
resave a high quality JPEG image with a lower quality [13]. But if we check the
inconsistencies of double JPEG compression image, in other worlds, some regions
in the image undergoing twice JPEG compressing and the others undergoing only
once or twice compressing with different quality factor, the tampering operation
may be detected. Some algorithms checking these inconsistencies are introduced
as follows.

Ye et al. believed that when creating a tampered digital image, the resulted
image might inherit different kind of compression artifacts from different sources.
Hence, these inconsistencies could be used to check image integrity [23]. In their
method, suspicious area was selected for evaluation, the other areas were used to
estimate the quantization table, and then block artifact measure (BAM) of the
image was calculated based on the estimated table. So if blocking inconsistencies
are detected, the image will be deemed as suspicious. The block artifact of each
block was used to tell where the tampered areas are (high value means high
suspicion). Farid proposed a technique to detect whether a part of an image was
initially compressed at a lower quality than the rest of the image [24]. In his
paper, a test image’s central region was recompressed at JPEG quality Q1 lower
than its original JPEG quality Q0. Then it was resaved at various qualities Q2.
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The normalized difference image was calculated as a function of Q2. The K-S
statistic was used to compute the statistical difference between the testing im-
age’s central region and the rest of the image. If the K-S statistic for any quality
Q2 exceeded a specified threshold, the image would be classified as manipulated.
For an actual tampered image, we can divide the image into several blocks. If
the K-S statistic for any quality in any block exceeds the threshold, the image
will be classified as tampered image, and the block whose K-S statistic exceeds
the threshold will be classified as tampered block.

He et al. [9] proposed a method under an assumption that both tampered
and authentic part of a tampered image undergo double JPEG compression.
They found that the DCT coefficient histograms of the authentic part had dou-
ble quantization (DQ) effect (periodic pattern of peaks and valleys), but the
histograms of tampered part did not have DQ effects. They thought there were
several reasons: the first was that the tampered part might cut from other loss-
less images; the second was that the DCT grid of the tampered part might
mismatch with that of the authentic part; and the third was that 8 ∗ 8 blocks
along the boundary of the tampered part consisted of pixels both from tampered
part authentic part. In their paper, for a given image, the periods of the DCT
coefficient histograms were firstly calculated. Next, the posteriori probability of
a given bin being a tampered block or an authentic block was calculated. And
then, a normality map of blocks of image was obtained. Finally, features were ex-
tracted from this map using clustering result, and SVM classifier was employed
to train and predict. If a test image is detected as tampered one, those blocks
whose normalities are below threshold should be considered as tampered ones.
The examples shown in the paper were all successfully detected. This method is
an excellent working method.

3.2 Detection Based on Image Model

As we know, natural scene images should occupy a highly regularized subspace in
the entire image space, and random pixel images take up the rest of the space [8].
If the distribution of the natural scene images is deterministic and fully known,
the tampered image is easy to find. However, tampered image creators can also
know this distribution, and then they will make a tampered image obeying it so
that disable the tampering detection methods using this distribution. Luckily,
it is difficult to achieve such perfect distribution. Without a complete model
for the natural scene images, the knowledge of the opponent’s technique would
become a great advantage [8]. Instead of preventing image tampering creators
from having a full knowledge of the detection algorithms, the image tampering
detectors should make an effort to master image tampering creation process
and find some clues to design detection algorithms. In this approach, we need
to design a set of features that are sensitive to image tampering and use it to
train a model with machine learning algorithms, and then employ this model for
predicting the category of a testing image.

Farid and Lyu [25] described a statistical model for natural images that is
built upon a multi-scale wavelet decomposition. The model consists of first-and
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higher-order statistics that capture certain statistical regularities of natural im-
ages. The image decomposition was based on separable quadrature mirror filters
(QMFs). The statistical moments, mean, variance, skewness and kurtosis, of the
subband coefficients at each orientation and scale and those of the log error be-
tween the actual coefficients and predicted coefficients were combined to form
a feature vector of “natural image”. In their paper, this image model’s effec-
tiveness in steganalysis, distinguishing computer graphics and photograph and
classifying live and re-broadcast images were testified by high detection accu-
racies. However, it was not proofed in tampering detection. In our opinion, it
may still work to detection tampering, but only can tell whether a given image
is tampered or not. Tampered areas cannot be located with this method. Bayra
et al. [26] developed several single tools to detect the tampering operation first,
and then fused these “weak” detectors together to detect tampering. The feature
vectors BSM [27], IQM [28], and HOW [29], which were initially proposed for
steganalysis, were used in this paper. In the feature selection process, sequential
forward floating search (SFFS) was employed to create a core feature set. Shi
et al. [30] believed that on one hand, steganography and splicing had different
goals and strategies causing different statistical artifacts on images, on the other
hand, both of them made the touched (stego and spliced) image different from
corresponding original ones. Therefore, they built a natural image model using
the features including statistical moments of characteristic functions and Markov
transition probabilities from image 2-D array and multi-size block discrete co-
sine transform 2-D array. A similar approach was proposed in [31]. All the ideas
of the methods mentioned above are borrowed from steganalysis. However, how
to use such models to distinguish tampered images from stego ones may be a
problem.

In the frequency domain, a “natural” signal has weak higher-order statistical
correlations. Some “un-natural” correlations will be introduced if this signal is
passed through a non-linearity (which would almost surely occur in tampering)
[32]. Based on this, Ng et al. [33] studied the effects of image splicing on mag-
nitude and phase characteristics of bicoherence (the normalized bispectrum).
The difference between means of magnitudes of a test image’s bicoherence and
its estimating authentic vision’s bicoherence and the difference between negative
phase entropy of those two were used as features. The classification accuracy was
about 63%. The best performance was 71% when these features and edge pixel
percentage feature were combined. Theoretical justification for this approach
was proposed in [34].

3.3 Other Low Level Image Tampering Detection Algorithms

Although duplicated regions of tampered image can be detected by some of the
algorithms mentioned above, there are several targeted techniques for detecting
them. Copy-move is a specific type of image tampering, where a part of the image
is copied and pasted on another part of the same image. A correlation between
the original image part and the pasted one were introduced by copy-move. This
correlation can be used as a clue for a detection of this type of tampering [35].
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Fridrich et al. [35] chose a block with B ∗ B pixels first, and then slid it by
one pixel along row and column. Arriving at each new position, the block values
were turned into row vector and stored it into the row of matrix A. The rows
of the matrix A were lexicographically ordered. The matching rows were easily
searched by going through all rows of the ordered matrix A. For robust matching,
quantized DCT coefficients of image were used. Popescu and Farid [36] applied
a principal component analysis (PCA) on small fixed-size image blocks to yield
a reduced dimension representation. This representation was robust to minor
variations in the image due to additive noise or lossy compression. Similar to
[35], duplicated regions were then detected by lexicographically sorting all of the
image blocks. The detection accuracy was very good except for the situation
that the block sizes are small and the image undergos low JPEG qualities after
tampering. Bayram et al. [37] proposed to extract features from the image blocks
by using Fourier-Mellin Transform. The authors thought these features were
not only robust to lossy JPEG compression, blurring, or noise addition, but
also to scaling and translation invariant. Both lexicographic sorting method and
counting bloom filters were implemented in their paper. Actually, because of
using hash function, counting bloom filters can only detected the duplicated
blocks which are exactly same.

In fact, using these methods to detect duplicate regions, some flat, uniform
areas, such as the sky, may lead to false matches. Furthermore, the more robust
the algorithm is, the higher probability of this false matching is.

4 Middle Level Digital Image Tampering Detection

As we know, some image tampering operation will leave some semantic cues
that can be used for us to detect tampering, such as splicing caused edges which
are sharper and less smooth than other original edges in image. And sometimes
there are inconsistencies of lighting direction in the composited image. In this
section, we will introduce some techniques that utilize these semantic clues to
detect tampering.

Chen et al. [38] thought that spliced image may introduce a number of sharp
transitions such as lines, edges and corners. Phase congruency, which had been
known as a sensitive measure of these sharp transitions, were used as features
for splicing detection. In addition, statistical moments of characteristic functions
of wavelet subbands were also employed. Consequently, the proposed scheme
extracted image features from 2-D phase congruency and wavelet characteristic
functions of image and its predict-error image. Though the experiment results
are not bad, feature extraction is time consuming. Actually, both low level and
middle level features are used in this method.

Blurring is a very common process in digital image tampering. It could be
used to conceal the influence caused by splicing or to remove unwanted defects.
Hence, if a suspectable blurring operation is detected in a image, we may say
that it may undergo tampering operation. Hsiao et al. [39] proposed local blur
estimation method. Firstly, a quality factor of blur percentage of whole image
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was quantified, and then a mapping function between it and threshold (which
will be used for determine which parts of image are blurry) was estimated. There-
fore, given an image, we can estimate its quality factor first, and then use the
mapping function to calculate the threshold. Finally with this threshold we can
tell which part of the image is blurry. We should note that there are also blurry
parts of authentic image, hence this method cannot provide direct answer to the
tampered area. However, if there are blurred regions appearing oddly in focused
regions, we should highly doubt these regions [39].

In [40], Johnson and Farid considered the use of light source direction inconsis-
tencies across an image to detect image tampering. The light source direction was
estimated from a given image. Surfaces of known geometry (e.g., plane, sphere,
cylinder, etc.) in the image were manually partitioned into approximately eight
small patches first, and next three points near the occluding boundary were se-
lected for each patch and fitted with a quadratic curve. And then, the surface
normals of each patch were estimated from these curves. Finally, the infinite
light source (local and multiple light source can be considered as a single virtual
light source) direction was estimated from the surface normals. Hence, if there
is inconsistencies of light direction in an image, it will be regard as tampered
image. However, there is a restriction in this method, i.e., we should select the
patches manually. Another problem is when pictures of both the original and
tampered objects were taken under similar lighting or non-directional lighting
conditions, the method does not work. The authors proposed another approach
[41] which was appropriate in more complex lighting environments containing
multiple light sources or non-directional lighting (e.g., the sky on a cloudy day).
An arbitrary lighting environment was expressed as a non-negative function on
the sphere to make the estimation of the coefficients of lighting environment
easy. For tampering detection, an error measure between estimated lighting en-
vironments of two different objects in an image was computed. If the error is
larger than the threshold, the image will be detected as tampered one. Simi-
larly, they proposed a method to detect tampering through specular highlights
on the eye because they were a powerful cue to the shape, color and location of
the light source [42]. The known geometry of the eye was exploited to estimate
the camera calibration parameters. Then the surface normal of eye and camera
view direction were calculated so that the light source direction was worked out.

5 Discussions and Conclusions

There is a growing need for digital image tampering detection. Many techniques,
some of which were introduced in this paper, have been proposed to address
various aspects of digital image tampering detection. From this survey, we can
find that most proposed tampering detection methods aim at detecting inconsis-
tencies in an image, and the majority of them belong to the low level category.
Although many of these techniques are very promising and innovative, they have
limitations and none of them by itself offers a definitive solution [43].

Actually, with growing attention, image tampering detection encounters some
attacks. A targeted attack is a method that avoids traces detectable with one
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particular forensic technique which the developer of the attack usually knows.
Kirchner and Bohme [44] aimed at attacking against a specific technique to de-
tect trace of resampling in uncompressed images proposed by Popescu and Farid
[12]. They proposed three types of attacks in their paper. Conversely, universal
attacks try to maintain or correct as many statistical properties of the image as
possible to conceal manipulation even when presented to unknown forensic tools.
In this sense, a low quality JPEG compression of tampered images can be inter-
preted as universal attack [44]. Forensic and counter-forensic techniques play a
cat-and-mouse role. Thereby we can believe that such competition is mutually
beneficial.

Therefore, we can hope that as more detection tools are developed it will be-
come increasingly more difficult to create convincing tampered digital images.
Besides, as the suit of detection tools expands we believe that it will become
increasingly harder to target attack each of the detection schemes [13]. How-
ever, there are several issues requiring attention when we want to propose new
approaches.

1. Public Image Database and Performance Evaluation. With more and
more tampering detection algorithms being proposed, performance compar-
ison cannot be ignored. Consequently, public image database is urgently
needed and it should cover as many kinds of authentic images and diverse
tampering manners as possible. The only one public image set [45] is for
splicing detection and is a little bit simple. In addition, criteria are required
when we compare performances of different algorithms, like ROC curves and
location accuracy of tampered region.

2. Usability. Many proposed approaches can only detect some kinds of tam-
pering operations. Furthermore, some of them are tested on well-designed
tampered images. If we expect image tampering detection techniques to be
of practical importance, usability can not be ignored.

3. Detection Strategy. There are several techniques based on checking
whether some parts of an image undergo some operations that may occur in
image tampering. But it will cause some problems. For example, if an au-
thentic image undergoes global scaling or blurring, but image content does
not change, these techniques will also consider the authentic image as tam-
pered. Hence, checking inconsistencies of some statistical characteristics of
an image for tampering detection is a wise choice.

As image tampering detection is just at its infancy stage, there is still much
work to be done and some ideas can be borrowed from other research areas, like
techniques developed for camera identification. Also, knowledges from computer
vision, signal processing, computer graphics, pattern recognition and imaging
process will be needed for further analysis [8].
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Abstract. Computer graphics identification has gained importance in
digital era as it relates to image forgery detection and enhancement of
high photorealistic rendering software. In this paper, statistical moments
of 1-D and 2-D characteristic functions are employed to derive image fea-
tures that can well capture the statistical differences between computer
graphics and photographic images. YCbCr color system is selected be-
cause it has shown better performance in computer graphics classification
than RGB color system and it has been adopted by the most popularly
used JPEG images. Furthermore, only Y and Cb color channels are used
in feature extraction due to our study showing features derived from
Cb and Cr are so highly correlated that no need to use features ex-
tracted from both Cb and Cr components, which substantially reduces
computational complexity. Concretely, in each selected color component,
features are extracted from each image in both image pixel 2-D array and
JPEG 2-D array (an 2-D array consisting of the magnitude of JPEG co-
efficients), their prediction-error 2-D arrays, and all of their three-level
wavelet subbands, referred to as various 2-D arrays generated from a
given image in this paper. The rationale behind using prediction-error
image is to reduce the influence caused by image content. To generate
image features from 1-D characteristic functions, the various 2-D arrays
of a given image are the inputs, yielding 156 features in total. For the
feature generated from 2-D characteristic functions, only JPEG 2-D ar-
ray and its prediction-error 2-D array are the inputs, one-unit-apart 2-D
histograms of the JPEG 2-D array along the horizontal, vertical and di-
agonal directions are utilized to generate 2-D characteristic functions,
from which the marginal moments are generated to form 234 features.
Together, the process then results in 390 features per color channel, and
780 features in total Finally, Boosting Feature Selection (BFS) is used to
greatly reduce the dimensionality of features while boosts the machine
learning based classification performance to fairly high.

Keywords: Moments of Characteristic Functions, Computer graphics
classification, boosting.

1 Introduction

Computer graphics (CG) have become more and more photorealistic due to the
advancement made in rendering software. As a result, it has become very much
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difficult for people to visually differentiate them from photographic images (PG).
Therefore, high photorealistic CG may be exploited as either a convincing form
of image forgery or a replacement of hard-oriented scene in movie production;
consequently, identifying CG appears to be an important task in both image
forgery detection and a benchmark for rendering software. From a practical
point of view, an automatic classification system is certainly more suitable and
realizable to deal with this issue than human inspection which is hard to reach
high accuracy, confidence and reliability in identifying high photorealistic CG.

The objective of this research is to develop a statistical model-based approach
to automatically discriminate CG from PG. The effectiveness of the image fea-
ture vector is then evaluated by the classifier in the machine learning (ML)
framework, such as Support Vector Machines (SVM) classifier.

In the literatures, several classification systems based on different types of
image features have been reported. In [1], modeling characteristics of cartoon
plays a crucial role in classifying cartoons, a particular type of CG. The features
are extracted from the color saturation, color histogram, edge histogram, com-
pression ratio, pattern spectrum and the ratio of image pixels with brightness
greater than a threshold, resulting in the image feature vector of size 108. In
[2] image decomposition based on separable quadrature mirror filters (QMFs)
was employed to capture regularities inherent to photographic images. Half of
features, of size 36, are derived from the first four order statistics of horizon-
tal, vertical and diagonal high-frequency subbands. The other half of features is
collected from the same four statistics of the linear prediction error for the high-
frequency coefficients. The total number of features is 72 per RGB color channel,
yielding a grand total of 216 features. In [3] 192 geometry features are extracted
by analyzing the differences existing between the physical generative process of
computer graphics and photographic images and characterized by differential
geometry and local patch statistics. In [4] and [5], moments of characteristic
functions of wavelet subbands are used with HSV and YCbCr color models, re-
spectively. Each color component image is decomposed into three levels using
Haar wavelet. At each level i, i = 1, 2, 3, there are four subbands (LLi, HLi, LHi,
HHi). Totally, there are 13 subbands involved in the feature extraction if the
component image itself is deemed to be a subband at level 0. For each subband,
the first three moments are computed, resulting in 39 features. In addition to
the component image, its prediction error image is applied to the same process
to reduce the influence of image content, so a total of 78 features are the output
of a color component. Both two and three color component images are used and
reported in [4] and [5], which correspond to 156 and 234 features, respectively.

In this paper, all features were constructed in YCbCr color system using sta-
tistical image model based on moment of 1-D and 2-D characteristic functions
to separate CG from PG. There are differences between CG and PG. For ex-
amples, CG are smoother in color than PG in texture area, but the changes
in color intensities from one region to another can be abrupt. Edge and shade
of computer graphics hold different characteristics from photographic images.
Fewer colors are contained in computer graphics. Scrutinizing how CG and PG
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generally differ from each other, we are certain that their different nature causes
the statistical difference which can be well captured by statistical moments.
Therefore, statistical moments of 1-D and 2-D characteristic functions are em-
ployed to formulate the statistical model for classification. Per each color compo-
nent, the moments of 1-D characteristics are partially calculated from the given
image pixel 2-D array and all subbands resulted from three-level discrete wavelet
decomposition applied to the images. The same process is later applied to the
JPEG 2-D array containing the magnitude of all of the quantized block DCT
coefficients of the given image, thus producing the other half of moments of 1-D
characteristic functions. In addition, one-unit-apart 2-D histogram of the JPEG
2-D array along the horizontal, vertical and diagonal directions are utilized to
generate 2-D characteristic functions, from which the marginal moments are gen-
erated to from the third part of features. After all, the process will then result in
390 features per one color channel. Here we use only Y and Cb channels in fea-
ture formulation to keep computational complexity manageable, resulting in 780
features in total. These moment features together formulate a statistical model
for CG and PG. Further, we apply Boosting Feature Selection (BFS) to reduce
feature dimensionality, nevertheless, turning in a fairly enhanced classification
performance.

The rest of the paper is organized as follows. In Section 2, we discuss the
statistical model formation. Next in Section 3, experimental results are shown.
Later in Section 4, we detail about Boosting. Finally in section 5, conclusion will
be drawn together with the direction for our future work.

2 Image Statistical Model

In this section, the feature formation procedure based on moments of 1-D and
2-D characteristic functions are presented.

2.1 Moments from Image Pixel 2-D Array

The histogram of a digital image is essentially the probability mass function, the
characteristic function of which can be calculated by taking the Fourier transform
of the histogram. The absolute moments of characteristic function used in our
method is defined as [6]

Mn =
∑N

2
i=1 xn

i |H(xi)|∑N
2

i=1|H(xi)|
(1)

where H(xi) is the characteristic function component at discrete Fourier trans-
form (DFT) frequency xi, N is the total number of different pixel values in the
image. The magnitude of its DFT is symmetric because the histogram is real-
valued. Therefore, we can just take half of the points into consideration which
much simplifies calculation. Note that here we do not concern H(x0) due to the
fact that H(x0) indeed represents the total number of pixels in an image, which
should not be considered as a distinguishing feature because two different images
may have the same resolutions.
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Apart from the image itself, the prediction-error image is proposed here to
greatly eliminate any domination caused by image content over the statistical
differences of CG and PG. In that, we estimate each pixel grayscale value in the
original image and form a prediction-error image by subtracting the predicted
image from the original image. By doing so, most of the image content can be
eliminated by a large degree. Therefore, we believe that the prediction-error
image is effective in detecting CG and PG.

For a 2 × 2 block in image pixel 2-D array, the prediction [7] is given in (2)
and Fig. 1.

x̂ =

⎧⎪⎨
⎪⎩

max(a, b) c ≤ min(a, b)
min(a, b) c ≥ max(a, b)
a + b − c otherwise

(2)

where a,b are the neighbors of the pixel x. c is at the diagonal position of x,and
x̂ is the prediction value of x.

Fig. 1. The context of prediction error

Discrete wavelet transform has image decorrelation capability, so features gen-
erated from different subbands in the same level are uncorrelated with each other,
which is a desired property for classification. In our approach, three-level Haar
wavelet transform is used to decompose an image into four subbands for each
level, resulting in 12 subbands in total. Adding the original image itself with these
12 subbands, we have totally 13 subbands. For each subband, the first three mo-
ments of characteristic functions are computed, resulting in 39 features. We go
through the same process for the prediction-error image, which gives us another
set of 39 features. Thus, a total of 78 features are formulated from the given
image and its three-level DWT decomposition.

2.2 Moments from Image JPEG 2-D Array

JPEG images have been in widely use and the most available format nowadays.
In our experiment, all the images are in JPEG format. As the difference in
the characteristics between CG and PG may induce the statistical difference on
the JPEG coefficients, extracting features in the JPEG domain along with the
features generated from the spatial domain would certainly be beneficial. In this
paper, JPEG 2-D array is defined as a 2-D array consisting of the magnitude of
JPEG coefficients. That is, for a given JPEG image, we apply Huffman decoding,
resulting in quantized block discrete cosine transform coefficients arranged in
non-overlap and consecutive 8 × 8 blocks. For each of these coefficients we take
magnitude, producing the so-called JPEG 2-D array.
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1-D Histogram and Moments of 1-D Characteristic Function. Here only
the JPEG 2-D array of a given image is considered. The same fashion as done
with the image pixel 2-D array described in Section 1 is done with the JPEG
2-D array, thus generating another set of 78 features.

2-D Histogram and Marginal Moments of 2-D Characteristic Function.
As show generally in random signal processing [8] and specifically in steganalysis
[7] that 1-D histogram does not carry sufficient information about the correlations
among pixels nearby to one another so the usage of the 2-D histogram [9] has been
introduced to capture more statistical properties of an image.

The 2-D histogram [9], so-called dependency matrix or co-occurrence matrix,
measures the joint occurrence of pairs of pixels separated by a specific distance
and orientation and is defined in (3).

hd(j1, j2; ρ, θ) =
N(j1, j2; ρ, θ)

NT (ρ, θ)
(3)

where N(j1, j2; ρ, θ) is the number of pixel pairs (j1, j2) separated by the distance
ρ and angle θ with respect to the horizontal axis and NT (ρ, θ) is the total number
of pixel pairs in the image separated by (ρ, θ).

Fig. 2. From left to right: horizontal, vertical, diagonal orientation

This joint occurrence implies correlation of the pixels or JPEG coefficients of
an image. Therefore, it can be used to differentiate CG from PG on the corre-
lations of JPEG coefficients caused by color distribution and edge information
in a given image. We believe that features derived from the 2-D histogram can
substantially enhance the discriminative capability of the classifier. In 2-D his-
togram calculation, the geometric relation between pixels does matter. In this
work, horizontal, vertical and diagonal directions with unit distance(shown in
Fig. 2) are concerned;in other words, the pairs (x, a), (x, b) and (x, c) in Fig. 1
are separated by (1, 0), (1, −π

2 ) and (1, −π
4 ).

In our work, we only consider calculating 2-D histograms from the magnitude
of the JEPG 2-D array and its three-level wavelets transforms. We then apply
the 2-D DFT to 2-D histograms and obtain the 2-D characteristic functions. For
each of the three different orientations, we can generate two marginal moments
from a 2-D array (one moment for each axis), which can be calculated along
the u (horizontal) and v (vertical) axis. The marginal moments [7] of the 2-D
characteristic functions are given by

Mu,v =

∑N
2

j=1
∑N

2
i=1 un

i |H(ui, vj)|∑N
2

j=1
∑N

2
i=1|H(ui, vj)|

(4)
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where H(ui, vj) is the 2-D characteristic function component at frequency (ui,vj).
N is the total number of different absolute values of coefficients in a subband of
interest.

In summary, the JPEG 2-Darray and its all of three level wavelet decomposition
result in 13 2-D arrays. For each 2-D array, we use three different orders, i.e., 1st,
2nd, and 3rd order of two marginal moments. With three orientations, i.e., three
2-D histograms along horizontal, vertical and diagonal direction, we can generate
3 × 2 × 13 × 3 = 234 marginal moment features from the JPEG 2-D array.

2.3 Block Diagram

Blending the 234 features generated in Section 2.2 with the features generated in
the previous sections, we attain 78+78+234 = 390 features in total from one com-
ponent image. The comprehensive representation of the whole feature extraction
procedure is shown in Fig 3 and detailed whole statistical model is in Fig 4.

Fig. 3. The comprehensive block diagram of our image statistical model:(a) block dia-
gram, (b) sub-block diagram for moment extraction, (c) sub-block diagram for marginal
moment extraction

2.4 Correlation Analysis among Color Components

In this subsection, we reveal an interesting phenomenon from our study on the
correlation among the features derived from our proposed method from different
color components. In our work, the correlation level is measured by the corre-
lation coefficient ρX,Y between two random vectors, X and Y , whose expected
values are respectively represented by μX and μY and standard deviations are
by σX and σY , and from [8]
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Fig. 4. Detailed statistical model for one component

μX,Y =
cov(X, Y )

σXσY
=

E((X − μX)(Y − μY ))
σXσY

(5)

The 390 features per color component were extracted from 3 color components,
Y, Cb and Cr, from 4,000 CGs and 4,000 PGs, and then were used as inputs
to (5). Therefore, for each class and each combination of two color components,
there were 4,000 correlation coefficients which would later be arithmetically av-
eraged and tabulated in Table 1.

Table 1. The arithmetic average of the correlation coefficients of feature vectors from
any two color components in YCbCr color system

Color
components

ρavg

computed
from 4,000

CGs

ρavg

computed
from 4,000

PGs
YCb 0.5853 0.6498
YCr 0.5453 0.6095
CbCr 0.9033 0.9239

The resultant statistics has obviously shown that the features generated from
Cb and Cr components are much more highly correlated than any other combi-
nations of two components, YCb and YCr. Since the correlation of features from
YCb and YCr combination are very close, we can select either of them without
significant difference in detection rate. This fact led us to select only Y and Cb
components in feature formation process, resulting in 780 features, which can
dramatically reduce the computational complexity.
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2.5 An Example to Demonstrate Effectiveness of Proposed Image
Statistical Model

The scaled 780-feature values derived from two different sets of 100 randomly
selected CGs are depicted in comparison with those of PGs in Fig. 5 and in
Fig. 6, in which the graphs for CG category are on the left and that of PG on
the right, where the horizontal axis defines the index of the 780 features and the
vertical axis represents the scaled features values ranging from 0 to 1.

Even though the image contents in those sets of images are totally differ-
ent, the two feature patterns in the same category displayed in Figs. 5 and 6
closely resemble each other whereas those in different category differ apparently,

Fig. 5. The comparison of CG and PG features from the first sets of 100 images
randomly selected from large image datasets of CG and PG: (a) the plots of 100 scaled
features of CG and (b) the plots of 100 scaled features of PG

Fig. 6. The comparison of CG and PG features from another sets of 100 images ran-
domly selected from large image datasets of CG and PG: (a) the plots of another set of
100 scaled features of CG and (b) the plots of another set of 100 scaled features of PG
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which demonstrate that our statistical model can capture the unique statistical
pattern of images in each category with less influence on the contents of the
images.

3 Experiment

In our simulation, CGs are collected from [10] and [11] where more than 50
redering softwares, for examples 3D Studio Max, After Effects and AutoCad,
are used to generate photorealistic images. For PG, a small portion of our image
sets are also from [10] while the majority is gathered by our group. We also
impose two restrictions on the size of image sets in the experiment: 1) the ratio
of the number of PG over that of CG be approximately 2:1 in order to draw
a fair comparison with [4] and [5]; 2) the ratio of the total number of images
over the dimensionality of features be about or greater than 10. Both constraints
imply sufficient statistics. In our experiments, 15,200 PGs and 7,492 CGs are
used in simulations.

In order to compare our results with [4], SVM classifier with Radial Basis
Function (RBF) kernel is employed as it is used in [4]. The RBF kernel is de-
scribed in [12].

H(x, x′) = exp(−γ ‖x − x′‖2), γ > 0 (6)

where γ is a kernel parameter and here is determined by default calculation of
Matlab SVM toolbox. Throughout 20 runs of experiments, we train classifier by
randomly selecting 5/6 of images in the sets, and the rest 1/6 of images in the
sets are used for testing. The arithmetic average of detection rates is shown in
Table 2 where TP (true positive) stands for the correct detection rate of CG,
TN (true negative) defines the detection rate of PG, and the accuracy is the
arithmetic weighted average of TP and TN. The classification performances of
our method are also compared with the best performance reported in [2], [3],
and [4]. It is obvious that our proposed 780 features outperform those reported
in [2], [3] and [4].

Table 2. Detection rates in percentage (The numbers are shown as reported in [2], [3]
and [4] and the mark “-” stands for no information available)

Method [2] [3] [4] Proposed BFS
TP 68.6 - 71.9 67.8 85.9
TN 92.9 - 92.3 97.3 96.0

Accuracy 80.8 83.5 82.1 87.6 92.7
Feature size 216 192 243 780 450
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4 Performance Boosting

Although the proposed scheme with 780 feature perform well in CG classifica-
tion, the large number of features leads to high computational complexity, in
particular in feature extraction from large number of images. Therefore, we uti-
lize boosting algorithm for feature selection in our work, which is reported in
this section.

4.1 Boosting

It is well known that Discrete AdaBoost [13],a learning algorithm, enhances
binary classification performance. The logic behind this algorithm is to combine
a set of weak classifiers (weak learners) to form a strong classifier in a weighted
manner. Given a set of training data (x1, y1), . . . , (xm, ym) with a variable of
the feature vector xm and its corresponding label ym ∈ {−1, 1} , where m =
1, . . . , M . (Here +1 denotes the positive samples and -1 the negative ones), one
can define:

F (x) =
M∑
i=1

cmfm(x) (7)

The outline of discrete AdaBoost algorithm is as follows:

1. Start with weights ωi = 1
N , i = 1, . . . , N ,

2. Repeat for m = 1, . . . , M ,
2.1 Fit the classifier fm(x) ∈ {−1, 1} using weights ωi on the training data.
2.2 Compute errm = Eω[1(y �=fm(x))], and then cm = log(1−errm

errm
)

2.3 Set ωi ← ωi exp[cm · 1(yi �=fm(xi)), i = 1, . . . , N , and re-normalize it so
that

∑
i ωi = 1.

3. Output the classifier sign[
∑

m=1 Mcmfm(x)].

4.2 Boosting Feature Selection

In [14] BFS algorithm combines AdaBoost and ensemble feature selection to-
gether. The effective features for classification are distinctively selected on the
basis of lowest weighted error errm for the given weighted ωi. As the weight
changes, different input variables are selected for the current classifier fm(x).
Mathematically, one can denote:

fm(x) = βmb(x, γm) (8)

where βm is a multiplier and γm is the order of dimensionality of x in the whole
input vector, and b(.) denotes the mth column of the input feature vector. In
[14], it is stated that one can solve for an optimal set of parameters through a
“greedy” forward stepwise approach with updates:

{βm, γm} ← arg min
β,γ

E[y − Fm−1(x) − βb(x; y)]2 (9)
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for m = 1, 2, . . . , M in cycles until convergence, where {βm, γm}M−1
1 are fixed at

their corresponding solution values at earlier iterations in the algorithm. After
several iterations, a powerful classifier could be produced using only a portion
of all input variable.

Applying BFS in our work has resulted in 450 features out off 780 features
and it is turned out that the classification performance based on our feature
selection is even higher than that achieved by the original 780 features, which
is shown in the right-most column of Table 2. Specifically, the classification rate
with 450 features reaches 92.7%, 5.1% higher than using 780 features.

In Table 3, the SVM classification performances with different numbers of ef-
fective features are detailedly shown. It is observed that the maximum detection
rate is achieved as 450 features are selected.

Table 3. The SVM classification rates in percentage based on the numbers of selected
features (M)

TP 40.12 76.58 80.98 83.68 84.78 86.82 86.22 85.94 84.04 83.04 79.70 74.33
TN 90.07 93.14 93.57 94.35 94.79 95.50 95.78 95.99 96.02 96.03 96.01 96.87

Accuracy 73.58 87.67 89.41 90.83 91.48 92.63 92.62 92.67 92.06 91.74 90.62 89.43
M 10 100 200 300 350 400 425 450 475 500 600 700

Table 4 shows the distribution of 450 selected features from each category in
percentage. The statistics in this table can basically tell us the level of contribu-
tion of features in each category to classification system.

Table 4. The distribution of 450 selected features from each category in percentage

Spatial 1D
CF of Y

JPEG 1D
CF of Y

JPEG 2D
CF of Y

Spatial 1D
CF of Cb

JPEG 1D
CF of Cb

JPEG 2D
CF of Cb

2.67 12.44 37.78 5.33 12.22 29.56

5 Conclusions and Future Works

Moments of 1-D and 2-D characteristic functions are used in this paper to build
a statistical model that captures statistical difference between computer graphic
(CG) and photographic image (PG). Feature formation process is conducted in
the YCbCr color domain because the report in [5] reveals its superior efficiency
to those on several other color systems and the YCbCr color model has been
adapted in JPEG.

Based on our correlation analysis in which the features generated from Cb
and Cr are strongly correlated, we choose only Y and Cb components as inputs
to feature formation, yielding 2 × 390 = 780 features in total, which brings out
a great reduction in computational complexity.
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The time required for feature extracting depends on resolution. For HP Pavilion
dv6930us,Core 2DuoT57502GHz, the time ranges from7.2 to 19.6 seconds and the
average feature extraction time on one image over the dataset is about 10 seconds.

For each image, aside from the image itself, i.e., image pixel 2-D array and
image JPEG 2-D array, their prediction-error 2-D arrays in both domains are
also employed in feature extraction in order to reduce the influence caused by
image content. All of them are afterward decomposed into three-level wavelet
subbands. Thus, a total number of 156 features are generated from each color
component. With Y and Cb two components, a total number of 312 features
are derived. The discrete wavelet transform (DWT) is adopted because of its
superior decorrelation capability. The coefficients of different subbands at the
same level are uncorrelated to each other, so the features extracted at the same
level but from different subbands are also uncorrelated.

Next, we add features from 2-D histogram since it has been represented in [7]
and [9] that 1-D histogram does not provide enough statistical information of an
image and the usage of 2-D histogram together with 1-D histogram in feature
formation can reinforce such information. For 2-D histogram feature generation,
only JPEG 2-D array and its prediction error 2-D array are exploited to form
234 features from the marginal moments of one-unit-apart 2-D histograms of
the JPEG 2-D array along the horizontal, vertical and diagonal directions. With
two color components, 468 features are generated from the marginal moments
of 2-D characteristic functions. In this way, for each color image, we have totally
312+468=780 features in our CG classification scheme.

Because some features possibly do not statistically represent the image well, i.e.,
there is some redundancy among 780 features, we need feature selection to way-
out this problem. Therefore, we apply boosting feature selection (BFS) technique
to select some effective features to distinguish between computer graphic images
and photo graphic images. Specifically, we applied well-known Discrete AdaBoost
for feature selection. Our experimental results have shown that with 450 selected
features the system outperforms the original 780 features by 5.1% in classification
rate. In this way, the boosting feature selection technique has shed light to our
further work. One of our work in progress is to combine different types of features
before applying Boosting Feature Selection to reduce the dimensionality of the
heterogeneous features, while increasing the detection rate substantially.

In a nutshell, our proposed statistical model can well capture the statistical
different between CG and PG. With the boosting feature selection, the classifi-
cation performance achieved by the original 780 features, 87.6%, is increased to
92.7% with only using 450 features to characterize an image. The final result,
92.7%, is much higher than prior arts, indicating a significant advancement we
have achieved.
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Abstract. We study watermarking techniques based on Quantization
Index Modulation for which sets of lattice quantizers Qm are used
(LQIM). A recipe for constructing such quantizers Qm is proposed, where
the size of these sets is variable, so that the payload is easily adaptable.
We make a comparative study of 8 dimensional lattices with good quan-
tizer properties, where the embedding is done in the wavelet domain.
Along the way, the gap between the theoretical ideas behind QIM and
practical systems using lattices is closed by extending techniques, such
as dithered quantizers and distortion compensation, from the scalar case
to LQIM.

Keywords: Digital Watermarking, Quantization Index Modulation,
Lattice.

1 Origin of Quantization Index Modulation

In 1998, Chen and Wornell [2] introduced a new class of watermarking techniques
called Quantization Index Modulation (QIM ) which use the host signal at the
encoder. In a second paper by Chen and Wornell [3] from 2001 these, as the name
indicates, quantization based techniques were proven to be, in a information
theoretical sense, a good class of watermarking techniques. In particular, they
proposed a method using a set of scalar quantizers, which is called scalar QIM,
that theoretically outperformed other watermarking techniques that were used
until then (Least Significant Bit, Spread Spectrum). Scalar QIM is nowadays
commonly found as the basis for a variety of watermarking techniques. One
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extension of this method, sparse QIM [3,12], groups samples together in a vector
and projects this vector on a 1-dimensional subspace in which scalar QIM can
be applied. Another extension is the use of lattice quantizers [3], referred to as
Lattice QIM techniques (LQIM ), which we study in this paper and compare to
sparse QIM.

When developing a watermarking technique, three important properties need to
be carefully balanced.Thefirst property,fidelity, indicates the perceptual closeness
of the watermarked cover work to the original cover work. Ideally, watermarked
coverworks are perceptually indistinguishable from their originals.A second prop-
erty, robustness, measures how good the watermark can be detected after com-
mon signal processing operations (possibly under the form of an attack). Thirdly,
payload, indicates how much bits can be embedded in the cover work.

In Sect. 2 we will take a closer look at LQIM techniques and propose some
lattices that can be used. Along the way we extend the ideas of dithered quan-
tizers and distortion compensation to LQIM. Next, we elaborate on a method
to construct a set of quantizers from a coarse lattice quantizer and apply it on
the proposed lattices in Sect. 3. Then, in Sect. 4 we propose a framework to
test LQIM and compare it to sparse QIM. Section 5 contains the obtained re-
sults, which include robustness tests against addition of white Gaussian noise
(AWGN ) and JPEG compression for the different techniques.

2 A Closer Look at Lattice QIM

Lattice QIM is a technique similar to scalar QIM1, but a set of lattice quantiz-
ers is used to embed information following the idea of binning as presented by
Zamir et al. [17]. These lattice based techniques were proven to achieve capacity
for AWGN channels by Erez and Zamir in 2004 [9]. Capacity, in the informa-
tion theoretic sense, is the highest rate2 that can be attained for a given set of
encoders and a given class of attacks. The ideas behind LQIM were illustrated
in the work of Balado and Pérez-González [1], and Zhang and Boston [18]. In
2005, Moulin and Koetter discussed theoretical performance aspects of LQIM
techniques, and conceptual ideas were illustrated through some examples [12].

2.1 Lattices

First, recall that a lattice (in R

n) is defined as a collection of vectors that
are integral combinations of a set of basis vectors in R

n. If G is such a set
{g1, . . . , gn} of basis vectors, the associated n-dimensional lattice Γ is the set
{∑n

i=1 zigi | ∀i zi ∈ Z}. Lattice QIM techniques present an approach that uses
an n-dimensional lattice ΓF for which a coarser sublattice ΓC (i.e. ΓC ⊆ ΓF) is
identified so that

ΓF =
M⋃

m=1

ΓC + gm

1 Note that when talking about QIM we mean a method based on dithered quantizers.
2 The rate is the number of information bits per encoded sample.



Comparative Study of Wavelet Based LQIM Techniques 41

for some gm ∈ R

n. Note that, if ΓC ⊆ ΓF, there exist an n× n integer matrix J
with determinant greater than one so that [17]

GC = GFJ , (1)

where GC and GF are the generator matrices3 of the lattices ΓC and ΓF re-
spectively. As lattices are (additive) groups, the number of bins M that can be
created using ΓC and ΓF equals the number of cosets of ΓC in ΓF.

2.2 Lattice Quantizers

These cosets Γm = ΓC + gm, where gm is a coset leader (1 ≤ m ≤ M), are
used to create a set of lattice quantizers Qm to, as in the original QIM scheme,
watermark the cover work c with message m using an embedding function E,

E (c, m) = Qm (c) (2)
= QΓC (c − gm) + gm ,

where QΓC is the quantizer associated with the coarse lattice ΓC. We will propose
a construction for finding these fine and coarse lattices together with coset leaders
for some specific lattices in Sect. 3. The implementation of all considered coarse
lattice quantizers is based on [4]. Note that in 1 dimension, LQIM is equivalent
to scalar QIM.

The choice of lattices used in the binning scheme is important, as is indicated
by Zamir et al. [17]. Since the coarse lattice is used as a quantizer, it should be an
optimal quantizer in the sense that it has to minimize the mean squared error.
To this end, the Voronoi regions4 should be nearly spherical which rephrases
to finding a lattice that is optimal for the sphere packing problem. As the finer
lattice is in fact used to embed the messages it should be optimal relative to
the source coding criterion. In the case of a uniform use of the messages, this is
equivalent to finding lattices that are optimal for the covering problem.

The sphere packing and sphere covering problems have been intensively stud-
ied and an overview of the obtained results can be found in [5].

2.3 Dithered Quantizers and Distortion Compensation

One adaptation of the original QIM technique includes the application of distor-
tion compensation [3]. This technique improves robustness for constant fidelity,
by applying a small variation to the original QIM scheme (2). Distortion com-
pensation combines an expansion of the Voronoi region of the coarse lattice with
noise reduction. These effects cancel each other out, so that fidelity remains
constant. Reduction of embedding noise is obtained through the use of a com-
pensation factor α, which is known to embedder and detector. The adjusted
scheme is the following
3 A generator matrix has lattice basis vectors as it columns so that right multiplication

with an n × 1 vector with integer entries gives a new lattice element.
4 The collection of points that are closer to the origin than to any other lattice point.
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EDC (c, m) =
1
α

Qm (αc) + (1 − α)
[
c − 1

α
Qm (αc)

]
. (3)

Optimization of the compensation factor α has been studied for scalar QIM
techniques [8,13], but no studies on distortion compensation for LQIM techniques
were found.

In order to optimally apply distortion compensation we need uniform distri-
bution of the quantization noise in the Voronoi region. To realize this we apply a
specific random dither sequence5. If we choose the dither sequence to be indepen-
dent of the message and the cover work, and drawn from a uniform distribution
on the Voronoi region of the coarse lattice on which the quantizer is based, then
uniform distribution of the quantization noise in the Voronoi region follows [12].
The construction of such dithers is straightforward in the scalar QIM case, while
for the LQIM-case we propose to use a result from Kirac and Vaidyanathan [10].
This result states that, for a lattice quantizer QΓ associated with the lattice Γ
having generator matrix G, the quantization error is independent of the input,
and uniformly distributed in the Voronoi region if the dither vector is chosen as
follows:

1. generate a set of D independent random variables Z1, Z2, . . . , ZD each of
which is uniform in [−1

2 , 1
2 [;

2. form a vector z = (z1, z2, . . . , zD), where each zi is a realization of the
random variables Zi;

3. dithering with the vector v = Gz then assures independent, uniform quanti-
zation noise.

2.4 Some Examples

First, we introduce some lattices, that are known to have good results for the
sphere packing and sphere covering problems (see Sect. 2.2).

An and the Hexagonal Lattice. In general, the n-dimensional lattice An is
the subgroup of vectors of Z

n+1 for which all coordinates sum to zero,

An =

{
(z1, . . . , zn+1) ∈ Z

n+1 |
n+1∑
i=1

zi = 0

}
.

We are particularly interested in the 2-dimensional case, since it has been shown
that the lattice A2 is optimal for both the sphere covering and the sphere packing
problem in 2 dimensions, and as such we can consider A2 as a candidate for
LQIM. To create a lattice quantizer based on A2 we use that A2 is congruent,
i.e. there exists an isometry, to the following lattice.

5 This dithering is not to be confused with dithering for security reasons, but, when
key depended, it can be used to achieve this goal [12].
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Let ω = −1+i
√

3
2 and let D be the subring Z[ω] of C � R

2. An additive basis

for D in R

2 is given by (1, 0) and
(

1
2 ,

√
3

2

)
, which can be used to generate an

hexagonal lattice [11] which turns out to be congruent to A2. An hexagonal
lattice is a 2-dimensional lattice having a basis b1, b2 of vectors of equal minimal
norm for which the inner product x · y equals half their norm.

As an isometry is by definition distance preserving, quantizing to A2 or to
this congruent hexagonal lattice is equivalent and hence, from here on, we will
call A2 the hexagonal lattice. A generator matrix GC for A2 is given by

GC =
(

1 1
2

0
√

3
2

)
. (4)

The Checkerboard Lattice D2. The n-dimensional lattice Dn is the subgroup
of vectors of Z

n for which the sum of all coordinates is even,

Dn =

{
(z1, . . . , zn) ∈ Z

n |
n∑

i=1

zi is even

}
.

The checkerboard lattice D2 is one of the most basic lattices and often used in
QIM, hence we will compare LQIM based on D2 to the other discussed LQIM
techniques. For D2, a generator matrix GC is given by

GC =
(

1 0
1 2

)
.

The E8 Lattice is a subgroup of vectors in R

8 for which the coordinates are
all in Z or all in Z + 1

2 and their sum is even,

E8 =

{
(x1, . . . , x8) | ∀xi ∈ Z or ∀xi ∈ Z +

1
2
,

8∑
i=1

xi = 0 mod 2

}
.

A generator matrix GC for the E8 lattice is given by,

GC =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0
0 −1 1 0 0 0 0 0
0 0 −1 1 0 0 0 0
0 0 0 −1 1 0 0 0
0 0 0 0 −1 1 0 0
0 0 0 0 0 −1 1 0
1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

The E8 lattice is optimal for the sphere packing problem in 8 dimensions. The
dual of the A8 lattice is the best covering, but it is closely followed by E8 and
as we are looking for lattices that are good solutions to both problems we focus
on the E8 lattice.
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3 Construction of Coding Bins

Lattice QIM techniques follow the idea of binning as presented by Zamir et al.
[17]. In order to construct the bins, we start from a lattice ΓC (which will play
the role of the coarse lattice), construct a finer lattice ΓF and identify the coset
leaders, which are the elements of the quotient group ΓF/ΓC. In this way, we
create a set of quantizers that allow a number of messages equal to (at most)
the number of cosets to be embedded.

3.1 Similar Lattices

Our bin construction will be based on coarse sublattices that resemble the fine
lattice. A linear map σ : R

n → R

n for which σ (u)·σ (v) = d (u · v), (for u, v ∈ R

n

and d ∈ R) is called a similarity of norm d. Two n-dimensional lattices ΓC ⊆ ΓF
are d-similar if their exist a similarity σ of norm d so that σ (ΓF) = ΓC or
MσGF = GC, where Mσ is the matrix associated with the linear map σ. Applying
this to (1) gives

J = G−1
C MσGC , (5)

where J ∈ M2(Z) and detJ > 1 determine conditions on Mσ.
Conway et al. studied the existence of d-similar sublattices [5,6] from which

we deduce the following theorem.

Theorem 1. Let σ be a similarity on R

n of norm d and σ (ΓF) = ΓC
d-similar lattices, then the number of messages that can be embedded using
binning is dn/2.

3.2 Construction of a Similarity

An easy to prove result that will become useful in constructing similar lattices
in 2 dimensions is the following.

Theorem 2. In R

2, any combination of rotation over an angle θ and scaling
with factor h is a similarity of norm h2.

It follows from Theorem 1 and 2 that, in R

2, a combination of a rotation R and
a scaling S by a factor

√
M results in a similarity of norm M which can be used

to construct M -similar lattices to embed M messages.

3.3 Examples

As both the E8 lattice and the hexagonal lattice A2 are optimal for the sphere
packing problem in the space on which they are defined, we will construct LQIM
techniques based on these lattices. The A2 lattice will prove not to be optimal
for embedding binary messages.
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Constructing Bins for the Hexagonal Lattice A2. Can we find a lattice
similar to A2 that allows us to embed M messages for any M ≥ 2 ? Applying
(5) to the generator matrix GC for A2 (4) and Mσ as in Theorem (2) gives

J =

(
h cos θ +

√
3

3 h sin θ −2
√

3
3 h sin θ

2
√

3
3 h sin θ h cos θ −

√
3

3 h sin θ

)
,

with h =
√

M and the angle θ to be determined. As J needs to have integer
entries, we get that

z1 = 2h cos θ ∈ Z ,

z2 =
2
√

3
3

h sin θ ∈ Z .

From which it follows that,

z2
1 + 3z2

2 = 4M .

For i even and M = 2i3j, solutions to this equation can be found, which on its
turn implies that the angle of rotation is given by

θ =

{
0 j even ,
π
6 j odd .

Note that the condition on M is sufficient, but not necessary. All solutions for
M can be found in [6], from which it also follows that M = 2 is impossible.

The Voronoi regions associated with the hexagonal lattice ΓC = A2 and ΓF
are illustrated in Fig. 1 for a different number of bins. To embed 3 messages
using A2 a combination of a rotation over an angle of π

6 and a scaling by
√

3
maps GF onto GC, such that ΓC becomes a sublattice of index 3 in ΓF defined
by GF. As no similarity of norm 2 exists we need a different approach to embed
2 messages using A2. One can, for example, construct a similarity of norm 3 and
not use the third coset. Our test results in Sect. 5.2 will show that even this
gives far better performance than creating a coset of A2 using a point of a scaled
version of A2 with Voronoi region half the size of the Voronoi region of A2.

(a) 3 bins (b) 4 bins (c) 9 bins

Fig. 1. Voronoi regions for nested similar A2 lattices
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Constructing Bins for the Checkerboard Lattice D2. Construction of the
bins for the checkerboard lattice D2 is straightforward using (5).

Constructing Bins for the E8 Lattice. From [6] it follows that for E8 there
exist similar lattices for any norm d and hence any number of messages can be
optimally embedded. However, the complexity of an 8-dimensional construction
is evidently a lot higher than the 2-dimensional case. Describing the E8 lattice
as a Hurwitzian lattice [5] reduces the complexity. An n-dimensional Hurwitzian
lattice is generated by taking linear combinations over the Hurwitz quaternionic
integers H of n vectors that span Hn. The field of quaternions H and the Hurwitz
quaternionic integers H are defined as

H = {a + ib + jc + kd | a, b, c, d ∈ R} ,

H =
{

a + ib + jc + kd | a, b, c, d ∈ Z or a, b, c, d ∈ Z +
1
2

}
,

where i2 = j2 = k2 = −1 and ij = −ji = k.
If ΓH is a 2-dimensional Hurwitzian lattice then one can associate to it a

lattice ΓR in R

8, by replacing in every vector in ΓH the two components of the
type u + iv + jw + kx by (u, v, w, x) ∈ R

4. Let ω = 1
2 (−1 + i + j + k), then a

generator matrix for ΓR is obtained from a generator matrix GH
6 of ΓH by

GR =

⎛
⎜⎜⎝

U ′ V ′ W ′ X ′

−V U −X W
−W X U −V
−X −W V U

⎞
⎟⎟⎠ ,

where ωGH = U ′+iV ′+jW ′+kX ′. For the Hurwitzian lattice ΓH with generator
matrix

GH =
(

1 + i 0
1 1

)
,

the obtained ΓR is E8. Now, multiplication in H

2 by any quaternion q = uq + ivq +
jwq + kxq induces a similarity on R

8 of norm d = |q|2 = u2
q + v2

q + w2
q + x2

q. Using
Theorem 1, we see that, for example to embed 16 = 28/2 messages using E8-LQIM
we need a similarity of norm at least 2. Now q = (1 + i) induces a similarity of
norm 2 on R

8, which results in a matrix J with integer entries and detJ > 1 when
applied as in (5) with GC = GR. Thus multiplying GH with q−1 gives a fine lattice
2-similar with E8. We can identify 4 coset leaders for which bitwise combinations
give 16 coset leaders of GF/GC allowing us to embed 4 bits.

4 How to Compare Different LQIM Techniques

In this section we give information about our test setup used in Sect. 5. First of
all we need a common ground for our techniques to compare the performance of
6 GH can be decomposed as U + iV + jW + kX, where U , V , W , X are real matrices.
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the different constructions. As there is a trade-off between fidelity, payload and
robustness, we choose to control the first two properties for all techniques under
inspection and investigate the robustness.

4.1 Matching Fidelity

For simplicity of calculations, the peak signal to noise ratio (PSNR) is used to
measure fidelity, as this metric is commonly used to compare two images im1
and im2 with a resolution of n by m pixels. A formal definition is

PSNR (im1, im2) = 10 log10
MAX2

MSE(im1, im2)
[dB] ,

where MAX is the maximum signal value in the channel (for example, in an 8-bit
grayscale image we have MAX= 255), while the mean squared error (MSE ) is
defined as

MSE (im1, im2) =
1

mn

n∑
i=1

m∑
j=1

|im1 (i, j) − im2 (i, j)|2 .

For watermarking purposes, we need to match the fidelity of the different tech-
niques. When embedding occurs in the spatial domain, controlling fidelity is
obvious, though, when embedding in a transform domain this happens indi-
rectly. The Stirmark benchmark [14,15] expresses the PSNR between the cover
work and the watermarked cover work as a function of an embedding strength s

PSNRStirmark (s) = 60 − 20 log10 (s) .

As the MSE depends on the lattice quantizer being used for embedding, the
embedding strength s can be matched with a quantizer stepsize δ. This stepsize
will be used to scale the lattice uniformly in all directions so that a constant
fidelity, measured by the PSNR, can be assured when using the same strength
for different techniques.

The use of dither sequences, as explained in Sect. 2.3, implies the quantization
error to be independent of the host and uniformly distributed in the Voronoi
region. Some results on the size of the Voronoi region for different lattices can
be found in [5]. The uniform distribution allows us to calculate the distortion for
each Voronoi region and the stepsize δ as a function of the embedding strength
s in case embedding occurs in the spatial domain

δScQ (s) = 255
√

12
103 s , δA2 (s) = 153

√
10

500 s ,

δD2 (s) = 51
200

√
6s , δE8 (s) = 459

√
9290

46450 s ,

where ScQ stands for scalar QIM. In case embedding occurs using the wavelet
coefficients of a (bi)orthogonal transform, the formulae approximately hold, as
our experiments confirmed. Note that, regardless of the domain used for wa-
termarking, these stepsizes should be scaled if not all coefficients are modified.
Thus, to keep the fidelity constant throughout the different techniques, we need
to embed the watermark with different stepsizes.
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4.2 Matching Payload

Depending on the region being used for embedding, the total payload of an image
can vary. In the region chosen we will embed at a rate of 0.5 bits per coefficient.

The information will be embedded in the wavelet coefficients of a 5-level
biorthogonal wavelet decomposition of the images. We will not modify the LL
coefficients as this has a noticeable impact on fidelity and also the first two levels
of the decomposition are discarded as these contain high resolution information
that is vulnerable to various attacks.

Since grouping of the coefficients has an impact on the robustness we will
follow two techniques proposed by Cornelis et al. [7] that proved their efficiency;
information is embedded using a tree-based and a block-based region.

The tree-based embedding region contains the first 8 coefficients of wavelet
trees starting in the detail levels of the highest wavelet decomposition level. Our
test only includes 512 by 512 images, so embedding information using the tree-
based embedding region results in a total payload of

(
3 × 512

25 × 512
25 × 8

) 1
2 =

3072 bits. As 1 coefficient comes from the 5th, or highest wavelet decomposition
level, 4 from the 4th level and 3 from the 3th level, it is clear that the two first
levels of the decomposition are not modified.

The block-based embedding region contains coefficients from all but the 2 or 3
lowest wavelet decomposition levels and excluding the LL band. Excluding the 2
lowest levels results in a total payload of

( 512
22 × 512

22 − 512
25 × 512

25

) 1
2 = 8064 bits.

Excluding the 3 lowest levels allows a total payload of
( 512

23 × 512
23 − 512

25 × 512
25

) 1
2

= 1920 bits.

4.3 Dimensionality

For the comparison of the different techniques we chose to study them in 8
dimensions. In this way we focus on finding gains resulting from shaping gains
of the Voronoi region of the lattices under inspection. Practically this means that
the techniques which are defined on two coefficients are extended by applying
them 4 times on a tuple of 8 coefficients. Similarly, decoding is done by identifying
in which of the 16 bins the received tuple of 8 coefficients is located and returning
its label. As the binary labeling of the sixteen bins in an optimal way is not
evident (cfr. Gray Code), we will use the symbol error rate (SER) instead of the
common bit error rate (BER) to evaluate the proposed techniques.

5 Comparative Test Results

We now compare the proposed techniques (all applied in the same vector space)
and see how they perform relative to sparse QIM. However, this section is not
meant as an exhaustive comparison but is merely an illustration of the per-
formance of some LQIM-techniques. The experiments were run using the Stir-
mark benchmark. The different techniques were tested on 8-bit grayscale images
(Lena, Barbara, Boat and Pepper) with a resolution of 512 by 512 pixels. The pre-
sented results are those obtained for Lena as there were no noticeable differences
between the test results of the different images.
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5.1 Sparse QIM

The stepsize calculation for scalar QIM translates easily to that of sparse QIM
by dividing the MSE for scalar QIM by the number of coefficients over which
the information is spread.

In order to get a rate of 0.5 bits per coefficient in the embedding region sparse
QIM can be applied to 8 coefficients by projecting them on a 1-dimensional
space and creating a set of 16 dithered scalar quantizers to embed 16 messages.
Another solution is to combine 2 coefficients and embed 1 message per couple.
The first technique, which we call SpQ 8, has the advantage that it spreads
the information over more coefficients. However, the technique that combines 2
coefficients (4 SpQ 2) shows a clear performance benefit over SpQ 8. Figure 2(a)
shows the resulting SER for the discussed techniques with fidelity 45.8 dB for
the block-based embedding region (excluding 3 levels) after AWGN attack. The
reason for this behavior can be found in the fact that although the information
is spread over more coefficients using SpQ 8 the bins are significantly smaller
than using 4 SpQ 2.

5.2 Lattice QIM

LQIM Based on the Hexagonal Lattice A2. As mentioned before, the
hexagonal lattice A2 cannot be optimally used to embed 1 message in 2 coef-
ficients. Creating 2 bins using the construction proposed in Sect. 3.3 results in
suboptimal performance of the resulting watermarking technique. Figure 2(b)
illustrates this problem by comparing the sparse QIM technique 4 SpQ 2 to 4
A2 2 bins after AWGN attack. We used the block-based embedding region (ex-
cluding 3 levels) with a fidelity of 45.8 dB. The SER is given for different levels
of noise measured by the PSNR between watermarked cover work and received
(noisy) watermarked work. The graph also shows results for 4 A2 3 bins, which
is the proposed work-around to this problem; 3 bins are created but only 2 of
them are being used.

LQIM Based on the Checkerboard Lattice D2. The construction of bins
for the checkerboard lattice gives us embedding of 1 message in 2 coefficients
and is used as a basis for D2-LQIM.

LQIM Based on the E8 Lattice. The proposed construction gives us the
possibility to embed 16 messages in 8 coefficients, attaining a rate of 0.5 bits per
coefficient. JPEG compression is an image processing attack that is very common
and thus cannot be neglected in estimating the robustness of any watermarking
technique. We tested our techniques under a variety of quality settings and eval-
uated the decoding after JPEG compression. Figure 3(a) illustrates the impact
of the use of different regions, for a fidelity of 45.8 dB, under the JPEG attack
on the watermarking scheme based on the E8 lattice. The regions are labeled
by tree when tree-based, block excl 2 when block based and excluding 2 levels
and block excl 3 for the one that excludes 3 levels. The results shown give the
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(a) Comparison of 4 SpQ 2 and SpQ 8. (b) Comparison of A2-LQIM and sparse
QIM.

Fig. 2. Robustness results for sparse QIM and A2-LQIM techniques after noise addition

SER for different quality parameters Q for JPEG compression. As block excl 3
clearly outperforms7 the other schemes, from now on we will use this scheme as
a basis for our comparisons.

5.3 Embedding Effectiveness

Now we compare the embedding effectiveness ; i.e. in the absence of noise, which
embedding strength is necessary for correct decoding? Figure 3(b) shows the
embedding effectiveness for sparse QIM and the proposed LQIM techniques. It
shows that E8 based techniques can achieve 100% embedding effectiveness for
a fidelity of 54.6 dB, while sparse QIM, A2 and D2 based techniques achieve
this for 53.7 dB. This is compliant to information theoretical results on this
matter: techniques become capacity achieving for lattices that perform well on
the sphere packing and covering problem. As the PSNR is not a reliable percep-
tual metric, we also computed the Structural Similarity metric [16], which was
nearly constant for the different embedding techniques and always higher than
99 for our presented results. This assures us that embedding with the considered
techniques induces hardly any perceptual distortion to the image structures.

5.4 Robustness

Comparison of robustness is based on block excl 3 embedding scheme which we
test under AWGN attack and JPEG compression.

If we want flawless decoding for a channel where the noise distortion is con-
straint to 35 dB, we require an embedding fidelity of 42.5 dB for the E8 based
technique (see Fig. 4(a)), but 42 dB for sparse QIM and D2-LQIM. Lattice
QIM based on A2 does not achieve the same performance (fidelity needs to be
40.4 dB).

7 Here, performance is penalized by a reduction in payload.
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(a) Impact of different embedding
regions on robustness (JPEG)
for E8-LQIM.

(b) Embedding effectiveness of the differ-
ent techniques.

Fig. 3. Results for E8-LQIM and embedding effectiveness

For decoding to be perfect after JPEG compression at quality 60, i.e. 35 dB
distortion, embedding is done with fidelity of 45.9 dB for E8, 45 dB for sparse
QIM, 44.6 dB for D2 and 43.6 dB for A2-LQIM. Figure 4(b) gives the SER
for different quality parameters Q for JPEG compression where the results are
shown for a fidelity of 50.5 dB.

(a) Addition of white Gaussian noise. (b) JPEG Attack.

Fig. 4. Robustness results for different techniques

6 Conclusion

Lattice QIM techniques have been proven to achieve capacity over the AWGN
channel for high dimensions. Our comparison of E8-LQIM with sparse QIM
showed some improvements indicating that the use of higher dimensional lattices
may return more noticeable differences. Compared to the other lattices, the
impact of the shaping gain of E8 was clearly visible. Overall, we have shown that
LQIM techniques are a feasible alternative for sparse QIM and have illustrated
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how to implement the ideas of dithered quantization and distortion compensation
behind QIM for LQIM. Moreover, the proposed geometric construction for the
coding bins offers a flexible solution to embed a different number of messages.

Note that, the proposed techniques achieve relatively small payloads, insuffi-
cient, for example, in fingerprinting applications or additional error correction
coding. The block-based technique where we exclude 3 levels of wavelet coeffi-
cients would require images of HD resolution to apply a fingerprinting code. For
a constant fidelity, constructing more, and thus smaller bins will increase the
payload but decrease robustness, as the results for the sparse QIM techniques il-
lustrate. However, we believe that, again when using higher dimensional lattices,
better results can be attained to tackle this problem.
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Abstract. In this paper, a robust non-blind watermarking scheme based on 
Curvelet transform is proposed. This work extends the work proposed by Leung 
[1] to increase the quality of watermarked image. The proposed algorithm 
modifies the watermark extracting rule and adds a Human Visual System (HVS 
model).  The experimental results demonstrate that the proposed algorithm can 
provide great robustness against most image processing methods.  

Keywords: Watermarking; curvelet; HVS. 

1   Introduction 

Since the second half of the 1990’s, digital data hiding has received increasing atten-
tion from the information technology community due to concerns about piracy of 
digital content [2-5]. Digital watermarking is a technology that embeds information, 
in machine-readable form, within the content of a digital media file. By extracting 
these secret messages, it can protect the copyright of and provide authentication to 
digital media.  

A digital watermark should have two main properties, which are robustness and 
imperceptibility. Robustness means that the watermarked data can withstand different 
image processing attacks and imperceptibility means that the watermark should not 
introduce perceptible artifacts.  

In the past two decades, many research papers are proposed to embed the water-
mark in different frequency domains. Recently, Candµes and Donoho [6] developed a 
new multiscale transform which is called the Curvelet transform. The transform can 
represent edges and other singularities along curves much more efficiently than tradi-
tional transforms. As stated in [7], Curvelet only uses )/1( NO   to represent an edge, 

while wavelet needs )/1( NO . It is proved that one can recover the object from noisy 

environment by simple Curvelet shrinkage better than other transform.  
This work extends the watermarking method proposed by Leung [1] to increase the 

quality of watermarked image. Since the quality of watermarked image is not good 
enough, we consider adding a Human Visual System (HVS) to the original algorithm 
to provide better perceptibility of the watermarked image. Watermarking schemes 
combined with HVS have been receiving more and more attentions and many 
schemes related to HVS were proposed [8-12].  
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Since the curvelet transform has the orientation parameter, it can naturally lead to 
add a human visual system easily. Several papers using HVS model based on the 
curvelet transform were also be proposed [13-14]. As curvelet Transform can decom-
pose the image into several bands, we will make use of this property to embed the 
watermark within those bands.  

The remainder paper is organized as follows: In section 2, we briefly introduce the 
Curvelet Transform. The HVS model is presented in section 3. The detail embedding 
and extracting approach are given in section 4. The experimental results are described 
in section 5. Finally, section 6 provides the conclusion. 

2   Curvelet Transform 

The curvelet transform is a multi-scale pyramid with many directions and positions at 
each length scale, and needle-shaped elements at fine scales. Its main idea is to com-
pute the inner product between the signal and curvelet function to realize the sparse 
representation of the signal or function.   

A curvelet coefficient ),,( kljc  can be expressed as:  

〉〈= 　,　:),,( ,, kljfkljc ϕ  (1)

where j = 0, 1, 2, . . . is a scale parameter; l = 0, 1, 2, . . . is an orientation parameter; 
and ℑ∈= 2,121 ,),( kkkkk  is a translation parameter.  

The )(xjϕ is defined by mean of its Fourier transform )()( wUw jj =ϕ , where 

jU is frequency window defined in the polar coordinate system: 

⎣ ⎦ ⎟
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π
θθ

2

2/2
)2(2),( 4/3 j
VrWrU jj
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W and V are radial and angular windows and will obey the admissibility conditions. 
Curvelet at scale 2-j
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1),( jjlj
k kkRx
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where ⎣ ⎦.2.2 2/j
l

−= πθ , with =0,1,…, πθ 20 <≤ , θR is the rotation by θ   

radians.  
A curvelet coefficient is the inner product between an element )( 22 RLf ∈ and 

curvelet klj ,,ϕ is defined as: 

dwewRUwfkljc
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,
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1
:),,( θπ ∫=  (4)



6 H.Y. Leung, L.M. Cheng, and L.L. Cheng 

3   HVS Model Based on Curvelet Transform 

It is well-known that the human eye is not equally sensitive to signals at all spatial 
frequencies and frequency orientations. Many psycho-visual models were built to de-
termine the just noticeable difference thresholds. JND thresholds depend on the fea-
tures of both the signal and the background pattern it is imposed on. To find out these 
thresholds, many psycho-visual measurements have been carried out using gratings 
[15]. In this paper, we choose the contrast sensitivity function proposed by Mannos and 
Sakrison [16] to estimate the JND threshold:  

))114.0((exp)114.00192.0(6.2)( 1.1
rrr fffA −+≈  (5)

where spatial frequency is 22
yxr fff +=  (circle and degree), xf and yf are the 

horizontal frequency and vertical frequency, respectively. To normalize the CSF,  
we choose deg)/()/(deg)/( pixelfpixelcirclefcirclef SNr ⋅= , where the observed 

distance is deg)/(65 pixelf s =  and ]1,0[∈Nf  is the normalized spatial frequency. By 

substituting the Rf in CSF, )( RfA can be calculated.  

We modify the idea of [14] proposed by Xiao to develop the HVS model. First ap-
ply a S scale curvelet transform to a image I. and then divide the frequency axis to S + 

1 intervals, [ ] [ ] [ ]}1,2/1,,2/1,2/1,2/1,0{ 1−sss , and let sw , s=0, 1 … S denote the 

average of the value of normalized CSF in each interval, we get the frequency factorν : 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

== Ss
ws

s ,,2,1,0,
1νν  (6)

Let an angular factor )(θα  to approximate the theory in paper [17]: 

0
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4
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+− πθ

π
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(7)

where 
⎥⎦
⎥

⎢⎣
⎢=

4/π
θ

k  , πθ 20 <≤ ,  which θ  stands for the angular direction and a0, c and d 

are constants which are determined in the experiment. 
Combine the above two factors, we define the HVS model as: 

))114.0((exp)114.00192.0(6.2)( 1.1
rrr fffA −+≈  (8)

4   Proposed Method 

4.1 Watermark Embedding 

The detailed watermark embedding steps are as follows: 

1) Apply S scale curvelet transform to original image O, and obtain the coefficient 
matrices for different scale and orientation. 

2) Add 7-4 Hamming code to the watermark sequence. 
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3) Repeat the code 11 times to form a new code to create the redundancy data.  
4) Choose coefficients (absolute value closed to 1) which are between the specified 

ranges to embed watermark w. 
5) For every selected coefficient C, compute ),( θξ s according to equation (8). 

6) For a selected coefficient θ,sC  of scale s and orientationθ , coefficient modifica-

tion is done as equation (9): 
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(9)

where ),( θξ s  denotes the HVS model parameter, θ,sC  denotes the selected coef-

ficient, '
,θsC  denotes the modified coefficient, β  denotes the embedding strength 

and iw  denotes the watermark bit 

7) Apply the inverse curvelet transform to the modified coefficients matrices and 
form a watermarked image 

4.2   Watermark Extracting 

The detailed extracting processes are as follows: 

1) Apply the curvelet transform to the original image O and the watermarked  
image I . 

2) Compare the coefficients within the chosen embedded range and locate the  
watermark positions from original image. 

3) Retrieve the watermark bits iw  with the following rule. 

⎩
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jiIjiOif
w

ss

ss

i
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(10)

4) Decode the watermark’s data bits from iw  Hamming code. 

5) Divide the watermarked bits into eleven individual codes and compare the num-
ber of bit 1 and bit 0 at the same position to recover the correct watermark bits. 

5   Experimental Results 

In this section, experimental result is provided. We used Lena image for the experi-
ment.  The host image size is 512×512 and the binary watermark size is 16×16. 
Peak signal-to-noise ratio (PSNR) and normalized correlation (NC) are employed to 
evaluate the watermarked image quality and robustness of the algorithms. For an MI×  
NI image, the peak signal to noise ratio and normalized correlation are defined as 
follows:  
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where MW, NW denote the dimensions of the watermarked image and I , I’ denote the 
original and the watermarked images, W and W’  denote the watermark and recovered 
watermark respectively.  

The watermarked image, whose PSNR is 48dB, and the embedded watermark are 
shown in Figure 1(b) and 1 (c) respectively.  

                              
   (a)                                                (b)                                  (c) 

Fig. 1. (a) Original Image, (b) Watermarked Image, (c) Watermark 

5.1    PSNR-Comparison of Two Schemes  

We compute the PSNR values of different images for the proposed method with HVS 
model and the original scheme [1] to evaluate the quality of watermarked image. The 
results are shown as follows. 

Table 1. PSNR values of our original scheme without HVS model 

Images Aerial Frog Lena Sailboat   Goldhill Pepper Baboon 

Scale-4 band 42.92  42.78 42.86 42.85 42.87 42.71 42.84 

Scale-5 band 48.07 48.13 48.07 48.06 48.08 48.11 48.09 

Scale-6 band 47.63 47.57 47.62 47.58 47.59 47.52 47.55 

 
From tables 1 and 2, we can find that both schemes achieve high PSNR values. The 

PSNR of different images in table 2 is relatively higher than table 1. It means that 
when our HVS model is used, the PSNR of the watermarked image is higher. 
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Table 2. PSNR values of our proposed scheme 

Images Aerial Frog Lena Sailboat   Goldhill Pepper Baboon 

Scale-4 band 48.13 48.05 48.11 48.11 48.13 47.97 48.07 

Scale-5 band 51.76 51.80 51.78 51.77 51.78 51.82 51.76 

Scale-6 band 48.47 48.37 48.44 48.41 48.43 48.37 48.36 

5.2   Robustness Tests 

Since we decompose the original image into six bands using the curvelet transform, 
we choose fourth, fifth scale band and sixth scale band to carry out robustness tests 
individually. We perform several image processing attacks such as Gaussian low pass 
filtering, Gaussian additive noise, Laplacian image enhancement, JPEG compression, 
Salt and Pepper noise and use normalized correlation to evaluate the results. The 
simulation results are shown as following tables. 

Table 3. NC value of our proposed scheme under Gaussian Noises attack 

Standard Variance
of Gaussian Noises 6 8 10 12 14 16 18 20 25 30 

Scale-4 band 0.98 0.96 0.89 0.85 0.78 0.78 0.79 0.73 0.70 0.67
Scale-5 band 0.94 0.81 0.74 0.69 0.70 0.74 0.64 0.69 0.63 0.61
Scale-6 band 1.00 0.99 0.94 0.93 0.89 0.87 0.81 0.82 0.74 0.70

Table 4. NC value of our proposed scheme under Salt & Pepper noises 

Density 
parameter 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 
Scale-4 
band 

0.72 0.70 0.66 0.57 0.64 0.61 0.62 0.62 0.62 0.52 

Scale-5 
band 

0.62 0.53 0.63 0.61 0.62 0.56 0.58 0.50 0.58 0.60 

Scale-6 
band 

0.83 0.73 0.71 0.67 0.65 0.61 0.61 0.59 0.60 0.57 

Table 5. NC value of our proposed scheme under Gaussian low pass filtering 

Standard Vari-
ance(Window) 0.5(3) 1.5(3) 0.5(5) 1.5(5) 3(5) 

Scale-4 band 1.00 1.00 1.00 0.99 0.97 

Scale-5 band 1.00 0.96 1.00 0.61 0.50 

Scale-6 band 1.00 0.49 1.00 0.49 0.49 

 
It can be seen from table 3 that sixth scale band is more robust than the other two 

bands for the Gaussian Noises Attack. Most NC values of sixth scale band are nearly 
0.8 to 1. For the Salt and Pepper noises, sixth scale band still performs better than 
other two bands as shown in table 4 because the mean of NC values of sixth scale 
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band is larger than other two rows. However, table 5 shows that sixth scale band is 
poor to resist the Gaussian low pass filtering, while the fourth band is the best to resist 
as its NC values are much closed to 1. As shown in table 6, three bands can resist well 
under Laplacian filtering attacks, whose NC values are all near to 1. Under JPEG 
compression, the fourth scale band has better robustness, while the sixth scale band 
cannot withstand JPEG compression attack totally. According to the table 7, the NC 
values of sixth scale band are much lower than that of fourth and fifth scale bands. 

Table 6. NC value of our proposed scheme under Laplacian sharpening 

Laplacian 
parameter 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 
Scale-4 
band 

1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 0.99 0.99 

Scale-5 
band 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
Scale-6 
band 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Table 7. NC value of our proposed scheme under JPEG compression 

  Jpeg 
factor 100 80 60 45 40 30 25 20 15 5 
Scale-4 
band 1.00 1.00 0.99 0.98 0.90 0.94 0.80 0.75 0.65 0.56 
Scale-5 
band 1.00 0.84 0.73 0.60 0.62 0.81 0.54 0.56 0.61 0.58 
Scale-6 
band 0.61 0.53 0.54 0.53 0.54 0.59 0.50 0.50 0.50 0.48 

 
Fig. 2. NC values of two schemes under JPEG compression 
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5.3   NC-Values Comparison of Two Schemes 

To compare the robustness of our proposed method with HVS model and the original 
scheme, we tested the robustness against standard noise attacks for both schemes i.e. 
JPEG compression, Salt and Pepper noises and Gaussian noises. Figures 2, 3 and 4 show 
that the NC values of our proposed method with HVS model are not as good as the origi-
nal scheme under the JPEG compression, Salt and Pepper noises and Gaussian noises. 

 
Fig. 3. NC values of two schemes under Salt and Pepper noises 

 

Fig. 4. NC values of two schemes under Gaussian noises 
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6   Conclusions 

Our proposed method is the improved algorithm of paper [1]. In order to enhance the 
watermarked image quality of original algorithm, human visual system is added to the 
original algorithm to form the proposed method. In this paper, we have provided an 
intensive study on the robustness of watermarking using curvelet transform and HVS 
model based on various scale bands. Experimental results show that our proposed 
method can withstand various attacks and the watermarked image is of good quality 
by measuring PSNR values.  

Compared with the original algorithm, experimental results show that the proposed 
method gives a watermarked image of better quality, but its robustness is not compa-
rable to the original one. 

In the future, we will employ three different strategies to study the robustness of 
watermark: (1) Embed the same watermark within the fourth, fifth and sixth scale 
band respectively, (2) Embed three different watermark within the fourth, fifth and 
sixth scale band respectively, (3) Split the watermark into three segments, and then 
embed these three segments within the fourth, fifth and sixth scale band respectively. 

Acknowledgments. This work was supported by City University of Hong Kong  
Strategic Research Grant No.  7002018 and Applied Research Grant No. 9668006. 
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Abstract. The development of a watermarking system that is robust
against de-synchronization attacks (DAs) is a major challenge. In this
paper we make two steps towards the development of such a system by:
i) proposing a fast algorithm for exhaustive watermark detection in the
presence of C-LPCD DAs; ii) introducing a new watermarking system
that by pre-distorting the watermark to be embedded greatly improves
the performance of the exhaustive watermark detector. The validity of
the proposed system is tested by means of Monte Carlo simulation on
Gaussian white sequences. The results we obtained are rather promising
thus suggesting to apply the newly proposed system to the watermarking
of real audio sequences.

Keywords: watermarking, de-synchronization attacks.

1 Introduction

Despite more than a decade of intense research has passed since digital water-
marking started raising the interest of the signal processing community, a few
central problems still need to be solved, making digital watermarking a poten-
tially useful, yet incomplete, tool in several multimedia security applications.
Among the unsolved problems, robustness against de-synchronization attacks
(DA) play a central role, since DAs provide an easy and perceptually friendly
way of impeding watermark recovery. Even worse, de-synchronization of the de-
coder (detector) may be the consequence of common processing operators that
are not necessarily applied with the explicit intention of hindering the extraction
of the watermark.

De-synchronization attacks are a major threat in image watermarking, since
they correspond to the application of a geometric transformation to the water-
marked image, e.g. a rotation, a scaling or a translation, whose effect on the
perceptual quality of the image is null, but whose effect on watermark decoding
or detection is often dramatic. For this reason, several approaches have been pro-
posed in the past to deal with RST (Rotation, Scaling and Translation) attacks,
including exhaustive search [1,2], template-based re-synchronization [3,4,5],

A.T.S. Ho et al. (Eds.): IWDW 2009, LNCS 5703, pp. 54–68, 2009.
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self-synchronizing watermarks [6,7] and watermarking in invariant domains [8].
A common assumption behind all the above methods is that the number of pa-
rameters specifying the DA is rather limited. For instance, it is the relatively
low cardinality of the set of possible RST attacks that makes the estimation of
the geometric transformation applied by the attacker via exhaustive search or
template matching computationally feasible. This is not the case with local de-
synchronization attacks, or local geometric transformations. As opposed to global
transformations, local geometric distortions, refer to non-parametric transforms
affecting in different ways the position of the pixels of the same image or affect-
ing only part of the image. The random bending attack - RBA [9], contained in
the Stirmark utility, is the most famous example of local DA. Other local DAs
include the LPCD and MF attacks recently introduced in [10]. Attempts to sur-
vive the RBA attack have sometimes been reported, e.g. in [3], the RBA DA is
modeled as the local application of space-varying RST distortions affecting only
part of the image, however no theoretically-grounded method capable of dealing
with a wide variety of DAs exist.

Though less studied, DAs, and in particular local DAs, are a threat also for
watermarking of 1D signals, e.g. audio watermarking. Applying a simple time-
varying pitch control is often enough to de-synchronize the watermark decoder
(detector) thus preventing the correct extraction of the hidden message [11]. As
for image watermarking, no general solution exists to cope with local DAs for
1D signals. Among the reasons for the difficulty of developing suitable remedies
against DAs is the lack of an accurate mathematical model to define the class of
perceptually admissible DAs. Should such a model be available, it would be pos-
sible to devise suitable countermeasures based on optimal watermark decoding
and detection theory. In the case of 1-bit watermarking1, for instance it could
be possible to apply an exhaustive search (ES) strategy consisting in looking
for the watermark by considering all the possible distortions that could have
been applied to the watermarked signal. If the number of such distortions is
not too high, e.g. it increases polynomially with the watermark length, it can
be proven that ES watermark detection is asymptotically optimum [2,14]. Of
course, a problem with ES detection is computational complexity since consid-
ering all possible distortions rapidly becomes unfeasible when the signal length
n increases.

A flexible, yet simple, mathematical model for 1D DAs has been recently
proposed in [10]. Given an original sequence y = {y(1), y(2) . . . y(n)}, the model
proposed in [10], denoted with C-LPCD (Constrained Local Permutations with
Cancellation and Duplication), describes the attacked sequence z by means of
a sequence of displacement values that applied to the samples of y produce
z. In order to create a smooth (hence perceptually admissible) distortion, the
displacement sequence is subject to some constraints and applied in a multi-
resolution framework. In [10], an interpretation of the C-LPCD DAs in terms of
markov chains theory is also given.

1 In 1-bit watermarking the detector is only asked to verify the presence of a given
watermark [12,13].
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In the above framework, the purpose of this paper is twofold. First of all a
computationally feasible algorithm for applying ES detection to 1D watermarked
signals affected by C-LPCD distortions is proposed. By assuming a spread spec-
trum watermarking system and a correlation based detector [12,13], the fast
ES algorithm we propose relies on Viterbi’s optimization algorithm to perform
an exhaustive search detection with a computational complexity that increases
linearly with the sequence length n. By applying the proposed algorithm to syn-
thetic Gaussian sequences, we show how the dimensionality of the DA class and
the length of the host sequence influences the false alarm probability, resulting
in a satisfactory detection accuracy only if the host sequence is long enough.

As a second contribution, we propose a new watermarking scheme that relies
on the proposed fast ES detector to pre-distort the watermark sequence in such
a way that the correlation with the host sequence is maximized. Watermark
detection is obtained by applying the fast ES detector to the watermarked and
possibly attacked sequence. By properly tuning the parameters of the fast ES
used by the embedder and those used by the detector, we show how the ES
applied by the detector is able, at the same time, to account for both the pre-
distortion introduced by the embedder and the DA applied by the attacker.

We tested the validity of the proposed approach by applying the watermarking
scheme to synthetic i.i.d. Gaussian sequences, and measuring, for various settings
of the operational parameters, the performance in terms of false and missed
detection probabilities. The results we obtained are very promising, thus opening
the way towards the application of the new watermarking scheme to real audio
sequences.

The rest of the paper is organized as follows: in section 2 we summarize
the C-LPCD model for DA. In section we introduce the fast algorithm for ES
watermark detection. In section 4 we describe the new watermarking algorithm,
while in section 5 we evaluate its performance through Monte Carlo simulations.
Finally in section 4 we draw some conclusions and present some ideas for future
research.

2 The C-LPCD Model

In this section we describe the C-LPCD class of DAs.
For sake of simplicity, let us start with the non-constrained version of the

model (plain LPCD). As said, let y = {y(1), y(2) . . . y(n)} be a generic signal
and let z = {z(1), z(2) . . . z(n)} be the distorted version of y. The LPCD model
states that z(i) = y(i + Δi) where Δ = {Δ1, Δ2 . . . Δn} is a sequence of i.i.d
random variables uniformly distributed in a predefined interval I = [−Δ, Δ]. For
simplicity we assume that Δi can take only integer values in I. This way, the
values assumed by the samples of z are chosen among those of y. A limitation
of the plain LPCD model is the lack of memory. As noted in [10], this is a
problem from a perceptual point of view: with no constraint on the smoothness
of the displacement field there is no guarantee that the set of LPCD distortions
is perceptually admissible even by considering very small values of Δ.
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With the C-LPCD model the above problem is solved by requiring that the
sample order is preserved. In practice, the displacement of each element i of the
distorted sequence z is conditioned to the displacement of the element i − 1 of
the same sequence. In formulas, z(i) = y(i + Δi) where Δi is a sequence of i.i.d
integer random variables uniformly distributed in the interval

I = [max (−Δ, Δi−1 − 1) , Δ] . (1)

The C-LPCD model can be mathematically described by resorting to the theory
of Markov chains, where the chain states correspond to the displacements applied
to the previous sample2. Specifically, the possible states are all the integers in
the interval −Δ, Δ, and the transition matrix P of the Markov chain is:

P =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
2Δ+1

1
2Δ+1

1
2Δ+1 ·· ·· ·· 1

2Δ+1
1

2Δ+1
1

2Δ+1
1

2Δ+1 ·· ·· ·· 1
2Δ+1

0 1
2Δ

1
2Δ ·· ·· ·· 1

2Δ

0 1
2Δ−1

1
2Δ−1 ·· ·· ·· 1

2Δ−1

·· ·· ·· ·· ·· ·· ··
0 0 0 ·· ·· 1

2
1
2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2)

where the element p11 gives the probability of going from state −Δ to state −Δ,
the element p12 the probability of going from state −Δ to state −Δ + 1 and
so on.

To make the distortion less perceptible, in [10] a multiresolution version of the
C-LPCD model is also proposed (hereafter referred to as MC-LPCD), whereby
the DA is applied at different resolutions to obtain the global displacement se-
quence: a low resolution displacement sequence is first generated, then a full size
displacement is built by means of a given interpolation strategy, e.g. by means
of linear or bicubic interpolation. The full resolution displacement is applied to
the original sequence to produce the distorted signal.

More specifically, the multiresolution model consists of two steps. Let n be
the length of the signal (for sake of simplicity we assume that n is a power of
2). To apply the C-LPCD model at the L−th level of resolution, a displacement
sequence δ of size n

2L is generated. Then the full resolution sequence Δ is built
by means of linear or bicubic interpolation. Note that, in this way non-integer
displacement values are introduced3. The full resolution displacement sequence
Δ is used to generate the attacked signal z as follows:

z(i) = y(i + Δi). (3)

2 In [10] the number of states is reduced by considering as the current state the size of
the interval in which the displacement may vary. Here we adopt a different approach
that simplifies the derivation of the fast ES algorithm.

3 It is still possible to obtain integer displacements by applying a nearest neigh-
bor interpolation, of course at the expense of the smoothness of the displacement
sequence.
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As opposed to the full resolution version of C-LPCD, however, the presence of
non-integer displacements is now possible due to interpolation. To account for
this possibility, whenever the displacement vector points to non integer coordi-
nates of the original sequence, the sample value of the attacked sequence z(i) is
computed by interpolating the original sample values.

2.1 Probabilistic Vs. Deterministic Interpretation

If we adopt the description given in [10] and summarized before, the C-LPCD
model is seen as a probabilistic model (a Markov chain) whereby the displace-
ment sequence is generated samplewise according to a probabilistic rule. A
problem with this approach is that for a given Δ (and level of resolution) the
displacement sequences defining the distortions belonging to the C-LPCD class
do not have the same occurrence probability. As shown in [10], certain status of
the Markov chain are more probable than others, hence resulting in a tendency
to prefer displacements with positive Δis. The approach taken in [10] to solve
this problem is to assign a non-uniform probability to the transitions from one
state to the other, trying in this way to make all the displacement sequences
equally probable. In this paper we adopt a different approach, i.e. we aban-
don the probabilistic interpretation of the LPCD model and simply consider
all the displacement sequences for which the condition expressed in (1) holds
as (equiprobable) admissible sequences. In this framework, we find it useful to
define the set of all the admissible displacement sequences according to the MC-
LPCD model with maximum displacement Δ and applied at resolution level L
as D(Δ, L)

3 Exhaustive Watermark Detection through Viterbi’s
Algorithm

In this section we introduce the first contribution of our research. Given a se-
quence y and a watermark w, we introduce an algorithm that permits to find the
displacement field belonging to D(Δ, L) that applied to w produces a distorted
watermark v that maximizes the correlation between v and y. In formulas, let
T (w,Δ) = v be the operator that applies the displacement field Δ to the se-
quence w. We show how it is possible to solve in a very efficient way the following
optimization problem:

Δ∗ = arg max
Δ∈D(Δ,L)

corr(T (w,Δ),y). (4)

where corr(v,y) indicates the correlation between the sequences v and y, namely

corr(v,y) =
n∑

i=1

v(i)y(i). (5)

Specifically, we propose a fast algorithm whose complexity grows only linearly
with the length n of w, while the cardinality of the set D grows exponentially
with n (see [10]).
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To elaborate, let us rewrite correlation (5) as:

corr(v,y) =
P∑

p=1

2L∑
l=1

v((p − 1)2L + l)y((p − 1)2L + l). (6)

where P = n
2L is the length of the low resolution displacement sequence. The dis-

torted watermark samples v((p − 1)2L + l) are evaluated by applying
the displacements Δ(p−1)2L+l (p = 1 . . . P, l = 1 . . . 2L) to w, where, following
the multiresolution C-LPCD model described in Section II, Δ(p−1)2L+l depends
on a limited set of consecutive low resolution displacements of the sequence δ.
The exact number of samples of δ that contribute to the computation of an
element of Δ depends on the interpolation rule used to generate Δ from δ. As
an example, by considering a linear interpolation, Δ(p−1)2L+l depends solely on
the couple of adjacent low resolution displacements δp and δp+1. In this case, it
is possible to rewrite (6) as:

corr(v,y) =
P∑

p=1

ρp(δp, δp+1). (7)

where ρp(δp, δp+1) is the correlation evaluated in the interval[
(p − 1)2L + 1, . . . , p2L

]
. For the sake of simplicity, throughout the paper we

will refer to the case of linear interpolation, however the results we obtain
are easily extended to higher order interpolation rules. Under this assumption,
problem (4) may be expressed as:

δ∗ = arg max
δ∈D(Δ,0)

P∑
p=1

ρp(δp, δp+1). (8)

By letting N = 2Δ + 1, it is possible to associate with problem (8) a trel-
lis T (N, N) with N vertexes, N edges, and depth P + 1. Vertexes at epoch p
represent all the possible values of δp while edges which originate from a ver-
tex at epoch p represent all the admissible values of δp+1. In particular, edge
Ep(m, q), m, q = {−Δ, . . . , Δ}, p = {1, 2, . . . , P} connects vertex V (m, p) with
vertex V (q, p + 1) only if the couple of low resolution displacements δp = m,
δp+1 = q satisfy the C-LPCD constraint, i.e., if m ≥ q + 1. Such a connection is
associated with the correlation μp(m, q). Problem (4) can now be solved by ap-
plying the Viterbi algorithm over the trellis T (N, N). As in traditional Viterbi
algorithm, among all paths which converge in the same vertex, only the one
which have accumulated the highest correlation survives. Since the watermark
sequence w(i) is defined for i = 1, . . . , n, at the first step, i.e., for p = 1, only
edges which originate from vertexes m ≥ 0 are admitted while at the last step,
i.e., for p = P + 1, only edges which terminate in vertexes m ≤ 0 are admitted.
In Fig. 1 we show an example of the trellis corresponding to problem (4) in
the case of Δ = 1, P = 3. In this case, we have a maximum of 3 transitions
originating from each vertex corresponding to displacements {−1, 0, 1}. In the
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Fig. 1. Trellis representation of problem (8) for Δ = 1, P = 3

considered illustrative example, the path which survives, i.e., the path which
maximizes (7) is δ = (0, −1, 0, −1). Such a path is drawn as a tick line in Fig. 1.
Regarding the complexity of solving (4) through the Viterbi algorithm, note that
at each step N2 correlations (at most) and N comparisons must be computed to
get N survivors, and, hence, problem (4) can be solved in O(PN2) operations,
i.e., the complexity increases linearly with P and hence with n. Of course, if
the interpolation order increases, the correlation of the samples in the interval[
(p − 1)2L + 1, . . . , p2L

]
depends on more than two samples of the low resolution

displacement sequence hence augmenting the memory of the system.
The existence of a fast algorithm for exhaustive watermark detection (within

a given class D(Δ, L) of DAs) opens the way towards a watermark detection
scheme that is intrinsically robust against MC-LPCD DAs. More specifically,
by assuming an additive spread spectrum watermarking system wherein the
watermarked sequence y is built as:

y(i) = x(i) + γw(i), (9)

the watermark detector simply compares

ρ∗ = max
Δ∈D(Δ,L)

corr(T (w,Δ),y), (10)

against a detection threshold set by fixing the false detection probability.

3.1 False Alarm Probability

While it is obvious that any DA belonging to D(Δ, L) will not have any impact
on the probability of missing the watermark, problems may arise because of the
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false detection probability. In order to evaluate the discrimination capability of
the detection statistic ρ∗, we must evaluate the pdf of ρ∗ under the hypothesis H0
that the sequence under analysis is not watermarked and under the hypothesis
H1 that the watermark w the detector is looking for is indeed present.

While a theoretical analysis of such a pdf is possible under some simplifying
assumptions, for sake of brevity here we estimate the mean value and the variance
of ρ∗ be resorting to Monte Carlo simulations. We start by considering H0, i.e.
we evaluate μρ∗|0 and σ2

ρ∗|0. In doing so, several parameters have to be taken into
account, including the length n of the host sequence and the parameters of the
class of DAs considered by the detector. In table 1 we report the values of μρ∗|0
and σ2

ρ∗|0 that we estimated by generating 1000 i.i.d. Gaussian random sequences
with variance σ2

x = 1000, and by computing ρ∗ by means of the Viterbi algorithm
described before, looking for a randomly generated antipodal watermark taking
values ±1 with equal probabilities. As it can be seen the mean value of ρ∗

does not depend on the length of the host sequence, and decreases when L
increases. This is an expected result, since when the M-LPCD model is applied
at a lower resolution level, the capability of generating a distortion that increases
the correlation between the host sequence and the watermark decreases, due to
the reduced dimensionality of the D(Δ, L) class. The behavior of the variance
of ρ∗ is opposite to that of μρ∗|0, since it does not depend on L and decreases
with n. This is very interesting result, showing that the watermark detection
reliability can be improved by increasing the watermark length.

Table 1. Mean and variance of ρ∗ under hypothesis H0

Δ = 1 Δ = 2
L=4 L=5 L=6 L=7 L=8 L=4 L=5 L=6 L=7 L=8

n = 10000 μρ∗|0 5.20 3.66 2.5 1.82 1.27 6.56 4.62 3.27 2.30 1.62
σ2

ρ∗|0 0.05 0.05 0.05 0.05 0.05 0.04 0.04 0.04 0.04 0.04

n = 50000 μρ∗|0 5.20 3.66 2.58 1.82 1.29 6.56 4.63 3.27 2.31 1.63
σ2

ρ∗|0 0.01 0.01 0.01 0.01 0.01 0.007 0.008 0.007 0.007 0.008

n = 100000 μρ∗|0 5.20 3.66 2.58 1.82 1.28 6.56 4.63 3.28 2.31 1.64
σ2

ρ∗|0 0.005 0.005 0.005 0.005 0.005 0.004 0.004 0.004 0.004 0.004

n = 150000 μρ∗|0 5.19 3.66 2.59 1.82 1.29 6.57 4.63 3.27 2.31 1.64
σ2

ρ∗|0 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.003 0.002 0.002

We then considered hypothesis H1. To do so we generated again 1000 i.i.d.
random sequences and added a binary random watermark generated according
to an i.i.d. distribution with equiprobable symbols (P (w(i) = 1) = P (w(i) =
−1) = 0.5). The watermark generated in this way was added to the sequence
x as in equation 9. In particular we used γ = 1 thus obtaining a document to
watermark ratio (DWR, see [12]) equal to 30dB. The mean value μρ∗|1 and the
variance σ2

ρ∗|1 obtained in this case are reported in table 2. Upon inspection of
the table we see that the behavior of μρ∗|1 and σ2

ρ∗|1 under H1 is very similar
to that we obtained for H0. Interestingly, μρ∗|1 > μρ∗|0 and for large values of
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Table 2. Mean and variance of ρ∗ under hypothesis H1

Δ = 1 Δ = 2
L=4 L=5 L=6 L=7 L=8 L=4 L=5 L=6 L=7 L=8

n = 10000 μρ∗|1 5.63 4.09 3.02 2.29 1.76 6.84 4.90 3.56 2.62 1.97
σ2

ρ∗|1 0.051 0.055 0.052 0.050 0.055 0.040 0.040 0.038 0.040 0.041

n = 50000 μρ∗|1 5.62 4.09 3.02 2.28 1.77 6.84 4.92 3.56 2.62 1.97
σ2

ρ∗|1 0.010 0.010 0.010 0.011 0.010 0.008 0.008 0.008 0.008 0.009

n = 100000 μρ∗|1 5.62 4.09 3.03 2.28 1.77 6.84 4.92 3.57 2.62 1.97
σ2

ρ∗|1 0.005 0.005 0.005 0.006 0.005 0.004 0.004 0.004 0.004 0.004

n = 150000 μρ∗|1 5.62 4.09 3.03 2.28 1.77 6.84 4.9 3.57 2.62 1.97
σ2

ρ∗|1 0.003 0.003 0.004 0.004 0.004 0.003 0.003 0.002 0.003 0.003

n such a distance is significantly larger than the standard deviation of ρ∗ both
under hypothesis 0 and 1.

To give a quantitative measure of the discriminative power of ρ∗, we can
consider the quantity:

√
SNR =

|μρ∗|1 − μρ∗|0|
σρ∗|0

, (11)

it is such a quantity, in fact, that determines the performance of the watermark
detector4. In the left part of figure 2 the SNR parameter is expressed as a
function of n for Δ = 2 and various values of L (L = 4, 6, 8). As it can be seen,
the SNR increases significantly with n and, to a lesser extent, with L.

Passing from the SNR to the false and missed detection probabilities (respec-
tively Pf and Pm), requires that the exact pdf of ρ∗ under H0 and H1 is known.
For instance, by assuming that ρ∗ follows a normal distribution5, we have

Pm =
1
2

erfc

(√
SNR

2
− erfc−1(2Pf )

)
. (12)

In this case, if we let Pf = 10−6, we obtain the values of Pm reported in figure 2
(right). By inspecting the figure it is evident that though ρ∗ permits to discrimi-
nate H0 from H1, the error probability tends to be rather high. For instance, by
letting Pf = 10−6, a value that is rather common in watermarking applications,
we have Pm = 10−2 (for n = 150000), which is a rather high value. All the more
that the results in figure 2 refer to the case L = 8, that is to a class of MC-LPCD
attack with a rather low cardinality.

Though not reported here for sake of brevity, the results we obtained do not
change significantly in the presence of DAs belonging to the class of MC-LPCD
attacks considered by the detector during its search. This is an expected result,
since on one side the statistics of ρ∗ under hypothesis H0 are not affected by

4 The definition in equation (11) is justified by the observation that σ2
ρ∗|0 � σ2

ρ∗|1.
5 An assumption that could be justified by resorting to the central limit theorem for

weakly depending random variables [15].
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Fig. 2. SNR as a function of n for different values of L (left), and (right) Pm vs Pf for
different values of n and L = 8 (Δ = 2, DWR = 30dB)

DAs due to the independence of the host sequence samples6, and on the other
side, the exhaustive search carried out by the detector is able to nullify the
de-synchronization effect of the attack.

4 A New Watermarking Algorithm

The results reported at the end of the previous section show that for reliable
watermark detection the search space must not be too large, that is the displace-
ment fields considered by the detector must be smooth enough and, most impor-
tantly, n must be very large. For instance, with Δ = 2, and L = 8, n = 150000
may not be enough to ensure reliable watermark detection. With regard to L,
it is worth observing that the characteristics of the class of distortions that the
attacker will use to impede watermark detection is not under the detector’s con-
trol. On the contrary such characteristics depend of the perceptual distortion
introduced by the attack and the resulting quality of the watermarked content.
Such an analysis, that would necessarily depend on the particular media being
watermarked, is outside the scope of this paper, we only mention that some pre-
liminary results carried out on audio signals shows that, for Δ ∈ [1, 4] attacks
are inaudible as long as L ≥ 6 or L ≥ 7 depending on the audio content. As to
n, 150000 samples corresponds to about 3 seconds of an audio signal sampled at
44KHz, hence, even if it may be feasible to go beyond such a value, we can not
expect n to grow much larger than this.

In order to achieve a better separation between the statistics of ρ∗ under
hypothesis 0 and 1, we propose a new watermark embedding strategy. The main
idea the new scheme relies on, is to geometrically pre-distort the watermark in
such a way to maximize its correlation with the host sequence. To be specific,
the new watermark embedding algorithm works as follows. We assume that the
6 DAs applied at lower resolution levels may introduce a weak correlation between

adjacent samples due to interpolation, however we verified experimentally that such
an effect is negligible.
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class D(Δa, L) of de-synchronization attacks the adversary may use to attack
the watermark is known. The embedder runs the exhaustive search algorithm on
x and w, obtaining a pre-distorted watermark v:

Δ∗ = arg max
Δ∈D(Δa,L)

corr(T (w,Δ),x), (13)

v = T (w,Δ∗). (14)

Then, the embedder adds the pre-distorted watermark v to x, generating the
watermarked sequence y:

y(i) = x(i) + γv(i). (15)

Given a possibly marked and attacked sequence z, the detector performs an ex-
haustive search of w over z. In this phase the detector has to take into account
both the displacement sequence used by the embedder to pre-distort the wa-
termark and the possible presence of a DA. To do so, it uses a search window
Δd that is larger than Δa, say Δd = KΔa. The choice of the parameter K is
a crucial one, since a large value of K would increase the false detection prob-
ability, whereas low values of K would augment the probability of missing the
watermark. In the sequel, we will assume that K = 2, a set-up justified by the
assumption that applying a DA with Δd = Δe after watermark pre-distortion
roughly correspond to an attack with a doubled Δ. In the next section we show
how the pre-distortion of the watermark prior to its insertion within the host se-
quence permits to significantly improve the performance of the system presented
in the previous section.

5 Experimental Results on Synthetic Sequences

The performance of the new watermarking system has been analyzed by means
of Monte Carlo simulations. We started by considering the performance of the
system in the absence of attacks. Throughout the experiments we let K = 2,
Δe = Δa = 1. The statistics of ρ∗ under H0 coincides with those reported in the
previous section (table 1, Δ = 2). To obtain the statistics of ρ∗ when H1 holds, we
generated 1000 watermarked sequences (with different embedded watermarks)
by applying equations (13) through (15) with Δe = 1. We then applied the
watermark detector with Δd = 2. The result we obtained for different values of
L and n are summarized in table 3.

The dependence of μρ∗|1 and σ2
ρ∗|1 upon L and n is similar to that obtained

for standard watermarking scheme reported in the previous section, however the
distance between μρ∗|1 and μρ∗|0 is now much larger (for a similar variance)
yielding a much better SNR and hence much better performance as reported in
figure 3, where the SNR as a function of n and the plot of Pf vs Pm (still under
the normality assumption of ρ∗) are given. As it can be seen the introduction of a
pre-distorted watermark greatly enhance the watermark detectability. A second
difference with respect to the previous case that worths attention is the lower
dependence of the SNR upon the resolution level L, as a matter of fact the right
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Table 3. Mean and variance of ρ∗ under hypothesis H1 for the new watermarking
scheme with pre-distorted watermark (Δe = Δa = 1, Δd = 2)

L=4 L=5 L=6 L=7 L=8

n = 10000 μρ∗|1 7.170 5.227 3.891 2.953 2.302
σ2

ρ∗|1 0.041 0.041 0.039 0.041 0.043

n = 50000 μρ∗|1 7.166 5.244 3.891 2.959 2.308
σ2

ρ∗|1 0.008 0.008 0.008 0.008 0.009

n = 100000 μρ∗|1 7.167 5.240 3.899 2.953 2.311
σ2

ρ∗|1 0.004 0.004 0.003 0.005 0.004

n = 150000 μρ∗|1 7.171 5.241 3.898 2.957 2.311
σ2

ρ∗|1 0.003 0.003 0.003 0.003 0.003

plot in figure 3 refers to the case L = 8, however almost identical results are
obtained for L = 4 and L = 6.

A difference of the system based on watermark pre-distortion is that the
answer of the detector in the presence of an MC-LPCD attack is not equal to
the one obtained in the absence of attacks. The reason for the diminished value
of ρ∗ in the presence of DA, is that as a consequence of such an attack the host
sequence x and the watermark suffers different distortions, the host sequence is
distorted only by the attack, while the inserted watermark undergoes both the
pre-distortion and the distortion due to the attack. The detector is not able to
compensate for both the distortions, despite the use of a value of Δd that is
larger than Δe and Δa, hence justifying a decrease of the performance. Once
again we verified this phenomenon by means of Monte Carlo simulations. The
watermarked sequences used to produce table 3 were attacked by an MC-LPCD
characterized by Δa = 1 and the detector run again. The new results we obtained
are summarized in table 4.
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Fig. 3. Performance of the watermarking system based on watermark pre-distortion:
(left) SNR as a function of n for different values of L, (right) Pm vs Pf for different
values of n and L = 8. (Δe = 1, Δd = 2, DWR = 30dB).
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Table 4. Mean and variance of ρ∗ in the presence of DA. (Δe = Δa = 1, Δd = 2,
DWR = 30dB).

L=4 L=5 L=6 L=7 L=8

n = 10000 μρ∗|1 6.950 5.021 3.705 2.790 2.139
σ2

ρ∗|1 0.0446 0.0472 0.046 0.049 0.047

n = 50000 μρ∗|1 6.944 5.043 3.708 2.790 2.140
σ2

ρ∗|1 0.009 0.009 0.009 0.009 0.010

n = 100000 μρ∗|1 6.945 5.041 3.716 2.783 2.146
σ2

ρ∗|1 0.005 0.005 0.004 0.005 0.005

n = 150000 μρ∗|1 6.948 5.041 3.715 2.786 2.143
σ2

ρ∗|1 0.003 0.003 0.003 0.003 0.003
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Fig. 4. Performance in the presence of DA: (left) SNR as a function of n for different
values of L, (right) Pm vs Pf for different values of n and L = 8 (Δe = Δa = 1, Δd = 2,
DWR = 30dB)

The SNR as a function of n and the plot of Pf vs Pm (still under the normality
assumption of ρ∗) are given in figure 4. Upon inspection of the results, we see
that though lower than in the attack-free case, the performance of the system
are still rather good (definitely better than those obtained without watermark
pre-distortion), thus confirming the validity of the proposed approach.

6 Conclusions

In this paper we have introduced a fast watermark detector that implements an
exhaustive search detector in the presence of de-synchronization attacks belong-
ing to the class of MC-LPCD DAs. As expected the performance of the exhaus-
tive search detector are rather poor due to the increase of the false detection
probability typical of such systems. To cope with this problem, we introduced a
new watermarking algorithm based on the pre-distortion of the watermark sig-
nal and the fast exhaustive search detector introduced previously. Results based
on Monte Carlo simulations show the effectiveness of the new system to com-
bat DAs belonging to the MC-LPCD family. This is an interesting result that
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opens the way toward the development of a watermarking system for audio signal
that is robust to de-synchronization attacks. Before such a system is developed
though, further research is needed, including the adaptation of the new water-
marking system to low-pass signals, the incorporation of perceptual issues onto
the system, the evaluation of the proposed mechanism in presence of DA attacks
that do not belong to the MC-LPCD family, and finally the evaluation of the
new scheme in the presence of other kinds of attacks, including noise addition,
quantization, filtering.
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Abstract. Motion information is special to video. It provides enough space for 
watermark embedding. However, the watermark embedded in motion informa-
tion is usually not robust. In this paper, a robust watermarking algorithm which 
embeds watermark in motion vectors of P frames is proposed. The reason why 
the watermark embedded in motion vector is not robust to recompression is that 
the watermarked motion vector will be changed when the video is recompressed. 
In order to improve the watermark robustness to recompression, we present to 
modify the pixel of the current block while embedding watermark bit in its  
motion vector. In order to minimize the perceptual degradation of video quality, 
we adopt our previously proposed geometrical method. The experimental  
results demonstrate the strong robustness of the scheme against common signal 
processing operations. 

Keywords: Video Watermark, MPEG-2, Motion Vector. 

1   Introduction 

With the rapid development of Internet and multimedia technology, the requirement of 
copyright protection becomes more and more urgent. Watermarking technologies have 
been considered as one of the solutions for this problem. Video is usually stored and 
transmitted in compressed format, so it is more practical to embed the watermark in 
compression domain.  

A variety of watermarking schemes have been proposed for MPEG-2 video wa-
termark. Some schemes proposed to embed watermark by using motion vector which is 
one of the most important elements in video compression. In [1], Kutter first proposed 
the video watermark scheme in motion vector by slightly altering the motion vectors. 
However, it can not achieve good robustness. J.Zhang et al. [2] improved Kutter’s 
scheme. They proposed an algorithm to choose the motion vector which had larger 
amplitude and small phase change. And it was robust against video content attacks. In 
literature [3], scrambling and permutation were performed before embedding the wa-
termark. Then they embedded the watermark by modifying the value of motion vector 
slightly. In [4], the scheme proposed to alter the motion vectors according to the texture 
of the area, and prediction errors of the matched blocks were calculated again after 
changing the motion vectors. The above schemes above all embed the watermark into 
MV directly. But they are sensitive to the attacks such as recompression. There are 
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other methods which embed the watermark into DCT coefficients [5][6][7],such as 
differential energy watermarking (DEW) scheme. And most of DCT schemes use I 
frames which are crucial for the video to embed watermark. If those schemes are ex-
tended to P frames, the performance is supposed to degrade. Because the P-frames and 
B-frames are highly compressed by using motion compensation, there is less capacity 
for embedding a watermark in them. 

In this paper, we extend the watermarking scheme which is proposed for H.264 [9] 
to MPEG-2. According to the structure of MPEG-2 encoder, a novel algorithm is 
proposed to embed robust watermark into motion vectors (MV) in P-frames. When the 
MV isn’t suitable for embedding, the current block will be modified to make the en-
coder choose the block whose MV fits the embedding condition. Moreover, we explore 
a modification algorithm to control PSNR, which will minimize the degradation of 
video quality. The experimental results show that the proposed algorithm works well 
and is robust to recompression.  

The rest of the paper is arranged as follows. In section 2, our previous work for 
H.264 [9] is briefly described. Section 3 presents the extended watermarking scheme 
for MPEG-2. Section 4 shows the results and analysis. In section 5, the conclusion and 
some future direction are presented. 

2   Our Previous Work for H.264 

In [9] we proposed a robust watermark scheme for H.264. When encoding the video, 
the watermark was embedded into reference index, a new syntax element first proposed 
by H.264 standard. Because the value range of reference index was quite small, only 
the last bit of reference index was employed to carry watermark information. In some 
cases, we need alter the value of reference index to fit the embedded bit. However, it 
was observed that the altered reference indexes are naturally sensitive to attacks, be-
cause they are not the best choice of encoder, and hence easy to be changed when 
re-encoding the video. We proposed to strengthen the embedded watermark by modi-
fying the coded blocks. After modifying the coded blocks, all the watermarked refer-
ence indexes became the best choice of encoding the coded blocks. Consequently, the 
watermark robustness was improved greatly. 

In this paper, we try to extend the method to MPEG-2 video coding standard. 
MPEG-2 bit-stream does not have reference index, so it is impossible to directly use the 
previous method. But we know that motion vector is like reference index and also 
indicates the motion information of video object. So we can take motion vector as the 
embedding object. Considering the difference between H.264 and MPEG-2, many 
modifications to the embedding algorithm are needed. For instance, the method of 
modifying the coded blocks should be changed due to the different criterion of motion 
estimation. 

3   The Proposed Video Watermarking for MPEG-2 

3.1   Motion Vector in MPEG-2 Video 

Motion vector reflects the moving displacement of the coded block in current frame, 
and the best prediction block in reference frame [8]. MPEG-2 encoder will record the  
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Fig. 1. Process of searching matching macroblock 

distances between current block and every searching block. Then it will pick up the 
block of minimal distance within searching scope and regard this block as the predicted 
block of current block. Schematic diagram for the searching process is shown in Fig.1. 

In Fig.1, best block represents the best prediction block chosen by encoder and sec 
block is the suboptimal prediction block.  

In MPEG-2, the algorithm to measure the distance between two blocks is SAD (Sum 
of Absolute Difference), which is given by 

255
distance( , ) ( )

0
d D C abs D Ci ii

= = −∑
=

,                            (1) 

where D i  and C i  represent a pixel of block D and current block C respectively. 

Referring to Fig.1, the best prediction block is nearer to the current block than any 
other prediction block, which can be represented by 

distance( , )D Cbest < distance( , )anyD C                         (2) 

Motion vector is calculated as follows.   

( , ) ( , )MV H V ibest icur jbest jcur= = − − ,                          (3) 

where H,V are horizontal and vertical component of motion vector respectively, ibest 
and jbest denote the coordinate of best block ,while icur and jcur denote coordinate of 
cur block. 

3.2   Watermark Embedding 

From section 3.1, we can see that MPEG-2 encoder will choose the block with minimal 
distance as the prediction block and then calculate the motion vector. In literature [11], 
most motion vector based watermarking algorithms embedded watermark bit by 
slightly modifying the motion vector. The modified motion vector is not the best choice 
of the encoder. Could the modified motion vector which carries the watermark bit be 
kept when the watermark video is recompressed? We observed that if only altering the 



72 H. Li, J. Li, and H. Liu 

motion vectors to embed watermark, the motion vector will be changed, and conse-
quently the watermark bit will not be extracted correctly. Table 1 demonstrates the 
experimental results tested on various video sequences. In Table 1, all the sequences 
are coded and watermarked at 8Mbps. The watermark embedding algorithm is similar 
to the method in [11]. Then the watermarked video is recompressed with different bit 
rate. From Table 1, we can see that with the recompression bit rate decrease, very small 
proportion of watermarked motion vectors can be correctly extracted. We think it is 
because the altered motion vectors are not the best choice of encoding the current coded 
blocks. In order to improve the robustness, the coded block will be modified. So the 
altered motion vectors become the best choice of encoder.  

Table 1. Proportion of watermarked MVs that not be changed during recompression 

Recompression bit rate Average Pro-
portion (%) 

8M 37 
6.8M 31 
5.6M 25 
4.4M 23 
3.2M 19 
2M 14 

 
The framework of the robust watermarking scheme is shown in Fig.2,  

 

Fig. 2. Watermarking Framework 

where wij
 is the spread spectrum watermark signal, and modify_flag represents if the 

current coded block, cur block, needs to be modified.  
During encoding the video, we embed the watermark information into motion vec-

tors. Some motion vectors may not fit the watermark bit wij . In this case, we generate 

modification signal to modify the current coded block in order that encoder will select a 
new motion vector, which can fit the wij . The modification signal is generated by 
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Modification Signal Generator, which needs 3 inputs, best prediction block, second 
best prediction block, and current block. Best prediction block has been mentioned in 
Fig.1. Second best prediction block is a prediction block which is pointed to the new 
motion vector. The detailed description is given as follows. 

Firstly, the watermark is preprocessed by spread spectrum method [9], which could 
help to improve the watermark robustness effectively. The method of spread spectrum 
is given by 

w w pij i ij= ⊕       ( i=1,2…L1 , j=1,2…L 2 ),                             (4) 

where L 1  is  the length of original watermark w and L 2  is the length of spread spec-

trum. wij  is generated by XOR operation between original watermark bit wi and 

random sequence pij . 

Before embedding, we will decide whether to modify the current block or not ac-
cording to wij and motion vector as Eq.5. 

0, for ((|H|+|V|)mod 2)   
_

1, for ((|H|+|V|)mod 2)   

wij
Modify flag

wij

=
=

≠

⎧
⎪
⎨
⎪
⎩

               (5) 

where |H| and |V| are absolute value of H and V respectively. If modify_flag=1, wij  is 

regarded as embedded into motion vector directly. If not, we will change MV to fit the 
condition by modifying current block. 

Here, we define a substitute block sec_block, shown as second best prediction block 
in Fig.2.  

sec_block= address_dmin (E)                                    (6) 

where 

{ | (| | | |) mod 2 (| | | |) mod 2}E Block H V H Vi i i best best= + ≠ +          (7) 

Aggregation E stands for blocks whose absolute sum of motion vector mod 2 is not 
equal to that of the best prediction block. address_dmin( ) denotes the address of the 
block with minimal distance. From Eq.7, we know that the value of absolute sum of 
sec_block’ motion vector mod 2 is different from that of best_block. 

The system will generate MS according to the relationship between the cur_block, 
best_block and sec_block, and then add MS to cur_block. After modifying the cur 
block, sec_block will become the best predicted block when recompression. Now, the 
new MV is suitable for embedding wij . 

3.3   Block Modifying Algorithm 

The modification signal, MS, in Fig.2 is related to 3 parameters, cur_block, best_block and 
sec_block. For convenience, we use the following denotations to represent the blocks. 
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C =cur_block                                                              (8) 

B =best_block                                                             (9) 

S =sec_block                                                             (10) 

MS is determined by the distances among blocks, C, B and S. The relationships be-

tween C, B and S are demonstrated in Fig.3, where m1 m 2 is the perpendicular bisector 

of BS, and it divides the space into two parts. In Fig.3, we can see 
that diatance( , )B C < diatance( ,C)S . 

 

Fig. 3. Geometrical Position between C, B and S 

Now, C is on the right side of m1 m 2 . Our goal is to drive C to cross line m 1 m 2 , 

reaching the left half-plane, like the position of new 'C , and make distance (S, 'C ) < 
distance (B, 'C ). 

Pixel iC  in C should be modified according to iC  of sec_block and iB  of 

best_block. The relationships between them are specified in Fig.4. 

 

                      (A) Ci on the left side of M                     (B) Ci on the right side of M 

Fig. 4. Relationship among Ci , Si and Bi  

where M is the midpoint of segment Si Bi . 

M = 
1

2
( Si + Bi )                                                  (11) 

Modification signal is generated for case A and case B in Fig.4 by the geometrical 
method. 
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a) For the case of Fig.4 (A), Ci  is at the position 1 or 2, and we can get that, || C Si i−  

< | |C Bi i− . In this case, the block needn’t be modified in principle. But, we  

found that if we modify this pixel, then the modifying amplitude of other pixel can 
become smaller and the quality of watermarked video can be better. So we present the 
Modification Algorithm 1 for case A.  

( )1'

( )1

C if C Si i iC i
C if C Si i i

λ

λ

− ≥
=

+ <

⎧
⎪
⎨
⎪
⎩

                            (12) 

where )}(0|{1 iCiSabsxx −<<∈λ , and the value of 1λ is related to the strength of 

modification, and it is appropriate to set 1λ below 15. That is: max ( 1λ ) <15. 

b) For case B, when Ci is at the position as 3 or 4 in Fig.4 (B), Ci should be modified to 

reach the left side of M. And Modification Algorithm 2 for case B is as follows. 

' 2C Mi λ= −   (-5< 2λ <5)                                                   (13) 

In case B, over modification may occur because the distance between Ci and 'C i is too 

far. So we must limit the modified range to prevent the great degradation of video 

quality. The experimental results demonstrate that if (| ' iC Ci − | < 20), the performance 

of our scheme works well and the degradation value of PSNR (Power Signal-to-Noise 
Ratio) is less than 1 db. 

In the process of modifying, encoder will compare the two numbers diatance( ,C')B  

and diatance( ,C')S  after every time of modification. At the beginning, the value of 

difference ),( SBdif  will be recorded. 

( , ) diatance(S,C')-diatance(B,C')dif B S =                             (14) 

Then, after modifying each pixel, the convergence condition is 

( , ) ( , )dif B S dif B S di= −                                                (15) 

In each iteration, di is calculated by Eq.(16) 

2 ( )1

(| | | |) (| ' | | ' |) ( )

for case A
di

S C B C S C B C for case Bi i i i i i i i

λ
=

− − − − − − −

⎧⎪
⎨
⎪⎩

    (16) 

We define a threshold T  (negative) as the finishing condition for modification. When 
),( SBdif  meets the condition that ),( SBdif <T , the process is completed. 
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3.4   Watermark Extraction 

Watermark can be extracted directly from bitstream by decoder. The extraction process 
is the inverse of watermark embedding process. The method for watermark extraction 
is simple, described as below. 

^ 1, ((|H| |V|)mod 2) 1)

0, ((|H| |V|)mod 2) 0)

wij
for

for

=
+ =

+ =

⎧
⎪
⎨
⎪⎩

                             (17) 

where 
^
wij is the retrieved watermark from the decoder. 

And then random sequence pij  and 
^
wij are operated by XOR before recovering the 

original watermark bit wi . 

4   Experimental Results 

Standard MPEG-2 encoder is used in the experiments. Three groups of video are se-
lected for tests. 
 

First group,                                             
Second group,                                           
Third group,  

4.1   Watermark Imperceptibility Test 

The length of spread spectrum in the first and second group is 170 bits, while the third 
group is 60 bits. The decrease of PSNR is shown in Table 2. 

As shown in Table 2, the proposed algorithm has little influence on video quality. We 
can also see that the more blocks are modified, the more PSNR decreases. For instance, 
the decrease of PSNR of video cheer that has plenty of motion vectors is greater than that 
has less motion vectors, such as flower. Fig.5 shows the imperceptibility of watermark. 

Table 2. Imperceptibility Test 

Video Sequence Spread  Spectrum Decrease of PSNR 
cheer 170 bits 0.4483 db 

football 170 bits 0.5041 db 

flower 170 bits 0.2826 db 

basketball 170 bits 0.3073 db 

cross street 170 bits 0.4501 db 

mobile 60 bits 0.1495 db 

canoa 60 bits 0.1047 db 

bus 60 bits 0.0754 db 

resolution: 720*480, football, cheer, flower.   
resolution: 704*576, basketball, cross_street.  
resolution: 352*288, mobile , canoa , bus.     

Bit rate:8 M/s 
Bit rate:10 M/s 
Bit rate:2 M/s 



 A Robust Watermarking for MPEG-2 77 

              
(a) One watermarked frame of mobile               (b) The corresponding original frame 

              
         (c) One watermarked frame of canon                 (d) The corresponding original frame 

Fig. 5. Demonstration of invisibility 

4.2   Watermark Robustness Test 

Bit Error Rate (BER) can be used for illustrating robustness of watermarking when it 
encounters attacks. In order to test the robustness of our watermarking scheme, we 
carry out attacks testing as follows [9]. The parameters in each attack is expressed as 
starting value:step:end value. For example, in rotation attack, the rotation degree if 
changed from 0.5 to 3 by step 0.5. 

The attacks are as follows: 

1) Recompression: Bit rate decrease percent: τ = 0:10:70 
2) Rotation: Degree: D=0.5:0.5: 3 
3) Luminance Increase: Increasing the video with L d = 0:10:60 

4) Luminance Decrease: Decreasing the video with L i = 0:-10:-60  

5) AWGN (additive white gaussian noise): aσ =1: 3: 16 

6) Gaussian Blurring: gσ =0.4:0.2:1.6 

The robustness to these attacks is shown in Figure 6-11.  The following conclusions 
can be drawn from the above tests: 

1) The scheme we propose has good robustness, especially for recompression and 
luminance change (Fig.6, Fig.8 and Fig.9). In general, the watermark can still 
survive after some common attacks mentioned above. 

2) The watermark embedded in the video with rich motion vectors can be robust to 
strong attacks. Because there are more motion vectors for embedding watermark 
bits in, such as the video cheer, basketball and so on. On the contrary, the  
watermark in the video with less motion vectors will be sensitive to the attacks. 
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3) The length of spread spectrum plays an important role in the robustness of  
watermarking. From the results of the first and third groups of videos, we can see 
the increase of spread spectrum length has remarkably improved watermarking 
resistance. In Fig.5, when recompression bit rate drops to half of the embedding 
compression bit rate, the watermark in the first and second groups of videos almost 
survives. However, the BER of the third group increases to more or less 10%. 
Hence, the robustness of the video with less motion vectors can be improved by 
increasing the length of spread spectrum. 

4) In Fig.10 and Fig.11, when Standard Deviation of AWGN is 14 and gσ  of 

Gaussian Blurring is 1.0, the watermark can still be extracted with low BER. 
5) In order to test the performance of block-modifying scheme, we compare it with 

the scheme that embeds the watermark directly without modifying current block. 
The results are shown in Fig.12 We can see that the robustness to recompression is 
improved efficiently by the method of modifying blocks. 
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Fig. 6. Robustness against Recompression Attack 
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Fig. 7. Robustness against Rotation 
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Fig. 8. Robustness against Luminance Increase 



 A Robust Watermarking for MPEG-2 79 

10 20 30 40 50 60
-1

0

1

2

3

4

5

6

The decrease value of Luminance

B
E

R
/ 

%
 

 

 

cheer
football
flower

10 20 30 40 50 60
-1

0

1

2

3

4

5

6

The decrease value of Luminance

B
E

R
/ 

%
 

 

 

basketball
cross street

 10 20 30 40 50 60
0

2

4

6

8

10

The decrease value of Luminance

B
E

R
/ 

%
 

 

 

mobile
conoa
bus

 

Fig. 9. Robustness against Luminance Decrease 
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Fig. 10. Robustness against AWGN Attack 
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Fig. 11. Robustness against Gaussian Blurring 
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Fig. 12. Compare our scheme with the scheme without modifying block  
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5   Conclusion 

In this paper, we present a robust video watermarking scheme based on MPEG-2. The 
idea is to embed the watermark into motion vectors by modifying the current block. The 
motion vectors used to embed watermark by slightly altering the value would be 
changed when the video is recompressed. So an algorithm of modification is proposed to 
improve the robustness of watermark, which is based on the SAD algorithm and geo-
metrical method. According to this algorithm, the visual quality of the embedded video 
is well maintained. The performance of the proposed scheme is evaluated through ex-
periments which clearly show a good robustness against a variety of attacks. Our future 
work includes embedding the watermark into B-frame to exploit the capacity and 
solving the non-embedding problem in intra-block to enhance the robustness. 
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Abstract. Robustness against geometric attacks is still considered to be one of 
the major challenging issues in the development of watermarking algorithm, es-
pecially for video watermarking. This paper presents a multi-bit video water-
marking scheme resilient to geometric attacks and frame dropping by utilizing 
the geometric invariant sequence generated from the average dc energy of the 
input video and the temporal statistic described by its histogram. Firstly, the av-
erage dc energy of frame is introduced and three of its geometric invariance na-
tures, i.e. rotation, scaling and translation, are proved.  Then the watermarks are 
embedded into the histogram of average dc energy sequence of video frame. 
The embedding strategy is implemented by reassigning the populations in 
groups of two consecutive bins in the histogram. The simulation results demon-
strate that the proposed watermarking scheme achieves satisfactory perform-
ances against geometric and common signal processing attacks, and intense 
frame dropping and averaging. 

1   Introduction 

In the design of robust image watermarking algorithm, one of the major challenges  
is to increase its performance against geometric attacks such as rotation, scaling, 
translation, cropping, etc. The geometric attacks are effective in that they can destroy 
synchronization in a watermarked image, which is necessary in watermark detection 
and decoding [1]. Several major approaches to resisting geometric attacks are re-
ported in the literatures [2-15]. The first approach hides the watermark signal in the 
invariant domain of the host signal. In [3], Ruanaidh et al. proposed a watermarking 
scheme based on transform invariants via applying Fourier-Mellin transform to the 
magnitude spectrum of the original image. However, the resulting stego-image quality 
is poor due to interpolation errors.  The second approach exploits the self-reference 
principle based on an auto-correlation function (ACF) or the Fourier magnitude spec-
trum of a periodical watermark [6]. The third approach incorporates the template for 
watermark synchronization. In [8], Kang and Huang proposed a DWT-DFT compos-
ite watermarking scheme, where the messages and templates are embedded into DWT 
                                                           
* Corresponding author. 
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and DFT domain, respectively. Relatively high robustness is observed against both 
affine transformation and JPEG compression.  

For video watermarking, new challenges show up and have to be addressed. The 
additional temporal dimension of video poses extra robustness requirements for wa-
termarking algorithm. The attackers may use temporal attacks such as inter-frame 
filtering, frame dropping, frame interpolation/averaging and frame swapping to de-
stroy watermark. Therefore, robustness against temporal attacks is also required for 
video watermarking. Real-time implementation is another important issue for video 
watermarking. To obtain a smooth video stream, frames are generally sent at a rela-
tively high rate, say 25 fps. Therefore, the computational complexity of video water-
marking algorithms should be extremely low to meet the requirement of real-time 
implementation.  

Aiming at solving the robustness issue under both intra-frame geometric and tempo-
ral attacks, a multi-bit video watermarking scheme with low complexity is proposed, 
which is based on the average dc energy sequence of video frame and embeds the wa-
termarks into the temporal statistical features described by the histogram specification 
of the dc energy sequence. 

The average dc energy of frame is designed to tackle the issue of de-synchronization 
introduced by intra-frame geometric attacks such as rotation, scaling and translation 
(RST). It is well known that, when a video frame undergoes geometric attacks, there 
exist three kinds of effects. Firstly, some or all of the pixel positions may be modified 
(e.g., RST). Secondly, some or all of the pixel values may be altered slightly by interpo-
lation. Finally, the pixel number of the frame may be increased or decreased linearly 
(e.g., scaling the size of frame) or nonlinearly (e.g., cropping or filling with black pixels, 
etc). However, all geometric operations follow a rule that the frame after geometric 
attacks must preserve the content to keep visual coherence. Therefore, the average dc 
energy of video frame is introduced as a geometric invariant.  The histogram generated 
from the average dc energy sequence of video frame can effectively resist against tem-
poral attacks, such as frame dropping, frame averaging and frame swapping. In [17], the 
authors proved that the audio mean and histogram shape (interpreted as the ratios in the 
number of samples between groups of three consecutive bins) are invariant to time 
scaling modifications (TSM) and cropping operations. The principle is then used to 
design robust audio watermarking scheme by embedding watermark in the histogram of 
audio samples. Inspired by the works in [17], we propose to design geometrically and 
temporally resilient video watermarking algorithm by taking advantage of histogram of 
average dc energy sequence. To implement the scheme, the average dc energy of each 
video frame is calculated to generate the histogram, then the watermarks are embedded 
by modifying the ratios of the number of average dc energy between groups of 
neighboring two bins, rather than three bins in [17]. As the complexity of the proposed 
scheme is extremely low and works in spatial domain, the requirement for real-time 
implementation can be met.  

Extensive simulation results demonstrate that the proposed video watermarking 
scheme is robust against intra-frame attacks, such as RST and common signal proc-
essing operations, and temporal attacks, such as random frame dropping, frame aver-
aging and frame swapping. We also test the performance against jointly geometric 
attacks, the result is also satisfactory. 
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The reminder of this paper is organized as follows. In Section 2, the geometric in-
variant – average dc energy is introduced and its RST invariance is justified. The 
proposed video watermarking scheme is given in Section 3. The simulation results 
and analysis are presented in Section 4. Finally, we draw the conclusion in Section 5.  

2   The Average DC Energy and Its Geometric Invariance 

Besides the geometric invariance nature, the average dc energy of image is insensitive 
to many content-preserving image processing operations such as low-pass filtering, 
JPEG compression and noise addition. Therefore the average dc energy of frame is 
employed to resist against intra-frame attacks in the proposed video watermarking 
scheme.  

2.1   Average DC Energy 

Let ( , , )I x y t  to be the gray-level luminance value of the pixel in position ( , )x y  of 

the tht frame. The video signal can be expressed as a set 

{ }( , , ) | 1, , ; 1, , ; 1, ,Video I x y t x R y C t F= = = =" " "                      (1) 

where R and C are the number of rows and columns of the tht frame, respectively. And 
F denotes the frame number of the video. The mean of the luminance value in the 

tht frame is computed as 

1 1

1
( ) ( , , )

R C

x y

m t I x y t
R C = =

=
⋅ ∑∑                                                 (2) 

With ( )m t , the dc energy of the tht frame can be calculated with (3)  

( )2

,
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e t m t=∑
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, 1 1

1
( , , )

R C

x y x y
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∑ ∑∑
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1
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R C

x y

I x y t
R C = =

⎛ ⎞
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∑∑       (3) 

The average dc energy ( )dce t  can then be defined as: 

1
( ) ( )dc dce t e t

R C
=

⋅

2

1 1

1
( , , )

R C

x y

I x y t
R C = =

⎛ ⎞
= ⎜ ⎟⋅⎝ ⎠

∑∑                          (4-1) 

It is easy to show that the average dc energy ( )dce t is the square of ( )m t , i.e., 

2( ) ( )dce t m t=                                            (4-2) 

The definition in (4-1) also shows the average dc energy is irrelevant to the pixel 
position of the frame, which leads to the fact that average dc energy is rotation and 
translation invariant. In the next section we will prove mathematically that the aver-
age dc energy is not only invariant to rotation and translation, but also resistant to 
scaling operation. 
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2.2   Geometric Invariance of Average DC Energy 

In this section, the geometric invariance nature of average dc energy is justified. For 
geometric operations, we mainly focus on rotation, scaling and translation. 
 
1) Rotation and Translation Invariance 
For rotation and translation operation, the pixel value remains unchanged although the 
pixel location changes completely. If the effect of interpolation is ignored and the 
frame size kept unchanged after rotation and translation, the average dc energy is 
exactly invariant due to its irrelevance to the pixel position. 

For pixel ( , , )I x y t of  tth frame, assume the coordinates ( , )x y change to ( ', ')x y  due 

to rotation or translation. If the interpolation error during geometric operation is not 
considered, the pixel value keeps unchanged, i.e., 

( , , ) ( ', ', )I x y t I x y t=                                                    (5) 

Let ' ( )dce t  denote the average dc energy after rotation or translation, by making use 

of (5), we have 
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∑∑           (6) 

For practical implementation of rotation and translation, black pixels (zero-value 
pixels) are usually padded in surrounding area in order to keep the frame shape/size. 
In this case the average dc energy is different from the original one. Suppose ' ( )dce t  is 

the average dc energy of the tht frame after geometric operation, 'R and 'C are its 
rows and columns, respectively, we have 
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where ( ) ( )( )2
' 'K R C R C= ⋅ ⋅ . The result in (7) implies that ' ( )dce t  is linear to ( )dce t . 
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2) Scaling Invariance 
For scaling operation, the general case of non-proportional scaling over the tth frame 
is considered. Without loss of generality, we investigate the scaling operation in  
continuous domain. Assume { }( , )tI i j is the tht frame, { }'( ', ')tI i j  is the scaled frame 

with vertical and horizontal scaling factor α and β . If the effects introduced by inter-

polation are also ignored, we have '( ', ') ( , )t tI i j I i jα β= . The height and width of 

the scaled frame are 'R Rα= and 'C Cβ= . Let ' ( )dce t  be the average dc energy of the 
tht frame after scaling, we have 
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( )dce t=                                                                        (8) 

Equation (8) reveals the fact that the average dc energy is mathematically invariant 
to scaling operation. 

In general, the average dc energy of a frame is RST-invariant. Recall that it is also 
resilient to common signal processing attack, it would be very robust against both 
geometric and signal processing when embedding watermark signal into the average 
dc energy sequence.  

3   The Proposed Video Watermarking Scheme 

In this section, we develop a multi-bit video watermarking scheme by using average 
dc energy sequence of video frame and its histogram. The scheme aims at obtaining 
robustness against both intra-frame geometric and signal processing attacks as well as 
temporal attacks, such as frame dropping/averaging/swapping. Xiang et al. in [17] 
proposed an audio watermarking algorithm based on audio histogram. The authors 
take advantage of the audio mean and histogram shape, which are invariant to time 
scaling modifications (TSM) and cropping operations, and then embed the watermark 
by modifying the histogram shape. Following the spirit of Xiang’s work, the algo-
rithm in [17] is extended for robust multi-bit video watermarking.  Different from 
[17], which embed watermark by reassigning populations in groups of three consecu-
tive bins, the proposed scheme do it by modifying the ratios in groups of two 
neighboring bins. The experiment results show that both approaches have similar 
performance, but our implementation helps to improve the watermark capacity.  
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3.1   Watermark embedding Strategy 

As illustrated in Fig.1, the proposed watermark embedding strategy consists of three 
steps, i.e., average dc energy extracting, histogram generating and histogram-based 
embedding. 
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WV
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Fig. 1. Watermark embedding framework 

1) Average DC Energy Extracting 
Suppose the input video signal is in the format of YUV . We only consider the lumi-

nance component Y , which is denoted by { }( , , ) | 1, ,V I x y t t F= = " , where F is the 

frame number in V . From Equation (4-1), we extract the average dc energy of each 

frame in V to form a sequence
__

dcE , where 

__ __

( ) | 1, ,dc dcE e t t F
⎧ ⎫= =⎨ ⎬
⎩ ⎭

"                                            (9) 

2) Histogram Generating 

The histogram H is generated from
__

dcE by referring to its mean value 
__ __

1

1
( ) ( )

F

dc dc

t

A mean E e t
F =

= = ∑ . By selecting the elements within the range of 

[ ](1 ) ,  (1 )R A Aλ λ= − +  from 
__

dcE , another sequence s
dcE  is generated. Here, s

dcE  is 

described by 
__ __

( ) | ( ) ; 1, ,s
dc dcdc sE e t e t R t F

⎧ ⎫= ∈ =⎨ ⎬
⎩ ⎭

" , where sF is the length of se-

quence s
dcE  and  1 sF F≤ ≤ . λ  is a positive real number used to control the number 

of samples in each bin.  
The histogram H is obtained by splitting the range of s

dcE  into equal-sized bins and 

counting the number of samples falling in each bin. The histogram can be described 
by { }( ) | 1, ,MH h i i B= = " , where ( )Mh i denotes the number of samples in the thi bin 
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and satisfying both ( ) 0Mh i ≥  and
1

( )
B

M si
h i F

=
=∑ , M and B  are the bin width and 

bin number in histogram H , respectively. In the proposed watermarking scheme, we 
embed one bit in every two consecutive bins of H . Therefore, if wB  bits messages 

are to be embedded, the bin number B is no less than 2 wB . And λ  is determined so 

as to ensure that the sample number in each bin is much greater than bin number B , 
i.e., ( )Mh i B>> . 

3) Histogram-Based Embedding 
This step can be divided into two sub-steps, including histogram shape modifying and 
watermark embedding.  

 

                                   

                                     

Fig. 2. Illustration of reassigning samples in four cases. 1I  and 0I are the number of modified 
samples. (a) To embed bit “1” and a b T≥ ; ' 'a b a b T= ≥ .(b) To embed bit “1” and 
a b T< ; then ( ) ( )1 1' 'a b a I b I T= + − ≥ . (c) To embed bit “0” and b a T≥ ; 
then ' 'b a b a T= ≥ . (d) To embed bit “0” and b a T< ; then 

( ) ( )0 0' 'b a b I a I T= + − ≥ . 

① Histogram shape modifying. 

The binary watermark sequence { }( ) | 1, , wW w i i B= = " is embedded by reassigning 

the number of samples between groups of consecutive two bins.  
Let _Bin p and _Bin n  denote two neighboring bins in the histogram H , the 

number of samples in _Bin p and _Bin n  is a and b , respectively. One bit of message 

is embedded into the two consecutive bins _Bin p and _Bin n  by (10), i.e., 

, ( ) 1

, ( ) 0

a
T if w i

b
b

T if w i
a

⎧ ≥ =⎪⎪
⎨
⎪ ≥ =
⎪⎩

                                                   (10) 

where T is a threshold controlling the number of modified samples and 1T ≥ . It is 
obviously to show that, the larger T is, the more robust the watermarking would be 
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and more frames would be modified. According to (10), to embed 1 bit message the 
shape of histogram H for average dc energy sequence should be modified in four 
scenarios as illustrated in Fig.2. 

If ( )w i is bit "1" and a b T≥ (Fig.2 (a)), then the population relationship between 

_Bin p and _Bin n  matches up with Equation (10), and no modification is needed. 

Similarly, if ( )w i is bit "0"  and b a T≥ (Fig.2 (c)), no modification is required as 

well. 
If ( )w i is bit "1" and a b T<  (Fig.2 (b)), then the number of samples in 

_Bin p and _Bin n will be reassigned to meet the condition ' 'a b T≥ , 

where 'a and 'b is the number of samples in _Bin p  and _Bin n  after sample reas-

signing, respectively. By randomly selecting 1I samples from _Bin n  and modifying 

their values to fall into _Bin p  , we have 1'a a I= +  and 1'b b I= − . To embed bit 

"1" , the relation 
'

'

a
T

b
≥  should be hold, i.e.,  

1
1

1

'

' 1

a Ia T b a
T I

b b I T

+ ⋅ −= ≥ ⇒ ≥
− +

. 

In this way, 1I  can be determined as: 

1 1

T b a
I

T

⋅ −=
+

                                                      (11) 

Similarly, if ( )w i is "0" and b a T<  (Fig.2 (d)), 0I  samples are randomly selected 

from _Bin p  and modified to fall into _Bin n . To meet the condition 
'

'

b
T

a
≥ ,  0I  is 

determined as: 

0 1

T a b
I

T

⋅ −=
+

                                                     (12) 

Recall M is the bin width of histogram, samples in _Bin p  plus M go to _Bin n , 

while samples in _Bin n minus M go to _Bin p . Therefore the selected samples are 

modified according to (13), i.e., 

0

1
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n w n
dc dc

e i e i M i I

e j e j M j I
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where ( )p
dce i  and ( )n

dce j  are the thi selected sample in _Bin p  and thj selected sam-

ple in _Bin n , respectively. While ( )pw
dce i  and ( )n w

dce j denote the modified samples 

and belongs to _Bin n  and _Bin p , respectively. 0I  and 1I can be determined through 

(12) and (11). 
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② Watermark embedding. 
To describe the watermark embedding process, let 

__

( )dce k be an average dc energy 
selected to modify in the process of histogram shape modifying and 

[ ]
__

( ) | 1,dcME e k k I
⎧ ⎫= ∈⎨ ⎬
⎩ ⎭

. For each 
__

( )dce k in ME , we re-write Equation (13) in a 
more general form as (14): 

[ ]( ) ( ) ,   1,w
dc dce k e k delta k I= + ∈                                        (14) 

where
__

( )dce k lies in _Bin p or _Bin n , and ( )w
dce k  is the modified average dc energy 

fallen into _Bin n or _Bin p , 0I I= or 1I . Depending on whether ( )w i is "0" or "1" ,   

delta is M+ or M− . 

Assume ( )dce k  is the tht  element in s
dcE , which represents the average dc energy 

of tht  frame, i.e.,  

2
__

1 1

1
( ) ( , , )

R C

dc k
x y

e k I x y t
R C = =

⎛ ⎞
= ⎜ ⎟⋅⎝ ⎠

∑∑                                     (15) 

By multiplying each pixel value in tht frame with a scaling factor t
kα , 

__

( )dce k  is 

modified into ( )w
dce k , i.e., 

{ }( , , )w
kI x y t ={ }( , , )t

k kI x y tα ⋅ .                                    (16) 

We then proceed to find the scaling factor t
kα  as follows:  

__ __

( ) ( )w
dcdce k e k delta= +  

2 2

1 1 1 1

1 1
( , , ) ( , , )

R C R C
w
k k

x y x y

I x y t I x y t delta
R C R C= = = =

⎛ ⎞ ⎛ ⎞
⇒ = +⎜ ⎟ ⎜ ⎟⋅ ⋅⎝ ⎠ ⎝ ⎠

∑∑ ∑∑  

2 2

1 1 1 1

1 1
( , , ) ( , , )

R C R C
t
k k k

x y x y

I x y t I x y t delta
R C R C

α
= = = =

⎛ ⎞ ⎛ ⎞
⇒ ⋅ = +⎜ ⎟ ⎜ ⎟⋅ ⋅⎝ ⎠ ⎝ ⎠

∑∑ ∑∑  

__ __

__ __

( ) ( )

( ) ( )

dc dct
k

dc dc

e k delta e k M

e k e k
α + ±

⇒ = =                                                (17) 

When the set of scaling factors { }t
kα  is determined with (17), each element in 

[ ]
__

( ) | 1,dcME e k k I
⎧ ⎫= ∈⎨ ⎬
⎩ ⎭

 is modified according to (16), and one bit message is em-

bedded into the video signal { }( , , ) | 1, ,V I x y t t F= = " .  
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The aforementioned histogram shape modifying and watermark embedding proc-
esses are repeated until all wB  message bits are embedded to generate the water-

marked video { }'( , , ) | 1, ,wV I x y t t F= = " .  

3.2   Watermark Detection 

The temporal attacks such as frame dropping/averaging usually affect the mean of the 
average dc energy sequence. Therefore a synchronization mechanism is required for 
the watermark detection [16]. In the proposed watermarking scheme, a synchroniza-
tion code (key-based PN sequence) is used in front of the watermark sequence, as 
illustrated in Fig.3. 

 
 

 
 

Fig. 3. The structure of embedding message 

 
 
 
 
 
 
 
 
 

Fig. 4. Blind watermark detection framework 

Fig.4 shows the proposed watermark detection framework, which is described as 
follows: 

1) Let '
wV  denote the luminance sequence of the received watermarked video, we 

extract the average dc energy of each frame in '
wV  to generate the sequence '

dcE . 

2) Compute the mean value 'A  of sequence '
dcE , which helps to avoid exhaustive 

search in synchronization process. 
3) Let '

sA  be a value in the searching space [ ]1 2((1 ) ', (1 ) 'S A A= − Φ + Φ , a histogram 
'
MH  with bin number 2 wB B=  in the range ' '' (1 ) , (1 )s sR A Aλ λ⎡ ⎤= − +⎣ ⎦  is gener-

ated, which is similar to the embedding process. The parameters 1Φ and 2Φ are the 

down and up searching factors related to the mean variation after temporal attacks, 
which are no less than 5%.   

4) For the histogram '
MH , take every two consecutive bins as groups. Hidden bits are 

extracted by comparing the number of samples in groups of two neighboring bins. 

Modify 'A  

'
dcE  

B       λ  
'
MH { }'( )syn i  { }'( )wmk i  

No 

Yes 

'
wV  

 
Synchronization Code{ }( )syn i Watermark bits{ }( )wmk i  
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Let the population in two consecutive bins be 'a and 'b , one bit message is detected 
according to (18), i.e., 

' 1, ' ' 1

0,
i

if a b
w

otherwise

⎧ ≥⎪= ⎨
⎪⎩

                                                 (18) 

5) After all hidden bits are extracted, compare the extracted synchronization 
code{ }'( )syn i  with { }( )syn i . If they don’t match with each other, '

sA  is slightly 

modify, e.g. ' ' ,s sA A= ± Δ where Δ is the searching step size. Then repeat 2) to 5) 

until the extracted { }'( )syn i  matches up with { }( )syn i  or the whole space S is com-

pletely searched. 

The extracted sequence { }'( )wmk i , with whose synchronization code is best 

matched, is recognized as the watermark signal. As no original video is referred to, 
blind watermark detection is achieved. Besides, considering that both the embedding 
and detection of the proposed video watermarking scheme have extremely low com-
putation complexity, the requirement for real-time implementation can also be met. 

4   Simulation Results and Analysis 

Two test videos “highway” and “combine_video” are utilized in our simulation. 
“Combine_video” is a composite video consisting of several video fragments with 
different scenes, while “highway” has far less varied scenes. Both videos are QCIF 
(176×144) and in YUV format with length of 8000 frames. 20 bits messages (includ-
ing 5 bits key-based PN sequence for synchronization) are embedded into the Y  
component of both test videos by using the threshold 5T = . Fig.5 gives the typical 
snapshots of the original and watermarked video frames for the two test videos, which 
are visually indistinguishable. The average PSNRs of the modified frames are 
56.52dB and 49.52dB for “highway” and “combine_video”, respectively. Note that, 
with the proposed watermarking scheme, many video frames remain un-modified. 
Therefore, only the modified frames are used to calculate the PSNR.    

 

 

 
                          (a)                       (b)                       (c)                       (d) 

Fig. 5. Snapshots from Highway and Combine_video. (a) and (b) are original and watermarked 
frames from Highway, respectively. (c) and (d) are original and watermarked frames from 
Combine_video, respectively. 



92 C. Chen, J. Ni, and J. Huang 

During our simulations, we evaluate the robustness performance of the proposed 
video watermarking scheme in terms of BER (bit error rate), which is defined as  
the ratio between the number of error bits and the number of watermark bits. The 
following sections show the performances against common signal processing opera-
tions, geometric attacks, and temporal attack such as frame dropping/averaging/ 
swapping.  

4.1   Performance against Common Signal Processing Operations 

In this section we test robustness performance against intra-frame signal processing 
operations, including additive Gaussian white noise (AGWN), Gaussian lowpass 
filtering and median filtering. For the tested signal processing attacks, all frames  
of the watermarked video undergo the same attack in our simulation.  The AWGN 
attack uses an additive Gaussian noise of zero mean and variance ranging from 0.1 to 
10.0. While 3 3× templates are employed for Gaussian lowpass filtering and median 
filtering. The performances are summarized in Table 1. 

Table 1. Performance against common signal processing attacks 

Video Attack Type Description 
Highway 
(BER) 

combine_video 
(BER) 

AGWN Variance = 0.1~10.0 0 0 
Gaussian lowpass 
filtering 

3 3×  template 0 0 

Median filtering 3 3×  template 0 0 

 
Notice the proposed scheme has excellent performance against AGWN attack, the 

BER is zero even when the AWGN has a variance of 10. The reason is that the aver-
age dc energy of frame is the square of its mean and the mean is invariant to any 
mean zero additive noise. This can also explain the robustness of the proposed 
scheme against lowpass and median filtering attacks. 

4.2   Robustness against Geometric Attacks 

Robustness against geometric attacks is the major concern of the proposed video 
watermarking scheme. In our simulation, the performance against geometric attacks 
such as rotation, scaling, translation, and their joint attacks are tested. As imple-
mented in Section 4.1, all frames of the watermarked video undergo the same geomet-
ric attack. Table 2 gives the performances against geometric attacks.  

The excellent performance against geometric attacks can be explained by the fact 
that the watermark messages are embedded into the average dc energy sequence of 
the video. And the geometric invariance of the dc energy is mathematically proved in 
Section 2.  
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Table 2. Performance against geometric attacks (rotation, scaling and translation) 

Video Attack Type Description 
Highway 

(BER) 
combine_video 

(BER) 
Rotation Rotation of  450 0 0 
Translation Shifting of 20 rows  +  20 

columns 
0 0 

Scaling Scaling of 20%~180% 0 0 
Rotation  and 
scaling 

Rotation of 200 and scaling 
back to the same size 

0 0 

Scaling   and 
translation 

scaling of 80% and shifting 
of 20 rows and 20 columns  

0 0 

4.3   Robustness against Temporal Attacks 

The temporal operations, such as temporal cropping, frame swapping, frame dropping, 
frame averaging/interpolation and inter-frame filtering, can efficiently undermine the 
watermarked video by destroying its synchronization. An attacker can destroy the 
watermark while maintain the visual quality of the watermarked video by swapping, 
dropping and filtering some frames of the video or by replacing them through frame 
interpolation.  

For frame dropping attack, two tests are designed: (1) one of each consecutive two 
frames is dropped. For the watermarked video of 8000 frames, totally 4000 frames are 
dropped. (2) randomly drop n  frames from the watermarked video.  

For frame averaging/interpolation attack, one of each consecutive two frames is 
dropped. The missing frames are replaced by the average of two neighboring frames. 
Specifically, we drop the odd indexed frames and replacing the missing frames with 
the average of the two neighboring frames, i.e., 2 1 2 2 2( ) / 2n n nF F F+ += + . 

For frame swapping, we randomly change the position of each frame in the video 
and test its performance. 

For inter-frame filtering attack, a low pass filter with the transfer function of 

( )2 1( ) 1 2H z z z− −= +  is used, which means each frame in the video is replaced by 

the mean of its neighboring two frames. 
The performance against temporal attacks is summarized in Table 3.  
Table 3. shows that the proposed video watermarking scheme is robust against 

frame dropping, frame averaging and swapping. The good performance against swap-
ping is due to the fact that the histogram is independent of frame position. For frame 
averaging and dropping attacks, the reason for its good performance is that the aver-
age dc energy sequence after frame dropping/averaging has similar distribution as  
that of the original one. Notice that the performance “combine_video” under frame 
dropping is not so good as that of “highway”, the reason is that the varied scenes in 
“combine_video” increase the range of average dc energy, and therefore decrease the 
sample number in each bin, which makes the histogram more vulnerable under frame 
dropping attack. As the histogram shape is modified during inter-frame filtering, the 
proposed scheme is not very robust against inter-frame filtering, which coincides with 
the results in Table 3.  
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Table 3. Performance against to temporal attacks 

Video Attack Type Description 
Highway 
(BER) 

combine_video 
(BER) 

Dropping One of each consecutive two 
frames 

0 13.33 

Dropping Randomly selected n frames 0 
( 1 712)n = ∼  

0 
( 1 638)n = ∼   

Averaging The odd indexed frames are 
replaced by the average of 
two neighboring frames 

0 0 

Swapping Randomly change frame 
position 

0 0 

Inter-frame 
filtering 

Lowpass filter with 

( )2 1( ) 1 2H z z z− −= +  

40 13.33 

5   Conclusions 

In this paper we present a robust multi-bit video watermarking scheme against general 
content-preserving signal processing operations, geometric and temporal attacks. The 
average dc energy of video frame is proven to be a geometric invariant and resilient to 
common signal processing operation. The watermark is embedded by modifying the 
histogram shape of average dc energy sequence in the video such that it is also robust 
against temporal attacks such as  frame dropping, frame averaging and frame swap-
ping. The visual quality of the watermarked video is quite satisfactory due to the facts 
that (1) many frames of the video remain unchanged; (2) the selected frames are 
modified to its neighboring bin so that the modification is negligible. In addition,  
the extremely low computation complexity of the proposed scheme makes it possible 
to implement in real-time. Extensive simulations are carried out to demonstrate the 
feasibility and effectiveness of the proposed video watermarking scheme. 
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Abstract. H.264/AVC is becoming a popular video codec for its better com-
pression ratio, lower distortion and applicability to portable electronic devices. 
Thus, issues of copyright protection and authentication that are appropriate for 
this standard become very important. In this paper, a blind video watermarking 
algorithm for H.264/AVC is proposed. The watermark information is embedded 
directly into H.264/AVC video at the encoder by modifying the quantized DC 
coefficients in luminance residual blocks slightly. The watermark embedded in 
the residuals can avoid decompressing the video and to decrease the complexity 
of the watermarking algorithm. To reduce visual quality degradation caused by 
DC coefficients modifying, block selection mechanism is introduced to control 
the modification strength. Experimental results reveal that the proposed scheme 
can achieve enough robustness while preserving the perceptual quality. 

Keywords: video watermarking, H.264/AVC, intra prediction, copyright  
protection, compressed domain. 

1   Introduction 

Nowadays, with the thriving internet technology, how to protect the copyright of the 
digitalized information is becoming more and more attractive. Digital watermarking 
technology [1, 2] has been proposed as an effective method to protect the authenticity 
of the intellectual property. The principle of watermarking is to embed a digital code 
(watermark) within the host multimedia, and to use such a code to prove ownership, to 
prevent illegal copying. The watermark code is embedded by making imperceptible 
modification to the digital data.  

Video watermarking techniques can be classified as spatial-domain, transform-domain 
or compressed-domain. In spatial domain watermarking systems, the watermark is em-
bedded directly in the spatial domain (pixel domain) [3]. In transform domain water-
marking systems, watermark insertion is done by transforming the video signal into the 
frequency domain using DFT [4], DCT [5] or DWT [6]. Since most digital video products 
are distributed and stored in compressed format, compressed-domain video watermarking 
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is especially attractive. In [7, 8], the spatial spread-spectrum watermark is embedded 
directly to compressed MPEG-4 and MPEG-2 bitstreams by modifying DCT coefficients. 
In [9], the robust watermark is embedded in motion vectors of the bitstream based on the 
relationships between one-pixel accuracy and half-pixel accuracy motion vectors at the 
encoder. In [10], watermark embedding is performed in the variable length codeword 
(VLC) domain. In [11], the fragile watermark is embedded in a VLC by changing that 
VLC to an unused code word. Above typical compressed-domain video watermarking 
methods were focusing on MPEG standards. Unfortunately, these video watermarking 
algorithms cannot be applied directly to H.264/AVC because of differences in the stan-
dards. For a more detailed description of H.264, please refer to [12] and [13].  

Recently, a few watermarking algorithms on H.264/AVC have appeared in the open 
literature. Qiu [14] proposed a hybrid watermarking scheme for H.264/AVC by em-
bedding the robust watermark into DCT domain and the fragile watermark into motion 
vectors respectively. The algorithm is not robust against common watermarking attack. 
A blind watermarking algorithm by embedding the watermark in the H.264 I frames is 
presented in [15]. The scheme can survive H.264 compression attacks with more than a 
40:1 compression ratio, but requires decompressing the video to embed the watermark. 
In order to enhance the robustness, the authors in [16] employ a human visual model 
adapted for a 4×4 DCT block to increase the payload and robustness. The algorithm can 
achieve high robustness, but its computational complexity is high. The authors in [17] 
proposed a robust video watermarking scheme of H.264/AVC using a grayscale wa-
termark pattern. In this scheme, a grayscale watermark pre-processing technique is 
performed. Thus for these techniques it is extremely difficult to perform watermark 
embedding/detection in real-time.  

In general, H.264/AVC coding standard adopts many new features such as in-
tra-prediction, integer 4×4 DCT transform, variable block size motion estimation, and 
new entropy coding methods of context-adaptive binary arithmetic coding (CABAC) 
and context-adaptive variable length coding (CAVLC) [12]. These can be exploited for 
watermarking purpose. Kapotas [18] exploited the IPCM encoded macroblocks during 
the intra prediction stage to hide the desired data. This method is suited to con-
tent-based authentication and covert communication applications. Hu [19] exploited 
the intra 4×4 prediction modes to hide information. Information hiding is implemented 
by modifying the intra prediction modes of qualified intra 4×4 luma blocks. Future 
work will focus on the watermarking scheme using new features of H.264/AVC. In this 
paper, a blind watermarking algorithm exploited intra prediction of H.264/AVC is 
proposed. The watermark is embedded in the DC coefficients of intra-coded macrob-
locks. Because our scheme performed directly in quantized residual coefficients, only 
inverse entropy coding is needed before watermark detection. So watermark detection 
can be achieved in real-time. Since human eyes are highly sensitive to the modification 
of DC values, a block selection mechanism is introduced to prevent from obvious 
degradation of visual quality.  

The rest of the paper is organized as follows. In Section 2, the watermark embed-
ding and detection algorithms are described. In Section 3, experimental results  
and performance analysis are presented aiming at demonstrating the validity of the 
proposed scheme. Finally, the conclusions are drawn in Section 4. 
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2   The Proposed Scheme 

2.1   Embedding Position Selection 

Similar to I-, P-, and B-pictures defined for MPEG-2, H.263, and MPEG-4, the 
H.264/AVC syntax supports I-, P- and B-slices. In an I-slice, all macroblocks are en-
coded in Intra mode. Intra prediction means that the samples of a macroblock (MB) are 
predicted by using only information of already transmitted macroblocks of the same 
image. In H.264/AVC, two different types of intra prediction are possible for the pre-
diction of the luminance component Y. The first type is called Intra_4×4 and the second 
one Intra_16×16. The Intra_4×4 type is based on predicting each 4×4 luminance block 
separately and is well suited for coding of parts of a picture with significant detail. The 
Intra_16×16 type, on the other hand, performs prediction of the whole 16×16 lumi-
nance block and is more suited for coding very smooth areas of a picture [12, 20]. 
Based on the foundation of human visual system (HVS), human eye is less sensitive to 
noise in edge and detail regions rather than in smooth areas. Therefore macroblocks 
using Intra_4×4 mode are used for embedding watermark.  

Similar to previous video coding standards, H.264/AVC utilizes transform coding 
of the prediction residual. However, in H.264/AVC, the transformation is applied to 
4×4 blocks (instead of 8×8 blocks used in previous standards), and a separable integer 
transform with similar properties as a 4×4 DCT is used. Where should watermark be 
embedded in the DCT domain? In [21], Huang proposed that DC components are more 
suitable for watermarking than any AC components.  In [22], Liu choose the DC co-
efficients of DCT blocks in each intra frame to embed watermark. This scheme in 
MPEG-2 compressed domain has some advantages (please refer to [22]). In this paper, 
we also apply DC-based embedding strategy for H.264/AVC standard. Because the 
watermark embedded in DC components is more robust than that in AC components. 

2.2   Watermark Embedding 

In this study, watermark information is the extended m-sequence denoted by 
{ }MllwlwW ,...,2,1},1,1{)(|)( =−+∈= . Extended m-sequences have good balance (zero 

mean), random appearance, resilience to filtering, cropping and individual bit errors, 
optimal autocorrelation properties and constrained cross-correlation [23].  

Watermark embedding procedure is described as follows: 

(1) Calculate the mean of the non-zero quantized DC coefficients in the thi ⋅  MB.  

∑
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)(                                                       (1) 

where, ik is the number of the non-zero DC coefficients in the thi ⋅  MB, jidc , is the 

thj ⋅  non-zero DC coefficient in the thi ⋅  MB.  
(2) Calculate the mean value of the sequence { }NiiDD ,...,2,1),( == . 
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(3) The magnitude relationships between )(iD and D can be determined as follows: 

( )DiDsignidiff m −= )()(                                                 (3) 

where )(xsign is defined as 

⎩
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≥⋅+
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01
)(

xif

xif
xsign                                                  (4) 

(4) Watermark embedding is performed accord to the relationship between 
)(idiffm and watermark sequence )(iw . The detailed embedding scheme is as 

follows: 

Case 1: When )()( iwidiffm = , DC coefficients in the thi ⋅ MB keep unchanged. 

Case 2: Otherwise, )(iD is modulated by )(iQ  as  

)()()()( iQiwiDiD w ⋅+=                                                (5) 

where )(iQ  is modification quantity should be determined, )(iD w is the modulated 

result of )(iD . Then the mean value of the sequence )(iD w  can be derived as  
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The new relationship between )(iD w and wD is 
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iQiwDiDsign

DiQiwiDsign

DiDsignidiff www
m
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                                  (7) 

After modulating by Eq. (5), it should be insure that the sign of )(idiff w
m  is the same as 

corresponding watermark bit )(iw  [10]. Based on this purpose, Eq. (7) can be rewritten 
as 

( ) TiwsigniQiwDiD ⋅=⋅+− ))(()()()(                                   (8) 

where T can be determined as follows: 

DNDDDT )(,,)1(minmin  

DNDDDT )(,,)1(maxmax  

maxmin )1( TTT ⋅−+⋅= λλ    10 ≤≤ λ                               (9) 

where λ is a factor used to control the image quality and robustness. For avoiding the 
distortion of the embedded video, we set 1=T directly. 
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According to Eq. (8), )(iQ can be determined as 

( )
( )⎩

⎨
⎧

−=−+
+=−−

=
1)()(

1)()(
)(

iwifDiDT

iwifDiDT
iQ                                    (10) 

Therefore, Eq. (10) can be substituted into Eq. (5) to perform watermark embedding. 
From the above description, the mean of the non-zero DC coefficients in the thi ⋅  MB 
has been modulated by )()( iQiw ⋅ .The modification of the mean )(iD  should be carried 
out by modifying all the constituent DC coefficients in the thi ⋅  MB. That is to say, in 
order to finish watermark embedding, jidc ,  should be modulated as follows: 

( )( )
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dcandiwifDiDTdc
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dcandiwifDiDTdc

dcandiwifDiDTdc

dc                   (11) 

where w
jidc ,  are modulated DC coefficients. Here, jidc , may be modified to 0, which 

will result different mean value in Eq. (1). In this case, the decoder will be not able to 
recover the watermark exactly. So if modulated DC coefficient equals to 0 

(i.e, 0, =w
jidc ), we reset w

jidc , to )( , jidcsign . 

Until now, the watermark embedding in thi ⋅  MB is finished. The above process is 
repeated until the whole watermark sequence is embedded.  

2.3   Performance Improvement 

According to Eq. (5) and Eq. (8), )(iD w can be rewritten as 

TiwsignDiQiwiDiD w ⋅+=⋅+= ))(()()()()(                            (12) 
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Fig. 1. Watermarking modulation at different regions 
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When )(idiffm  is not identical to )(iw  and DiD −)(  is very large (For example, A2 and 

A4 in Fig. 1), watermark embedding will cause degradation of visual quality. Das [24] 
reorganize the blocks such that energy of each subregion is close. But its computational 
complexity is comparatively high. Here, block selection mechanism is performed di-

rectly. We set threshold 2=ψT . If )(idiffm  is not identical to )(iw  and ψTDiD >−)( , 

then this MB will not be used to embed watermark. According to experimental results, 
we can find that the mean of the non-zero quantized DC coefficients in each MB is 
close. The process may discard few MBs which not suitable for watermark embedding. 
So watermarking capacity will not be reduced apparently.  

2.4   Watermark Detection 

The watermark signal detection process is fast and simple. Because watermark signal is 
embedded in quantized residual coefficients, inverse quantization, inverse DCT, and 
full decoding are not performed on the watermarked bitstreams. On the contrary, only 
inverse entropy coding is required to obtain quantized residual coefficients. Thus, 
real-time detection can be achieved.  

The watermark is detected from the H.264/AVC compressed video stream by going 
through following steps: 

(1) The bitstream is partially decoded to obtain the quantized DCT coefficients. 
(2) Calculate the mean value )(iD w

a  of the non-zero DC coefficients in the thi ⋅  MB 

and the mean value w
aD of the sequence { }NiiDD w

a
w
a ,...,2,1),( == . Watermark can be 

determined as follows: 

( )

⎪⎩

⎪
⎨
⎧

<−⋅−
≥−⋅+

=

−=

0)(1

0)(1

)()(

w
a

w
a

w
a

w
a

w
a

w
as

DlDif

DlDif

DlDsignlw

    Ml ,...,2,1=                       (13) 

(3) For comparing the similarities between the original and extracted watermark sig-
nals, the normalized cross-correlation function is computed as 
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,                                   (14) 

To decide whether watermark is present or not, we need to compare the similarity with 
a threshold. Similarity is greater than a minimum threshold indicates the presence of the 
watermark.  

2.5   False Positive Analysis 

The probability of false positive is defined as [25]  

{ }watermarknoTwwSimPP sfp |),( ρ≥=                             (15) 
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where { }BAP |  is the conditional probability that event A occurs given that event B has 
occurred already. 

Since )(lw and )(lws are either 1 or -1, accordingly, 1)()( 22 == lwlw s . So Eq. (14) 

can be re-written as 

( )
M

lwlw

lwlw

lwlw

wwSim
s

l

l
s

l

s
l

s

)()(

)()(

)()(

,
22

∑

∑∑

∑
==                        (16) 

Suppose n bits error occurs when extracting watermark data. Then, nMm −= bits are 
identical to the original watermark data. The equation is easily derived as 

∑ −=−=
i

s nMnmlwlw 2)()(                                         (17) 

If Eq. (16) and Eq. (17) are substituted into Eq. (15), the probability of false positive 
can be further derived as  

{ }

⎭
⎬
⎫

⎩
⎨
⎧

≥−=

⎪
⎪
⎭

⎪⎪
⎬

⎫

⎪
⎪
⎩

⎪⎪
⎨

⎧

≥=

≥=

∑

watermarknoT
M

nM

watermarknoT
M

lwlw

watermarknoTwwSimPP

l
s

sfp

ρ

ρ

ρ

2

)()(

|),(

                                (18) 

When 2/)1( ρTMn −≤ , the false positive error will occur. Thus, we have 
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, p is the probability of error occur when some watermark 

extraction is performed. Since watermark values are either 1 or -1, so 5.0=p .  
Therefore, 
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Similarly, the probability of false negative can be determined as  
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Generally, a desired probability of false positive is given, the detection threshold ρT  

can be determined according to Eq.(20). The determination of threshold should con-
sider the trade-off between false positive and false negative. An increase in ρT  will 

reduce fpP , but will increase fnP .For our simulation results ρT  is set to 0.15. 

3   Experimental Results and Analysis 

The proposed watermarking scheme has been integrated into the H.264/AVC JM-12.2 
reference software [26]. We used three standard video sequences (Foreman, Carphone 
and Container) in QCIF format (176×144) at a rate 30 frames/s for our simulation. The 
first 30 frames of the video sequences are used in the experiments. The GOP (Group of 
Pictures) structure consisted of an Intra (I-) frame followed by 4 Inter (P-) frames.  

3.1   Visibility Experiments 

An original frame from each video is shown in Fig.2. The corresponding watermarked 
frames are shown in Fig.3. In the experiments, no visible artifacts can be observed in all 
of the test video sequences. Fig.4 illustrates the Y-PSNR (peak signal-to-noise ratio) 
variation of 30 frames induced by the watermark embedding. The simulation results 
show that the PSNR of each watermarked frame is greater than 36dB. The PSNR 
curves for the two sequences (with and without the watermark) are very close and the 
PSNR variations are smoother, indicating little influence on the video quality. Fig.6 
displays the average PSNR and bit rate comparison results. The test sequences are 
encoded with fixed quantization parameters QP= [24, 28, 32, 36, 40], corresponding to 
typical QPs for low bit-rate applications [14]. Simulation results show that watermark 
embedding increases the bit rate of the video about 0.51%, 3.73%, 3.78% for the se-
quence Foreman, Carphone and Container encoded with QP=28.  

Comparing with the existing schemes, the number of watermark bits embedded in an 
I-frame and the robustness of our scheme are higher than that in [27], but the increase of 
bit rate is also higher (shown in Table.1). More experimental results against attacks are 
shown in Section 3.2.  

 

        
(a) “Foreman”                           (b) “Carphone”                         (c) “Container”  

Fig. 2. Original frames 
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(a) “Foreman” (36.97dB)      (b) “Carphone” (37.75dB)         (c) “Container” (37.32dB) 

Fig. 3. Watermarked frames 

     

(a) “Foreman”                              (b) “Carphone”                           (c) “Container” 

Fig. 4. The variation of Y-PSNR induced by the watermark embedding 

   
(a) “Foreman”                               (b) “Carphone”                               (c) “Container” 

Fig. 5. Detector response 

     

        Fig. 6. PSNR and bit rate comparison results                          Fig. 7. Sim curves 
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Table 1. Performance comparison between our scheme and [27] 

Watermark Bits Re-encoding Recovery Rate Bit Rate Increase    Video  
 
Sequence Method 

 

in [27] 

Our  
 

scheme 

Method 
 

in [27] 

Our  
 

scheme 

Method 
 

in [27] 

Our 
 

scheme 

Carphone 44 59 58% 78.16% 0.80% 3.73% 

Claire 22 35 83% 77.46% 0.44% 3.57% 

Mobile 85 118 85% 77.87% 0.23% 0.51% 

Mother 42 44 68% 82.73% 0.69% 4.37% 

Table 38 77 62% 85.94% 0.31% 2.28% 

tempete 81 113 83% 84.83% 0.44% 0.79% 

3.2   Robustness Experiments 

This study generated 1000 different sets of watermark sequences using random seed, 
and calculated the correlation between these sequences and the watermark extracted 
from the watermarked images. Without any attack, the detection responses are shown 
in Fig.5, and the 500th is the original watermark sequence. From the figures, only one 

peak exists, and the peak is greater than the threshold ρT . It is observed that the 
original watermarks can be correctly detected. 

We compared Sim curves that were generated from watermarked and un-watermarked 
video sequences (shown in Fig.7). In this figure, the horizontal axis indicates the quan-
tization parameter QP, and the vertical axis indicates the correlation value. It is easy to 
distinguish the watermarked video sequences from the un-watermarked video sequences 
according to ρT .  

To test robustness against different attacks, several attacks, including re-encoding 
with different QP, frame rate changing, frame swapping, and additive noise attack are 
performed to verify the performance of our video watermarking algorithm.  

1) Recompression. Watermarked video streams are decoded and re-encoded with 
different QP. The original sequences are coded with QP=28. The test results are 
shown in Fig. 8. It is observed that Sim is high enough for correct detection.  

2) Adding Gaussian noise. Gaussian noise with different strength is added to the 
watermarked video. Fig. 9 shows the Sim values between the original and the ex-
tracted sequence. It is found that the video frames have visible distortion when the 
PSNR decreases down to 30dB, but the detection response is higher than threshold 

ρT  (see Fig. 9). The results show that the proposed algorithm is robust to additive 

Gaussian noise attack. 
3) Frame rate changing. We also performed frame rate changing attacks on the wa-

termarked videos. When frame rate changes from 30 to 15 frames/s, the watermark 
detection results are shown in Fig.10. The algorithm is robust against frame rate 
changing. 

4) Frame swapping. Frame swapping is performed by taking two random frames 
from the sequence and swapping them. The Sim values after frame swapping are 
shown in Fig.11. The x-coordinate denotes the number of frames swapped. The 
proposed method achieves high robustness against frame swapping attack. 
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Fig. 8. Sim values after recompression        Fig. 9. Sim values after noise attack 

   

Fig. 10. Sim after Frame rate changing attacks   Fig. 11. Sim after Frame swapping attacks 

3.3   Real-Time Performance Evaluation 

The proposed watermarking scheme is performed without high computational com-
plexity and difficulty in detecting watermark information. The time cost is calculated 
and shown in Fig.12. The watermarking algorithm is run on a PC with a Pentium  
 

 

Fig. 12. Comparison of the time cost 
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2.8GHz CPU under Windows XP. Our experiments show that the proposed scheme 
does not introduce serious delays in the encoding process. Since entropy decoding does 
not incorporate the inverse transform, it is performed very fast. From the results, we can 
find that our watermark detection can almost be performed in real-time.  

4   Conclusions 

In this paper, a blind video watermarking algorithm based on H.264/AVC codec is 
presented. The video is watermarked during H.264/AVC compression process. In the 
embedding procedure, watermark signals are embedded directly in quantized residual 
coefficients to satisfy the requirement of real-time detection. The watermarked 
H.264/AVC video streams maintain the good visual quality and almost the same bit 
rate. We also test the robustness of our proposed algorithm to several common signal 
processing attacks such as requantization, frame rate changing, frame swapping, and 
additive noise attacks. Simulation results show that the proposed algorithm is robust 
against these attacks.  

Currently, the proposed scheme is implemented only in H.264/AVC baseline 
profile. In future work, we will extend watermarking scheme into all profiles.  
Also the scheme to resist video transcoding [28] and collusion attacks is under  
investigation.  
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